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Abstract 

In this article, we account for cropping management practices (CMPs) in economists’ 

production functions to evaluate pesticide uses responsiveness to price changes in a context 

of heterogeneous technology. CMPs being latent in most economists’ datasets and CMP 

changes entailing adjustment costs, we consider a hidden Markov model to describe the 

dynamics of farmer’s CMP choice. We also account for farmers’ unobserved heterogeneity 

by considering a random parameter model for our production function. An illustration on 

French winter wheat producers of La Marne area uncovers very high-yielding, high-yielding 

and low-input CMPs. The characteristics of the low-input CMPs we uncover are very close to 

those tested by agronomists in the area covered by our data. We also show that input uses 

differences between low-input and more conventional CMPs are too small for taxes on 

chemical inputs to imply large relative profitability effects and thus to encourage farmers to 

adopt less intensive practices. 
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1. Introduction 

Regulation of pollutions due to the use of chemical inputs, pesticides in particular, in 

agricultural production is a major policy objective in the European Union. While economists 

generally advocate for implementing taxes to internalize the negative external effects of input 

uses, policymakers are reluctant to use taxes owing to their potential impact on farmers’ 

income. Moreover, econometric results tend to demonstrate that farmers’ pesticide uses 

generally display very limited responsiveness to pesticide prices, implying that incentive 

taxes on pesticides would have limited effects on their uses together with significant effects 

on farmers’ incomes (Aubertot et al., 2007; Böcker and Finger, 2017; Frisvold, 2019; Skevas 

et al., 2013). 

  

Recent pesticide demand own price elasticity estimates, however, are based on cross-section 

or on short panel data and generally rely on standard (dual) production choice models 

(Böcker and Finger, 2017). These estimates rely on limited input price variation and ignore 

that farmers can switch from pesticide dependent to pesticide saving crop production 

technologies, thereby widening the scope of pesticide use responses to changes in pesticide 

prices. Indeed, according to agricultural scientists, farmers cannot significantly reduce their 

chemical input uses without severe economic losses unless they change their cropping 

management practices (CMPs). This suggests that considering CMPs in crop production 

choices is likely to be useful for revisiting pesticide uses of farmers. 

 

Agronomists’ CMP concept is closely related to economists’ production technology concept. 

CMP is defined as an ordered sequence of operations aimed to produce a given crop. For a 

given crop, CMPs differ according to their target yield levels and to their reliance on specific 

categories of inputs. A single production function cannot account for the variety of CMP 
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responses to input uses: different CMPs need to be considered as different crop production 

technology (Femenia and Letort, 2016). Unfortunately, targeted yield levels and many 

cropping techniques characterizing CMPs (e.g., sowing dates, sowing densities, seed 

varieties) are unobserved in datasets used by agricultural production economists. Also, 

farmers’ yield and chemical input use levels are impacted by factors and events that make 

their direct comparison across farms and years largely irrelevant for identifying CMPs. This 

across farm and year heterogeneity has significant effects on crop production and on farmers’ 

choices even within areas of limited size (Koutchadé et al., 2021; 2018). 

 

The micro-econometric model we propose in this article considers that the observed yields 

and chemical input use levels stem from a set of unobserved CMPs. We consider a hidden 

Markov model featuring farm specific random parameters and a transition probability matrix 

explicitly incorporating the effects of the considered CMP economic returns. Several 

features of the considered process and data lie at the root of our choosing this modelling 

framework. (a) We assume that farmers choose their CMP at the beginning of the cropping 

season, thereby assuming that CMP choices are short run ones.
1
 (b) CMP changes may entail 

adjustment costs, such as learning costs when farmers consider CMPs they are not familiar 

with.  Thus, farmers tend to keep on using the same CMP unless sufficient changes in the 

regulatory or economic environments lead them to reconsider their CMP. Accordingly, we 

model farmers’ CMP choice as a Markovian process. (c) In order to investigate the effects of 

the main economic drivers of farmers’ CMP choices, we derive the functional form of the 

Markovian transition probability of our hidden Markov model by considering CMP choices 

as expected return maximizing discrete choices involving unobserved switching costs.  

                                                      
1
 CMP choice involves neither large investment costs nor significant inter-temporal trade-offs. Indeed, it shares 

much more similarities with standard crop variety choices (Michler et al., 2019; Suri, 2011) than with irrigation 

technology choices (Genius et al., 2014). 



4 

 

The random parameter hidden Markov (RPHM) model proposed in this article enables us to 

obtain original results on production practice choices in France based on a rich panel dataset 

of cost accounting observations. Our application considers wheat production in La Marne 

area, which is an administrative area (similar in size to a small US county) located in 

northeastern France. In particular, our estimation results reveal that the considered farmers 

mostly rely on relatively high-yielding CMPs, which are intensive in chemical inputs, for 

producing wheat. Yet, our results also reveal that a small fraction of farmers use pesticide 

saving CMPs. Importantly, our estimates tend to demonstrate that the CMP choices of the 

considered farmers display significant persistence over time but also respond to economic 

incentives, albeit to a limited extent.  

 

Several other models feature components and properties of our RPHM model. But, to our 

knowledge, this model is the first to combine all these components and properties. (a) 

Considering latent technologies is now common practice in the stochastic production 

frontier literature. Latent class stochastic production frontier models were proposed by Orea 

and Kumbhakar (2004) and Greene (2005), and then used by Cillero et al. (2019), Renner et 

al. (2021) or Dakpo et al. (2021). (b) Most of our model parameters are farm specific 

random parameters, as in the micro-econometric multi-crop models of Koutchadé et al. 

(2018, 2021) or in the input demand model of Los et al. (2021). (c) We assume that farmers’ 

CMP choices can be modelled as Markovian processes. Standard latent class models can 

only describe two technology choice patterns (Renner et al., 2021); producers either stick to 

the same technology along the observation period or “freely” choose the technology they use 

each year. Our dynamic CMP choice model can describe CMP choice patterns lying 

between these two polar cases; farmers can switch from a CMP to another, but their CMP 

choices are constrained by switching costs. (d) Following the seminal work of Griliches 
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(1957), we explicitly define the expected economic returns of the CMPs under consideration 

as key drivers of farmers’ CMP choices. This casts our study into the considerable economic 

literature dealing with the adoption and the diffusion of agricultural production technologies.  

 

The rest of the article is organized as follows. The second section discusses in more 

details the agronomic and economic principles of low-input CMPs. The third section presents 

our micro-econometric framework which combines random parameters model to account for 

farmers' individual heterogeneity with a hidden Markov model to answer for CMP 

heterogeneity. Then, fourth section gives an insight about the estimation procedure for our 

random parameter hidden Markov model. Fifth and sixth sections are dedicated respectively 

to the data presentation and our results description. Lastly, we provide some discussion 

elements and concluding remarks. 

 

2. Background 

2.1.  Agronomic principles of low-input CMPs 

We are interested in two specific CMP types: low-input CMPs and high-yielding CMPs. 

High-yielding CMPs are conceived to achieve high target yield levels by increasing seeding 

densities, choosing early seeding dates, relying on productive seed varieties and applying 

large amounts of, especially nitrogen, fertilizers. Early seeding dates tend to expose crops to 

pest outbreaks. Nitrogen fertilizer use tends to trigger competition by weeds. High seed 

densities, productive cultivars and high loads of nitrogen fertilizer tend to increase wheat 

susceptibility to diseases. Yet, availability of efficient chemical pesticides enables farmer to 

control the pest and weed pressures triggered by these high-yielding techniques (Oerke, 2006; 

Popp, 2011). 
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The basic principle of the conception of low-input CMPs, as developed by INRAE (then 

INRA) in the mid-1980s, is to lower target yield levels in order to lower chemical input uses, 

in particular pesticides (Loyce et al., 2008, 2012; Meynard, 1985, 1991). Lowering target 

yield levels directly reduces crop nutrition needs and, thereby, nitrogen fertilization uses. 

Low-input CMPs lower crop protection needs and, thus, pesticide uses by avoiding cropping 

techniques that increase pest and weed pressures. Also, hardy wheat cultivars – slightly less 

productive than very high-yielding ones but resistant to multiple disease – are complementary 

to the agronomic principles underlying the design of low-input CMPs (Larédo and Hocdé, 

2014; Loyce et al., 2008). These cultivars are resistant to multiple diseases but slightly less 

productive than the ones typically used in high-yielding CMPs.  

 

2.2. Economic principles of low-input CMPs 

Due to the relative scarcity of arable land in Western Europe, adopting high-yielding CMPs 

appeared to be the most profitable technological option for farmers, especially considering 

the price of pesticides which was relatively low, to benefit from high grain prices (Mahé and 

Rainelli, 1987; Meynard, 1991). Yet, the removal of the European Common Agricultural 

Policy price support in 1992 called into question the profitability of grain production from the 

late 1990s to the mid-2000s. High-yielding CMPs appeared to be much less profitable during 

this low grain price period.  

 

Associated to stable prices for fungicides and insecticides, we expect the economic 

conditions from the late 1990s to 2006 to favor low-input CMPs adoption (Loyce et al., 2012; 

Meynard et al., 2009). If yield levels obtained with low-input CMPs are on average 10% 

lower than those obtained with high-yielding CMPs, farmers benefit from multiple input 

savings and thus cost reduction. Nitrogen fertilizer loads decrease by 10% from the high-
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yielding CMPs to the low-input CMPs while the use of (mostly) fungicides and insecticides is 

reduced by around 30%. Plus, due to the lower sowing densities in low-input seed uses 

decrease by around 50% when using these CMPs. Finally, low-input CMPs are labor and fuel 

saving thanks to their lower expected pesticide application numbers. 

 

2.3. CMPs and pesticide use 

Pesticides are the keystone of conventional practices (Aubertot et al., 2007) whereas low-

input CMPs were designed to allow a decrease in pesticide use (Loyce et al., 2012; Meynard 

et al., 2009). Thus, pesticide reduction policies should aim for a change in CMPs. Yet, most 

econometric studies that evaluate the pesticide demand elasticity assume – because they are 

generally based on short time dimension data – that the production technology is constant. 

Unfortunately, CMPs are rarely recorded in economic datasets. Yet, given the time period of 

the data we have at our disposal, the aforementioned economic characteristics of CMPs and 

INRA experimentation of low-input CMPs in France from the late 1990s, we expect some 

farmers have experimented low-input CMPs and to be able to recover them with appropriate 

statistical techniques.  

 

To confirm this intuition, we performed a cluster analysis to uncover CMPs from farmers’ 

yield and chemical input use levels. Cluster analysis was performed on 4-year overlapping 

subpanels.
2
 Considering two classes yielded stable groups across the considered subpanels 

with characteristics that were coherent with the agronomic characteristics of low-input and 

high-yielding CMPs (an average 7% difference in yield levels for an average decrease of 5% 

and 20% in fertilizers and pesticide expenses).  Yet, the size of the less intensive cluster is 

                                                      
2
 Standard cluster analysis assumes static clusters, which is problematic when considering panel data and 

short-run choice as CMP choice. In that case, either we can perform a cluster analysis for each year separately 
and suppose that the group belonging does vary across years or we can perform a cluster assuming that an 
individual belongs to the same group for the length of the considered observation period. Both approaches are 
unsatisfactory when considering technology adoption. 
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probably too large to correspond to a low-input cluster. Indeed, it represents more 1/3 and up 

to 2/3 of the farmers whereas low-input CMPs remains a rare technology in France (Femenia 

and Letort, 2016). Results from the three-class model lack from time consistency and 

characteristics of low-input and high-yielding class collapse between nitrogen and pesticide 

uses. It might indicate that we distinguish here for farmers' efficiency rather than production 

practices. Despite being mostly characterized by their target yield levels and their congruent 

chemical input use levels, CMPs cannot be identified by the direct comparison of yield and 

chemical input use levels across farms and years because of the numerous factors and events 

that can impact them.
3
 Next section presents the structural equation modeling strategy we 

consider to uncover farmers’ CMP choice and their associated production functions.  

 

3. A random parameter hidden Markov model for production choices 

accounting for CMPs 

3.1. Latent CMPs models 

Our dataset being an unbalanced panel, let define                  as the observation 

period of farmer  , where         and            . We assume that farmers can 

produce wheat by using a CMP among the   ones collected in set         . CMP indices, 

   , are ordered such that CMP   is the most intensive CMP – in the sense that it is 

designed to achieve the highest target yield level and, thus, relies on the highest chemical 

input use levels – while CMP   is the least intensive one – i.e. the one that relies on the 

lowest chemical input use levels for achieving the least target yield level. The CMP used by 

farmer   in year  , denoted by       , is unobserved. Accordingly, variable     is considered 

                                                      
3
 For instance, a farm with good soils generally obtains higher yields and uses more chemical inputs than a 

farm with moderate quality soils if both farms use the same CMP. A high-yielding CMP may target 9.5t/ha of 
wheat in a good plot while it may only target 7.5t/ha in a plot with poor soil quality. Similarly, climatic events 
as well as pest and disease infestations can impact yields and input uses in ways that significantly differ across 
farms. 
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as latent in our modelling framework.  

 

Let variable    
  denote the wheat level obtained by farmer   considering that this farmer used 

CMP   in year   and let vector    
        

         denote the corresponding input use levels. 

The model chosen for vector     
      

     
    is given by: 

 
 
   
      

              
           

  

   
       

              
           

              (1) 

where vector     collects farm characteristics (e.g., arable land area) and    
       

      
   

their effects in the model of    
 . We assume that     impacts yield and input use levels in 

ways that depend neither on farms and nor on CMPs. Similarly, we assume that the effects of 

factors or events that mostly vary across farms, which are modelled through year specific 

fixed effects                     , depend neither on farms and nor on CMPs. Estimates 

terms      capture the effects on CMP specific yield and input use levels of price ratios, 

which vary much more across years than across farms, and of weather conditions, which are 

homogenous across farms in the considered sample. These homogeneity assumptions are 

admittedly restrictive. Identifying CMP specific effects from year specific factors is difficult 

in a latent CMP framework. In our model, the effects of CMPs and production conditions on 

wheat yields and input uses are captured by farm and CMP specific random parameters 

  
       

      
  , where     

         
        . Term     

   denotes the wheat target yield level 

of CMP   as this practice is implemented by farmer  . Similarly, term       
  denotes the 

requirement in input   of CMP  .  Error terms    
        

       
   capture the effects of random 

events on wheat yield and input use levels that may depend on farms, years and CMPs. We 

assume that vectors   
 ,     and    

  are mutually independent.
4
 We also assume that error 

                                                      
4
 Vector     containing quasi-fixed input quantities, our assuming that     is (strictly) exogenous with respect to 
   
  and that   

  and     are independent appears reasonable (and is fairly standard). 
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terms    
  are independent across farms and years. These assumptions imply that vectors    

  

are independent across time conditionally on   
  and    . Finally, we assume that    

  is 

normally distributed, with    
        

  . 

 

We adopt a specific parameterization of random parameters   
  to ensure that our latent 

modelling framework empirically identifies CMPs. It defines terms     
  and       

  based on 

simple recursive schemes,     
      

     
    and       

  =       
       

   , implying that     
  and       

  

are given by the following simple formulae: 

 
    
      

      
 

 

   

               (2) 

and 

 
      
        

        
 

 

   

                        (3) 

where           . The relative properties of high-yielding versus low-input CMPs and 

our defining   as an index that decreases with target yield level imply that expected yield and 

chemical input use levels     
  and       

  are non-negative and decrease in  . To ensure the 

identification of production technologies of distinct intensity levels we assume that     
   , 

    
       ,       

    and       
       , for        and       These conditions can be 

enforced by using suitable probability distributions for random parameter vectors    

   
      

      
  , where     

       
        ,     

         
        and     

       
        .

5
 

 

                                                      
5
 Interestingly, our initial intention was to consider terms     

  and     
  as fixed parameters, which is equivalent 

to imposing that     
      

  and     
      

  for        . The purposes of this “fixed parameter” 

specification were (i) to secure the identification of the model parameters and (ii) to facilitate the comparison 
of the yield levels and chemical input uses across CMPs. Surprisingly enough, estimating the model with fixed 
parameters     

  and     
  was impossible due to convergence issues while the estimated joint probability 

distribution of random parameters     
  and     

  display limited (although statistically significant) variability. 
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Under the considered assumptions, the probability distribution function of    
            

conditional on    ,    and       is given by: 

      
                     

    
                 

    (4) 

where        is the probability distribution function of        at  . The link between the 

observed input use and yield levels and the set of their latent CMP specific counterparts is 

given by following regime switching equation: 

    
                

 

   

     
     

 

   

  (5) 

where dummy variable    
  indicates whether farmer   chose CMP   (   

   ) or not (   
   ) 

in year  . Defining the unconditional probability distribution of    
  requires specifying the 

probability distribution of       as farmers' CMP choice is unobserved (and we already 

assume a probability distribution for   ). 

 

3.2. CMP choice model 

The model of    
  assumes that farmers chose their CMP by maximizing their expected profit 

level up to CMP switch costs. Let      denote wheat price paid to farmers and        denote 

the price paid by farmers for input   in year  . The return to chemical inputs of wheat 

production obtained by farmer   in year t is given by      
         

      
    

 , when this 

farmer uses CMP  . If input purchase prices     
         

        farm specific parameters 

   and farm characteristics     can safely be assumed to be known to farmers, most of the 

other terms that are part of returns     
  are unknown to farmers at the beginning of the 

cropping season. Let    
  denotes the expectation of     

  by farmer   at the beginning of 

cropping season  . This expectation can be defined by    
        

       where     denotes 

the information set of farmer   at the time he sows wheat to be harvested in year  . It is easily 

shown that: 
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       (6) 

where                                     
           

                           

 

Terms               and               capture the effects of wheat prices and meteorological 

conditions on chemical input uses and wheat yield to be expected in year  . Importantly, term 

    does not depend on the CMP used by the considered farmer, implying that this term is 

irrelevant for modelling farmers’ CMP choice. We simply assume here that farmers rely on 

naive expectations with respect to the crop price, that is to say we assume that             

       (Koutchadé et al., 2018, 2021). It implies that    
            

       
     

     .
6
 

 

Even if we expect the relative profitability levels of the CMPs under consideration to 

significantly vary across years, we do not expect farmers to change their CMP frequently 

because of transition costs. Farmers are expected to tend to stick to the CMP they used the 

previous year, implying that CMP choice is a dynamic process. The sequence of CMP 

choices    
  is assumed to follow a (possibly) farmer specific first order Markov chain given 

expected crop returns    
      

      . We define the transition probabilities of the CMP 

choice process as functions of expected returns    
  and of implicit CMP switch costs. To 

account for the fact that adjustment costs can vary across farmers and can also depend on the 

considered CMP, we incorporate farm and CMP specific random parameters in our modelling 

framework.  

 

Let vector   
  stack all the farm specific random parameters of the entire model and function 

        
                               denote probability of farmer   using CMP   in 

                                                      
6
 Considering adaptive anticipation schemes instead of the simple naive one slightly impact the quantitative 

estimation results but does not modify the main conclusions drawn from these results (Chavas and Holt, 1990). 
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year   conditionally on this farmer using CMP   in year    , on random terms   
  and on 

expected price levels                 . Transition probability function         
      is 

defined by:  

 
        

       
         

     
   
 

          
     

   
    

   for            (7) 

where   
   

 is the switching cost from CMP   to  .
7
 The functional form of         

      is 

that of a (mixed) Multinomial Logit model. This discrete choice model describes the choice 

of a CMP from set   in year   by farmer   assuming that this farmer used CMP   in year 

   .
8
 The underlying discrete choice model is an expected return maximization problem 

given by                  
    

   
   

     
   
 . The probability functions displayed in 

Equation (7) correspond to this model of     if elements of error term vector    
   
 

    
   
      , which are known to farmer   but unobserved by the analyst, are mutually 

independent and follow a standard Gumbel distribution. Random parameter    is a positive 

scale parameter for the effects of error terms    
   

. 

 

Equation (7) defines the transition probabilities of the CMP choice process. Determining the 

probability function of the (unobserved) sequence of CMP choices of farmer i requires to 

define the probability of this farmer choosing CMP c in year      . Let         
         denote 

such probability given   
  and      . We assume that the functional form         

         is 

given by: 

 
        

         
            

     
  

             
     

     

             (8) 

                                                      
7
 We impose the normalization constraints stating that   

   
   for    . We choose CMP  , the most 

intensive CMP, as the benchmark choice because we expect most farmers to use high yielding CMPs. 
8
 This probability function ensures that terms           

   strictly lie in the unit interval, and that terms 
        

      sum to   over    . 
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where term   
  captures the effects of farmer specific costs or motives that tend to deter 

farmer i from choosing CMP c.
9
 This functional form is inspired by the Multinomial Logit 

probability function associated to the expected profit maximization problem given by 

              
    

    
        

  . Term    is a positive farm specific parameter scaling the 

effects of error terms       
 . 

 

Combining Equations (7) and (8), we can finally define the probability function of the 

sequence of CMP choices of the sampled farmers. Let   
              define the sequence 

of latent CMP choices of farmer  . Let function     
    

    
   denote the probability function 

of    
  given   

  and   
     

        . Under our assumption set, the probability function 

     
    

   of CMP choice sequence   
  given   

  and      
  is given by: 

        
    

            
           

        

 

          
    

           
     

      

    

        

  

(9) 

Equation (9) yields the contribution of the observations of farmer i to the likelihood function 

of the considered CMP choice model of our dataset, with   
     

       
       

  . The 

endogeneity of CMP choices with respect to the crop production choices is assumed to only 

depend on unobserved farm heterogeneity that is explicitly modelled through random 

parameters   
 . This assumption implies that CMP choices on the one hand, and input use and 

yield levels on the other hand are independent conditional on   
 . This implies in turn that 

error terms    
      

   
       and    

  are independent and, finally, that the likelihood 

function related to    
  is easily obtained. 

 

                                                      
9
 Condition   

    is chosen as the normalization constraint for the elements of   
 . 
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3.3. Overall identification strategy 

Considering latent CMPs together with random parameters rises challenging identification 

issues. Our identification strategy mainly relies on three elements. (a) We design models that 

fully describe how CMP impact farmers’ input use and yield levels and how farmers are 

supposed to choose the CMP they use. (b) Our models explicitly account for the effects of 

unobserved random events and unobserved heterogeneity in production conditions. (c) 

Finally, we exploit the information content of panel data that describe the input use and yield 

histories of a large sample of wheat producers. In particular, farms observed for less than four 

times in the panel were dropped for securing the identification of the model, which features a 

hidden Markovian process and farm-specific random parameters. 

 

The effects of unobserved heterogeneity (e.g., soil quality) are disentangled from those of 

CMPs by assuming that production conditions are persistent at the farm level, with a fixed 

probability distribution at the farm population level, while CMP can evolve over time. 

Importantly, wheat prices display substantial variations during the observation period. They 

are at low levels from 1998 to 2006. They skyrocketed in 2007 and have remained relatively 

high, albeit quite volatile, since then. We expect these price variations to be sufficient for 

leading farmers to change their CMPs and, thus, for providing sufficient exogenous variations 

for disentangling the effects of CMP choices from those of production condition 

heterogeneity. The effects of unobserved random events are disentangled from those of CMP 

changes by explicitly modelling farmers’ CMP choice sequences as Markov processes. While 

random events are assumed independent across years, CMP choices are expected to display 

smoother dynamic patterns due to factors preventing farmers to easily switch from a CMP to 

another. 
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Of course, the functional forms of the CMP choice probabilities and of the CMP specific 

yield and input use models, together with our distributional assumptions, also play a crucial 

role for guiding the estimation process and ensuring the model identification.  

 

 

4. Sketch of the estimation procedure 

For estimation purpose, we consider a fully parametric version of our model. We assume 

here, for simplicity, that the probability density function of random parameter   
  is 

multivariate normal, with   
      

    
  , where variance matrix   

  is left unrestricted. 

Since our model is fully parametric, we consider estimating its parameters,   
  

      
    

    
    

      , using the Maximum Likelihood (ML) approach. The 

contribution of farmer   to the sample likelihood function at   conditional on random 

parameter    
  is given by: 

       
  

               
        

                

              

    

        

  
            

       

    

      

  
(10) 

where    
        

         . The related contribution to the sample likelihood function 

at   is given by: 

                              (11) 

Computing likelihood terms       is particularly challenging
 
 but can be considered by 

relying on suitable extensions of the Expectation-Maximization (EM) algorithm of Dempster 

et al. (1977). EM type algorithms are particularly well suited for maximizing the log-

likelihood functions of models involving missing variables. The latent CMP choices     and 

the random parameters   
  of our model are examples of missing variables. This algorithm 
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allows solving a complicated ML problem by iteratively solving a sequence of much simpler 

problems. Each iteration of an EM type algorithm involves an expectation (E) step, which 

consists of integrating a conditional expectation, and a maximization (M) step.  

 

Yet, as it stands in Equation (10) the expression of        
   is of little or no computational 

use. It quickly becomes intractable as   or/and   grows to moderate levels. Moreover, the 

integration problem involved in Equation (11) can rarely be solved either analytically or 

numerically. Computing       requires simulation methods. Solving these issues leads to an 

awkward simulated sample log-likelihood function that is particularly challenging to 

maximize in  . The Stochastic Approximate EM (SAEM) algorithm proposed by Delyon et 

al. (1999) is a computationally efficient alternative to the Monte Carlo EM (MCEM) 

algorithm (Wei and Tanner, 1990), especially when the probability distributions involved in 

the likelihood function of the model belong to the exponential family (Kuhn and Lavielle, 

2005; Lavielle and Mbogning, 2014). This algorithm relies on a stochastic approximation 

approach for solving the E step. Detailed description of the E step, its SAEM version, and the 

M step are provided in Appendix 9.1.   

 

5. Data 

We use an unbalanced panel dataset that considers, from 1998 to 2014, input use and yield 

levels of winter wheat for a sample of farmers located in the La Marne département, a French 

territorial division similar to a small US county. These data were extracted from cost 

accounting data provided by an accountancy agency. Overall, the dataset gathers 1351 

farmers that are observed for 10 years on average.  

 

Our application primarily makes use of recorded winter wheat yields, fertilizer uses and 
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pesticide expenditures devoted to wheat production. Mean yield, nitrogen fertilizer uses and 

pesticide expenses are reported in Figure 1. Pesticide uses depend on pest and weed 

pressures, which themselves depend on weather conditions, implying that pesticide uses 

display greater variability than fertilizer uses. Still, wheat yields display the highest 

variability across time, due to their strong responsiveness to weather conditions. They vary 

from 7.57t/ha in 2003 to 9.55t/ha in 2014 with an overall mean around 8.6t/ha. 

Figure 1. Annual mean yields and uses of agrochemicals, north eastern France, 1999–2014 

 

Source: Authors’ calculations. 

 

Assuming that farmers’ wheat price anticipations are naïve (Koutchadé et al., 2018, 2021), 

we used the lagged wheat prices observed at the farm gate as the wheat prices expected by 

farmers. Pesticide price indices were obtained from the French department of Agriculture 

(Agreste, INSEE, 2015). As for fertilizer prices, we rely on the cost accounting data to build a 
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proxy for nitrogen prices.
10

 Figure 2 presents the considered price levels. Pesticide prices are 

quite steady whereas wheat and nitrogen prices display similar upward trends.  

 

Figure 2. Wheat, pesticide and nitrogen annual prices, France, 1999–2014 

 

Source: IPAMPA data from Agreste/INSEE for pesticides prices; authors’ calculations (wheat and mineral 

nitrogen prices). 

 

Wheat and nitrogen prices significantly increased after the 2007 boom and have been 

relatively volatile since then. Given the economic context prevailing from 1999 to 2007, i.e. 

low wheat prices, and the promotion process of low-input CMPs during this period, we 

expect a small share of farmers using low-input in the late 1990s and an increase in this share 

                                                      
10

 This proxy is obtained by regressing the detailed fertilizer uses (i.e., uses of N, P and K) on global fertilizer 
expenses. The resulting coefficients are used as proxies for nitrogen, phosphorus and potassium prices. Our 
application only considers nitrogen uses. Nitrogen fertilizers, which represent more than 50% of fertilizer uses, 
are used as short run inputs while phosphorus and potassium are used in a long run perspective. 
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until 2006.   

 

 

 

 

6. Results 

In this section we present the results from the RPHM model. Estimates of the parameters of 

the probability distribution of the random parameters of the CMP choice probability 

functions, the production functions and the inputs demand model can be found in Appendix 

B. Overall, the estimated standard deviations of the ML estimator the RPHM model shows 

that its parameters are precisely estimated with the considered dataset. This observation holds 

for both the fixed parameters and the – mean, variance and covariance – parameters of the 

probability distribution of its random parameter vector. In particular, the random parameter 

variance estimates appear to be significantly non-null, thereby confirming the presence of 

unobserved heterogeneity effects in the considered RPHM model.  

 

The estimated RPHM model distinguishes three CMP types. Very-high-yielding CMPs are 

associated to the largest levels of yield and input use. High-yielding CMPs are characterized 

by yield and input use levels slightly lower than their counterparts in very-high-yielding 

CMPs. Low-input CMPs display the lowest yield and input use levels. The mean yield series 

from 1999 to 2014 – respectively the mean input uses series – observed in each of those three 

CMP types are depicted in Figure 3 – respectively Figures 4 and 5. On average, high-yielding 

CMPs use 1.8% less nitrogen and 16.5% less pesticide than very high-yielding CMPs for a 

6.7% decrease in yields. Low-input CMPs use on average 3.4% (respectively 5.2%) less 
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nitrogen, 15.4% (respectively 29.3%) less pesticides than high-yielding CMPs (respectively 

very high-yielding CMPs) for an average decrease of 13.4% (respectively 19.2%) in yields. 

These results tend to show that our RPHM model uncovers CMP types close to the 

‘‘maximum yield’’, ‘‘conventional’’ and ‘‘low-input/multi-resistant varieties’’ CMPs 

considered in the experiments presented by Rolland et al. (2003) and Loyce et al. (2012).  

 

Figure 3. Annual mean yield per CMP type, north eastern France, 1999–2014  

 

Source: Authors’ calculations. 
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Figure 4. Annual mean nitrogen use per CMP type, north eastern France, 1999–2014 

 

Source: Authors’ calculations. 

Figure 5. Annual mean pesticide use per CMP type, north eastern France, 1999–2014 

 

Source: Authors’ calculations. 
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Another result supports this conclusion. Fungicide is the pesticide category the use of which 

varies the most across CMP types.
11

 This was expected as disease pressure strongly increases 

with production intensity (Meynard, 1985, 1991). In particular, low-input CMPs, which were 

proposed by Meynard (1985, 1991) and  tested by Rolland et al. (2003) and Loyce et al. 

(2008, 2012) mostly target reductions in fungicide and, to a lesser extent, in fertilizer uses. 

Farmers using low-input CMPs use wheat varieties resistant to diseases, lower their sowing 

density and slightly postpone their sowing date. These techniques lower disease pressure and 

yield levels, thereby lowering fungicide and nitrogen use requirements. The impacts of these 

techniques on insect infestations and weed pressure are limited. 

 

Differences in input uses and in yields impact the expected returns (to chemicals) associated 

to each CMP category. Figure 6 shows that year 2007 is a turning point for expected return 

levels. Wheat prices suddenly increased in 2007 and remained relatively high, on average, 

since then. Differences in the expected returns of the considered CMP categories are limited 

when expected wheat price are relatively low. Yet, returns of low-input CMPs tend to be 

slightly smaller than those of high-yielding CMPs at these price levels. High wheat price 

levels tend to magnify the effects of yield differences on CMP returns, implying that high 

wheat prices tend to make (very) high-yielding CMPs (much) more profitable than low-input 

CMPs.  

 

                                                      
11

 Detailed results for fungicides, insecticides and herbicides can be found in Supplemental Appendix 10.1. 
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Figure 6: Estimated annual mean expected return per CMP type, north eastern France, 
1999–2014  

  

Source: Authors’ calculations. 

 

The estimated shares of farmers of our sample using the considered CMP categories is 

depicted in Figure 7. Until the 2007 crisis these shares are relatively steady with 

approximately 10% of farmers using low-input CMPs, 60% using high-yielding techniques 

and around 30% using very high-yielding techniques. The estimated share of farmers using 

low-input CMPs declined by steps during the considered period. Around 15% of farmers are 

estimated to use low-input CMPs from 1999 to 2001. The low-input CMP share then dropped 

to 10% in 2002 and remained at this level until 2006. It dropped once again after 2007 at 7% 

in 2008 and progressively declined to around 5% in 2014. The most drastic changes concern 

the shares of high-input and high-yielding CMPs with a sharp increase in the use of very 

high-yielding techniques in 2007/2008. The high wheat prices observed after 2007 tend to 
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favor production practices aimed to achieve yield levels that are close to local yield 

potentials.  

 

Figure 7: Estimated annual share of farmers per CMP type, north eastern France, 1999–2014 

 

Source: Authors’ calculations. 

 

Low-input practices being more profitable when crop prices are low is pointed out in the 

agronomic literature (Loyce et al., 2012; Rolland et al., 2003). Yet, in our case, the 

disadoption of low-input CMPs due to the drastic increase in wheat price that occurred after 

2007 is relatively limited, suggesting that adoption of these CMPs obey to economic reasons 

but is also linked to farmer personal values as environmental and societal concerns (Frey and 

Stutzer, 2006; Howley et al., 2015; Mzoughi, 2011). This result is confirmed by the analysis 

of the estimated parameters of the CMP choice model. Indeed, according to our estimates, 

switching to the low-input technology entails relatively high transition costs for farmers using 
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high-yielding or very high-yielding CMPs. Also, the initial cost for adopting the low-input 

CMP is higher than for the very-high-yielding and high-yielding CMPs. Yet, farmers using a 

low-input CMP tend to stick to this technology, as is the case for the other CMP types. These 

results may also indicate that low-input CMPs did not have sufficient time to diffuse in the 

farmers’ population. Indeed, the time window that favored their adoption was very short. It 

only spanned the very late 90’s and, more surely, the early 00’s. 

 

The lack of economic incentives for adopting low-input CMPs is confirmed by simulation 

results obtained from the estimated model.
12

 We find a very limited responsiveness of CMP 

choices to pesticide taxes. Even a 100% tax is insufficient to fill the gap between the low-

input CMP returns and their high-yielding counterparts. The chemical input savings permitted 

by low-input CMPs are too limited – and/or that low-input CMPs entail yield reductions that 

are too large – for input taxes to create sufficient incentives towards these environmentally 

friendly CMPs. This limited responsiveness of input uses to prices is in line with the literature 

showing low price elasticity of pesticides. Yet, while previous studies considered short run 

elasticities – holding production technology fixed – our study tends to demonstrate that 

medium run elasticities – allowing changes in CMPs – of pesticide uses are also small (in 

absolute value).  

 

 

7. Conclusion 

We proposed a random parameter model with endogenous regimes that follow a hidden 

Markov chain for uncovering latent CMPs and their associated yield and input use levels. 

This model explicitly considers that (latent) CMP expected returns (to chemical inputs) 

                                                      
12

 Detailed results from this simulation work can be found in Appendix 9.3.  
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impact farmers’ CMP choices. Its random parameters account for farmers and farm 

unobserved heterogeneity. Farmers’ CMP choice is defined as a Markov process for 

accounting for eventual CMP switching costs that may underlie farmers’ often observed 

reluctance to change their production practices.  

  

Our application on a panel dataset describing the wheat production choices of farmers 

allowed us to uncover three CMP types used in the Marne area from 1999 to 2014. Very 

high-yielding and high-yielding CMPs are standard, or conventional, crop production 

practices in this area. By contrast, low-input CMPs are innovative production practices 

designed by agronomists for reducing chemical input uses, especially pesticide uses, by 

lowering the target yield levels (Loyce et al., 2008, 2012; Meynard, 1991). Importantly, the 

characteristics of the uncovered low-input CMPs are very close to those tested by 

agronomists in the Marne area during the mid-1990s (Larédo and Hocdé, 2014). Also, our 

estimates reveal that most of the difference in pesticide uses is due to a reduction in fungicide 

uses in the low-input CMPs, which is consistent with the features of the low-input tested by 

agronomists in the Marne area (Loyce et al., 2008, 2012).  

Second, the estimated model enables us to assess the expected returns of the considered 

CMPs, and their evolution during the considered period. The evolution of the differences in 

the CMP return is consistent with those of the adoption rates of the considered CMPs. In 

particular, the upward shift of wheat prices after 2006 led farmers to switch from high-

yielding CMPs to very high-yielding CMPs and to switch from low-input CMPs to more 

intensive ones. Yet, the post 2007 wheat price levels significantly increased the differences in 

expected returns between the low-input CMPs and the other ones, but they did not fully deter 

the use of low-input CMPs. This suggests that non-economic motives impact farmers’ 

production choices, at least those adopting low-input practices. Non-financial drivers of 
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farmers’ choices may include attitude toward the environment, health concerns and taste for 

agronomy, which were shown play a significant role in the adoption of environmentally 

friendly agricultural production practices (Howley et al., 2015). Yet, we are not able to 

disentangle the effects of this wide variety of CMP choice drivers and analyze their effects in 

farmers’ production choices. Thus, our ability to provide insights on public policies, aimed to 

foster the adoption of chemical input saving production practices by farmers, is limited to 

purely economic drivers.  

Lastly, our simulation work tends to show that chemical input uses differences between low-

input and more conventional CMPs are too small for taxes on chemical inputs to imply large 

relative profitability effects. Indeed, high rate taxes on chemical inputs may rather lead 

farmers to directly switch to organic production practices. The significant yield reduction 

induced by organic practices can be compensated by both significant “organic product” price 

premiums and large reductions in chemical input expenditures. More generally, our results 

tend to highlight the economic efficiency of combining high-yielding CMPs and chemical 

crop protection and, as a result, provide support to the viewpoint stating that current 

agricultural production strongly depends on chemical crop protection given the current 

economic context and currently available production technologies. Indeed, conventional 

CMPs are designed while taking for granted that sufficiently high levels of pesticide uses 

enable farmers to achieve high crop protection levels at relatively low cost. Pesticide saving 

CMPs are conceived by implicitly setting constraining upper bounds on the uses of inputs 

that are both technically and economically efficient and by accepting reductions in target 

yield levels (for containing pest and disease pressure). These low-input CMPs are put at a 

disadvantage as long as pesticides are available at relatively low cost.   

  

If our Markovian modelling framework allows us to account for the dynamic aspect of CMP 
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choice, the specific features of the diffusion dynamics of agricultural production technologies 

are ignored. Learning-by-doing and learning-by-others mechanisms are empirically 

documented by economists, especially in developing countries (Chavas and Nauges, 2020; 

Foster and Rosenzweig, 2010; Marra et al., 2003). These features are largely overlooked in 

our modelling framework. The fact that the adoption of the considered technologies is 

unobserved in our case makes it particularly difficult to account for them. Yet we expect that 

the effects of the congruent learning processes to be limited given the low adoption rate of 

low-input CMPs in France.  

 

Of course, our modelling framework could be improved. Two limitations appear to be 

particularly worth addressing. First, the initial CMP adoption probabilities of our Markov 

model are defined as functions of CMP expected returns and of time invariant (though farm 

specific) CMP specific costs. This raises specific issues in our application since the farmers 

joined (and quitted) our sample in various years. Farmers’ initial CMP choices in our data 

may depend on unobserved factors that vary across time, including unmeasured financial 

costs. Second, further structuring the latent yield and input use models considered in our 

modelling framework could also be fruitful. This would enable the investigation of drivers of 

input uses conditionally on predetermined CMP choices. 

 

Applying the approach proposed in this article to other crops is also of interest. Low-input 

CMPs have not been explicitly designed and promoted by agronomists for crops other than 

wheat. Yet, farmers using low-input CMPs for wheat production may extend the principles of 

the low-input CMPs to other crops. Taking a step further would lead us to multi-crop models, 

as in Koutchadé et al. (2018, 2021). Our model is defined at the crop level while farmers also 

consider their other crops when choosing their production practices for a given crop, due to 



30 

 

cropping systems effects and crop rotation effects in particular. Yet, considering a multi-crop 

framework with unobserved CMP choice appears to be particularly challenging. 
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9. Appendices 

9.1. The estimation procedure 

Let define vectors                 and                . The complete data of our 

model consists of (i) the observed variable vectors                    , (ii) the latent CMP 

choices sequence      and (iii) the random parameters vector   
 , for            . The 

complete data log-likelihood function is the sample log-likelihood function of the joint model 

of the dependent and missing variables,               , given the exogenous variables of the 

model,            . The complete data log-likelihood function at   of our model is given by: 
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At iteration   of an EM type algorithm, the objective of the E step is to integrate         

over the probability distribution of the missing data          ,  conditional on the observed 

data    evaluated at     , the last available estimate of   . This consists of computing the 

conditional expectations          
                 , for            , where      

corresponds to the expectation calculated at iteration   given the current estimates     . 

 

The computation of conditional expectations          
                     consists of 

computing the conditional expectations of terms       
 ,    

  and      
    

 . Under our model 

assumptions we can show that            
                       . Likewise, expectation 

terms                     
         and                          

    
           can be 
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defined as functions of initial probability functions                and of transition 

probability functions         
     . As neither functions                nor functions 

        
      depend on elements of fixed parameter  , the same observation holds for 

functions               and                . 

 

Given these results and observations, computing          
                  consists of 

computing: 

          
                   

 
 
 

 
 

                   

                                 
            

      

   

    

      

             
             

 
 

 
 

  

(13) 

where term:             
                                  

                             
           

    
      

   does not 

involve any element of  . 

 

The expectations conditional on the observed data    involved in Equation (13) can be 

integrated using simulation methods. Whatever the simulation method, these expectations are 

approximated by weighted means of functions of simulations of random parameters   
 . Let 

   
       their related weights, for               , where       denote the draw number 

considered for iteration  .  
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The conditional expectation of         is approximated by: 

                 

 

 
 
 
 

 
 
 

                   

       
     

          
     

                 
       

           
  

    

      

    

      

      
     

       
     

       

    

    
 
 
 

 
 
 

 

 

   

 

(14) 

 In our empirical application, we used the SAEM version of this E step and an importance 

sampling approach for integrating terms          
                   . We used the probability 

density of      
         

        as the proposal density for the random draws of   
 . 

 

Solving the M step at iteration   then consists of maximizing                 in   for 

obtaining       . In our case, this maximization problem can be solved in two steps. Solving 

problem: 

 

   
       

        
     

          
     

                 
       

   

    

      

    

      

 

   

        
    

(15) 

yields                             , the first part of       . On the other hand, solving 

problem: 

 

   
     

     
     

       
     

       

    

   

 

   

  (16) 

yields    
         

       , the second part of       .  Both problems are equivalent to weighted 

ML problems of linear multivariate Gaussian models.  
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The E and M steps described above are iterated until numerical convergence (see 

Supplemental Appendix 10.2 for more details on the estimation procedure). 

 

9.2. Ex-post distribution of random parameters 

Estimation standard errors as well as mean and standard deviation of the ex-post distribution 

of random parameters   ,    ,    and   are gathered in Table 1. Indices 1, 2 and 3 represent 

respectively the very-high-yielding, high-yielding and low-input CMPs.  

 

Overall, estimation standard errors are small i.e., ex-post distribution of these random 

parameters benefit from precise estimates.    and     are respectively the cost parameters – 

economical and non-economic costs (e.g., environmental concerns) -- from the initial and 

transition probability functions. The reference CMP being the most intensive one (i.e.    

 ),    and    represent the relative cost of the high-yielding and low-input technology in the 

initial probability function of CMP choice. On average, the high-yielding CMP is less 

expensive than the very high-yielding one. On the other hand, the low-input CMP appears as 

more expensive, suggesting learning and opportunity costs associated to the low-input CMP. 

Likewise, in the transition probability the most intensive CMP type is defined as the 

reference one with switching costs to very-high-yield CMPs fixed at 0 (              ). It 

implies that      corresponds to the cost to switch from CMP   to   relatively to a switch to 

the most intensive CMP. First, we can observe that it is systematically more expensive to 

switch to the low-input CMP (both     and     are positive). Yet, when adopted, the low-

input CMP is meant to be stable as     is negative i.e. staying in this CMP is the least costly 

option. As for the high-yielding technology, we can observe that     is negative, i.e. it is on 

average less expensive to switch from a very high-yielding CMP to a high-yielding one than 

to keep the very high-yielding CMP. 
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Table 1: Estimation standard errors, mean and standard deviation from the ex-post 
distribution of the CMP choice probability functions random parameters 

 Estimation se Mean sd 

Scale parameters    

   0.001 1.099 0.062 

  0.001 0.976 0.034 

Cost parameters    

   . 0 0 

   0.002 -0.039 0.134 

   0.002 0.038 0.106 

    . 0 0 

    0.003 -0.364 0.174 

    0.002 0.238 0.178 

    . 0 0 

    0.003 0.382 0.288 

    0.004 0.255 0.162 

    . 0 0 

    0.002 0.160 0.229 

    0.003 -0.289 0.181 

Notes: se = standard error, sd = standard deviation. 

Source: Authors’ calculations. 

  

On the other hand,     is positive, meaning that changing to the high-input technology is less 

expensive than keeping the high-yielding CMP. Such findings are a little bit surprising as one 

could expect that staying in the same CMP might be the dominant strategy. Yet, as mentioned 

previously, the switching costs are rather limited. Thus, random parameters     also capture 



41 

 

the systematic cost differences between CMPs. Then, one can argue that the very high-

yielding CMP has larger systematic costs than the high-yielding one, hence the negative 

mean for parameter    . 

 

As for    and  , they measure the size of the error term in the initial and transition 

probabilities of CMP choice. The higher these parameters are, the lower is the size of the 

error term and the more expected returns and costs play a big role in CMP choice 

probabilities. As      on average, latest factors tend to have a greater role in the initial 

probability than in the transition one. This means that technology change is more exposed to 

random events than the baseline technology choice. Meaning that, even if another technology 

would seem to be more profitable on a specific time period, a change in technology requires 

more than a temporary increase in profit. Yet,    is more dispersed with a standard error 

twice as much as the one observed for  . It might mean that farmers' behavior is more 

homogeneous when considering a change in technology than when considering the initial 

technology choice. Otherwise, it can indicate that the model for transition probability is better 

adapted to data than the model for initial choice. More generally, scale parameters are less 

dispersed than the cost parameters, i.e. farmers' heterogeneity is greater when considering 

technology costs.   

 

The main estimates (and related estimation standard error estimates) of the expectation, 

variance and covariance of the parameters of the distribution of the random parameter vector 

of the RPHM model are presented in Table 2.  Note, however, that the random parameters 

considered in the core of the article, that is to say the a and b terms, are defined as 

transformations of normal underlying random parameters, that is to say the    
  and    

  terms, 

with: 
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Using such transformations is a convenient means to enforce the constraints to be met by 

parameters a and b. Term b is required to be positive while a must lie in the unit interval. 

Table 2 provides estimates of the main parameters of the joint multivariate normal 

distribution of the    
  and    

  terms. 

 

Table 2: Estimates and estimation standard error of the main parameters of the probability 
distribution of the CMP specific yield target level and inputs requirement random parameters 

 Estimation Estimation se 

Very-high-yielding   

     
   2.071 0.004 

       
   0.800 0.002 

       
   0.655 0.006 

     
   0.011 0.0003 

       
   0.004 0.0001 

       
   0.025 0.001 

       
       

   0.003 0.0001 

       
       

   0.003 0.0004 

         
       

   0.003 0.0002 

High-yielding   

     
   3.015 0.005 

       
   2.790 0.003 

       
   2.236 0.006 
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   0.023 0.001 

       
   0.009 0.0003 

       
   0.031 0.001 

       
       

   0.011 0.001 

       
       

   0.024 0.001 

         
       

   0.014 0.001 

Low-input   

     
   2.533 0.005 

       
   2.604 0.004 

       
   2.563 0.005 

     
   0.018 0.001 

       
   0.011 0.0004 

       
   0.017 0.001 

       
       

   -0.012 0.001 

       
       

   -0.009 0.001 

         
       

   0.011 0.0004 

Source: Authors’ calculations. 

 

9.3. Results from chemical input tax simulations 

As evoked in the core of the article, we performed simulations based on the RPHM model 

results to investigate into farmers' CMP adoption decision. First, we simulate a 50% and 

100% tax on chemical inputs. We present in Figure 8 - respectively in Figure 9 - the results 

from the 50% - respectively 100% - tax on chemical inputs. As we can see, such tax mainly 

entails a reduction in the very high-yielding share in favor to the high-yielding one. When 
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considering the 100% tax we find that, on average, the size of the very high-yielding CMP 

decreases by 10.25% each year while the high-yielding share increases by 6.30%. As for the 

low-input CMP, its share increases by 15.70% on average each year. Yet, despite this rate, 

the low-input CMP remains marginal among wheat producers. 

 

Figure 8: Mean annual change in the CMP adoption share after simulating a 50% tax on 
chemical inputs, north eastern France, 1999–2014 

 

Source: Authors’ calculations. 
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Figure 9: Mean annual change in the CMP adoption share after simulating a 1000% tax on 
chemical inputs, north eastern France, 1999–2014 

 

Source: Authors’ calculations. 
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10.  Supplemental Appendices 

10.1. Detailed pesticide analysis 

In addition to overall pesticide uses, we investigate insecticide, fungicide and herbicide uses. 

From Figures 10, 11 and 12, we can see that fungicide uses is the most discriminating 

pesticide category between our three CMP categories. As for herbicides and insecticides, the 

discrimination is well-marked for very high-yielding CMPs versus high-yielding and low-

input CMPs. Yet, uses among high-yielding and low-input CMPs tend to overlap, implying a 

lower discrimination power of herbicides and insecticides than fungicides. A closer look at 

the relative differences between very high-yielding and low-input fungicide, herbicide and 

insecticide uses.  

 

Figure 10: Annual mean fungicide use per CMP type, north eastern France, 1999–2014 

 

Source: Authors’ calculations. 
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On average, fungicide and herbicide uses are 33% lower in low-input CMPs than in very 

high-yielding ones. When targeting lower yields, farmers can use more resistant crop 

varieties and lower their sowing density, hence reducing their need in fungicides. As for 

herbicides, they can be – at least partially – substituted for by mechanical weeding. 

Differences in insecticide uses are smaller as on average, low-input CMPs use 21% less 

insecticide than very high-yielding ones. Even if pest infestations can be partially avoided by 

a well-designed crop rotation scheme and more resistant crop varieties they cannot be totally 

avoided. And insecticides remain the most efficient way to get rid of them. This could 

explain why the difference is less marked for insecticide uses compared to herbicide and 

fungicide uses. 

 

Figure 11: Annual mean herbicide use per CMP type, north eastern France, 1999–2014 

 

Source: Authors’ calculations. 
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Figure 12: Annual mean insecticide use per CMP type, north eastern France, 1999–2014 

 

Source: Authors’ calculations. 
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At iteration  , given observed data    and the current value of parameter  ,       : 

 S-step: Simulate     
     

           according to the conditional distribution 

         
      , for        . 

 E-step: Given     
     

          , evaluate the quantities               
     

  and 

                
     

 , for        ,              ,       and      . 

 SA-step: update sufficient statistics according to 
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From those three steps we can deduce the approximation of           
                  given 

by: 

                

  

 

 
 
 
 

 
 
 

                   

       
     

          
     

                 
       

           
  

    

      

    

      

      
     

       
     

       

    

    
 
 
 

 
 
 

 

 

   

 

 

Then, we can realize the last step, i.e.  the M-step that consists in updating parameter   

according to: 
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a. Decreasing positive sequence 

       sequence from (SA) step must be a decreasing positive sequence such that (i)       , 

(ii)         
    and (iii)      

    
   . This sequence defines the step of the stochastic 

approximation, impacts the speed of convergence as well as the algorithm's convergence to 

the maximum likelihood. Kuhn and Lavielle (2005) proposes to set        for the first    

iterations and then gradually reduce     . We set here: 

      
                                    

                                    
   

and    is chosen very large to guarantee that the algorithm reaches the neighborhood of the 

maximum likelihood before      starts to decrease. 

 

b. Simulation step procedure 

To perform (S) step at iteration  , we use a few Markov chain Monte-Carlo (MCMC) 

iterations with         
       as stationary distribution, and we retain   MCMC draws for 

each            .
13

 We use Metropolis-Hastings (MH) algorithm with a random walk 

proposal distribution to simulate the chain with length         draws, i.e. we draw       

such that                    for       and            . We defined the 

acceptance rate as: 

                        
              

      

                      
   

Diagonal matrix   is adaptively adjusted such as                              . After 

        iterations, the first       draws are discarded as burn-ins and we only consider the 

last   draws.  

 

                                                      
13

 In our case, we set     as we have many individuals. 
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c. Stopping rule of the algorithm and diagnostic plots 

As in Koutchadé et al. (2018, 2021) we use a standard stopping rule based on the relative 

changes in the values of the estimated parameters between two iterations (Booth et al., 2001; 

Booth and Hobert, 1999). If the condition 

     
             

         
      

holds for three consecutive iterations for chosen positive values of convergence parameters 

   and   , the algorithm stops. In our case, we set up          and          . To ensure 

that parameters      achieved, at least approximately, the maximum of the considered 

likelihood function when the condition (15) is met, we implement three safeguards. First, we 

implement this stopping rule only once we have reached an iteration index greater than    

(cf. the part on        sequence). Second, we check that the scores are null and that the 

Hessian matrix is negative definite at the estimated value of   (Gu and Zhu, 2001). Third, we 

check graphically the convergence of parameters by plotting their values along iterations.  

 

d. Estimation of the variance of the estimates 

To estimate the variance of the estimated parameters  , we use the procedure described by 

Ruud (1991). We use the MH algorithm to draw the sequence                   from 

          , for          , where    are the estimates we obtained from the SAEM 

algorithm. Then, we can approximate the information matrix         by: 

                                       

 

   

 

 

   

                          

 

   

 

 

   

and the variance of estimates by: 
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e. Estimation of the likelihood and model selection 

To estimate the likelihood and select the model we rely on Monolix methodology (2014). 

Given the estimate    of  , the log-likelihood of the model is given by:  

                    

 

   

 

with                                                               

 

           has no closed form, so we use the importance-sampling approach to estimate it. 

From prior distribution              as importance density, we draw independence 

sequence                  and then approximate            by 

              
                    

 

   

  

where                   is obtained using the Forward-Backward algorithm. This estimator is 

unbiased and consistent as it variance decreases as    . 

We also define the     , AIC and BIC criteria as: 

 

             

             

                   

  

where   is the total number of parameters to be estimated and   the number of observations. 
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f. Forward-Backward algorithm 

Let start by defining the forward variable          : 

                                       

for          ,               and                denotes the probability for individual   

to adopt CMP   at time   after seeing the partial sequence                given the random 

parameter   . 

 

We can show that (Maruotti, 2011): 

                
      

   
  

Terms           can be computed iteratively. Thus,           is given by: 

 

      
                     

            
                  

   

                                          

    

          
                

  
    

 

 Now, let start by defining the backward variable          :     

                                        

for          ,               and    .           denotes the probability of the partial 

sequence                  given that farmer   chooses CMP   at time   and given the 

random parameter   . We can compute this term iteratively by: 
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We can show that, using the forward variable          , we have (Maruotti, 2011): 

 
 
 

 
               

                  

                       

                
                                

           
  

                                  
                     

    

  

We also show that: 

                                                                                                         

                                                      
                     

   

 

g. Estimation of the individual parameters and sequences of CMP 

Given the estimate    of   computed with the SAEM algorithm, we estimate individual 

parameters     and the CMP sequence      using the two-step procedure as in Delattre and 

Lavielle (2012). We make use of the condition distribution                     to first estimate 

parameters     with the Maximum A Posteriori (MAP) approach: 

                         
  

                                              
           

   

since                                        . We use R package optim to numerically 

optimize    . 

 

We use the same MAP approach to estimate the unknown CMP sequence as 

                                
  . 

Yet, to compute this equation, we need to use the Viterbi algorithm (Rabiner, 1989). 
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h. Viterbi algorithm 

Let start by defining the following Viterbi path probability: 

                                                                       

This term can be computed iteratively by: 

 
                           

            
                 

   

                                                          
               

  
    

As taken from Rabiner (1989), the best path of CMP,    
 ,              , can be found 

recursively by: 

 
      
                        

   
                                 

            
    


