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RIGIDITY OF MIN-MAX MINIMAL DISKS IN 3-BALLS WITH
NON-NEGATIVE RICCI CURVATURE

LAURENT MAZET AND ABRAÃO MENDES

Abstract. In this paper we prove a rigidity statement for free boundary minimal surfaces
produced via min-max methods. More precisely, we prove that for any Riemannian metric g on
the 3-ball B with non-negative Ricci curvature and II∂B ≥ g|∂B , there exists a free boundary
minimal disk ∆ of least area among all free boundary minimal disks in (B, g). Moreover, the
area of any such ∆ equals to the width of (B, g), ∆ has index one, and the length of ∂∆ is
bounded from above by 2π. Furthermore, the length of ∂∆ equals to 2π if and only if (B, g) is
isometric to the Euclidean unit ball. This is related to a rigidity result obtained by F.C. Marques
and A. Neves in the closed case. The proof uses a rigidity statement concerning half-balls with
non-negative Ricci curvature which is true in any dimension.

1. Introduction

In Riemannian geometry, a classical question consists in controlling the size of a Riemann-
ian manifold in terms of its curvature tensor. For example, Bonnet-Myers theorem gives an
upper bound on the diameter of a Riemannian manifold under a lower bound on its Ricci cur-
vature. The proof of this result is based on the interplay between the Ricci curvature and the
minimization property of some geodesics.

Other notions for the size of a manifold can be considered. For example, for a nontrivial
homology class, one could think of the minimal volume of elements in this class. For closed
curves this leads to the notion of systole and gives estimate for the injectivity radius, see for
example Klingenberg’s estimate or Toponogov theorem.

For submanifolds of dimension at least 2, stable minimal submanifolds appear as realizations
of the minimum of the volume in the homology class. Hence estimating the volume of such stable,
or even area-minimizing, minimal submanifolds is a natural question. For example, H. Bray,
S. Brendle and A. Neves [4] have proved that an area-minimizing 2-sphere in a 3-manifold whose
scalar curvature is at least 2 has area at most 4π. Moreover, in case of equality, the universal
cover of the ambient manifold is isometric to the standard cylinder S2 × R.

Another concept to measure the size of a Riemannian manifold is a min-max quantity W called
the width introduced by F. Almgren to produce minimal hypersurfaces when the topology of
the ambient manifold does not allow the minimization approach (see also M. Gromov [16]). In
this situation, the minimal hypersurfaces that appear are in general neither area-minimizing
nor stable. For example, in the case of a Riemannian 3-sphere, L. Simon and F. Smith [28]
defined a notion of width that allowed them to produce a minimal 2-sphere. In a seminal work,
F.C. Marques and A. Neves [24] initiated the study of the Morse index of minimal hypersurfaces
produced by min-max methods. Among other things, they proved the following rigidity result:

Theorem 1.1 ([24, Theorem 4.9]). Let g be a Riemannian metric on the 3-sphere S3, with
scalar curvature R ≥ 6, such that there are no stable embedded minimal spheres in (S3, g) (in
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particular, if g has positive Ricci curvature). Then there is an embedded minimal sphere Σ in
(S3, g) such that

|Σ| = inf{|S|;S is an embedded minimal sphere in (S3, g)}.

Moreover, any such Σ satisfies the following conditions:
• |Σ| = W (S3, g) (the Simon-Smith width);
• Σ has index one;
• |Σ| ≤ 4π.

Besides, the equality |Σ| = 4π holds if and only if (S3, g) is isometric to the Euclidean unit
sphere.

When the sectional curvature of (S3, g) is at most 1, the first author [25] proved that we
have the reverse estimate: the width is at least 4π and the rigidity statement is also true in the
equality case.

In the case of compact Riemannian manifold with boundary, the min-max approach has also
been used to produce free boundary minimal hypersurfaces: minimal hypersurfaces that meet the
boundary orthogonally (see [5, 22]). In this context, one could also expect some estimates of the
width under some curvature assumptions. In this paper, we consider the case of a Riemannian
3-ball (B, g). The Simon-Smith approach can be used to produce either a free boundary minimal
disk or a minimal sphere under a convexity assumption on the boundary (see M. Grüter and
J. Jost [17, 20] and precise definitions below). Besides, if the Ricci curvature is non-negative, the
minimal sphere can be excluded. Under these assumptions, the minimal disk should have index
one and computation does not lead to an estimate of the area of the disk but of its perimeter.
Actually, the second author [26, Theorem 1.3] proved

Theorem 1.2. Let (M3, g) be a compact orientable Riemannian 3-manifold with boundary with
non-negative Ricci curvature and such that II∂M ≥ g|∂M . If Σ is an orientable free boundary
minimal surface in M of index one, then its perimeter satisfies

L(∂Σ) ≤ 2π(g + k),

where g is the genus of Σ and k the number of connected components of ∂Σ. Moreover, in case
of equality,

(1) Σ with its induced metric is isometric to the Euclidean unit disk;
(2) ∂Σ is a geodesic of ∂M ;
(3) Σ is totally geodesic;
(4) all sectional curvatures of M vanish on Σ.

Moreover, he was able to prove that, in the equality case and under some extra hypothesis,
(M, g) is isometric to the Euclidean unit 3-ball. Let us remark that under the curvature as-
sumptions on the Ricci tensor and II∂M , (M3, g) in the above theorem is diffeomorphic to the
3-ball (see the work of A. Fraser and M.M.-C. Li [12, Theorem 2.11]). One of the main results
of the paper should be compared with Theorem 1.1; it makes the link between the min-max
construction of free boundary minimal disks and Theorem 1.2. Moreover we are able to obtain
the rigidity statement without any extra hypothesis.

Theorem 1.3. Let g be a Riemannian metric on the 3-ball B with non-negative Ricci curvature
and such that II∂B ≥ g|∂B, where II∂B is the second fundamental form of ∂B in (B, g) with
respect to the inward unit normal. Then there is a free boundary minimal disk ∆ in (B, g) such
that

|∆| = inf{|D|;D is a free boundary minimal disk in (B, g)}.
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Moreover, any such ∆ satisfies the following conditions:
• |∆| = W (B, g);
• ∆ has index one;
• L(∂∆) ≤ 2π.

Besides, the equality L(∂∆) = 2π holds if and only if (B, g) is isometric to the Euclidean unit
ball.

Actually, it would be interesting to have an estimate of the area of the free boundary minimal
disk and then of the width W (B, g). When the non-negativity of the Ricci curvature is replaced
by the non-negativity of the sectional curvature, we are able to prove that ∆ has area at most π.
Actually, under this assumption, we can prove that |Σ| ≤ 1

2L(∂Σ) for any free boundary minimal
surface Σ.

The proof of the rigidity statement is based on a characterization of the Euclidean unit half-
ball Bn

+ = {(x1, . . . , xn) ∈ Rn | x2
1 + · · · + x2

n ≤ 1 and xn ≥ 0} which is true in any dimension
(see Theorem 5.1 for a precise statement).

Theorem 1.4. Let g be a Riemannian metric on Bn
+ with non-negative Ricci curvature and

such that the mean curvature of Sn ∩Bn
+ is at least n− 1. We also assume that Bn

+ ∩ {xn = 0}
is totally geodesic, isometric to the Euclidean unit (n− 1)-ball and meets Sn ∩Bn

+ orthogonally.
Then (Bn

+, g) is isometric to the Euclidean Bn
+.

The proof of the above result is based on ideas that appear in the work of R. Reilly [27] and
also used by C. Xia [29].

Organization of the paper. In Subsection 2.1 we recall some important definitions for the
context of free boundary minimal hypersurfaces. In Subsection 2.2 we introduce and prove the
existence of the nice foliation associated with a free boundary minimal hypersurface of index at
least one. In Subsection 2.3 we state and prove an independent result that furnishes a sharp area
estimate for free boundary minimal hypersurfaces in terms of their perimeter when the ambient
Riemannian manifold has non-negative sectional curvature and strictly convex boundary. As
an application, if g in Theorem 1.3 has non-negative sectional curvature, then |∆| ≤ π and the
equality holds if and only if (B, g) is isometric to the Euclidean unit ball. In Section 3 we recall
some min-max constructions of free boundary minimal surfaces in Riemannian 3-manifolds with
strictly convex boundary. There, we study two different cases: the first one applies to compact
3-manifolds with smooth boundary, this is called the unconstrained case (Subsection 3.1); the
second deals with compact 3-manifolds with piecewise smooth boundary and, in this case, we
want to prevent the min-max minimal surface to attach to a certain part of the boundary, this is
called the constrained case (Subsection 3.2). In Section 4 we explain how to control the topology
of the minimal surface obtained through the min-max constructions in the preceding section.
Notice that a similar topological control has been also obtained very recently by G. Franz and
M. Schulz [11]. In Section 5 we state and prove a rigidity result for the Euclidean half-ball
(Theorem 5.1), which plays an important role in the proof of Theorem 1.3. Finally, in Section 6
we use all the machinery presented in the previous sections to prove Theorem 1.3. We end the
paper with Appendix A where we construct some mean-convex foliation under some geometric
hypotheses. We don’t use this construction in the paper but it allows to apply the min-max
theory in some more general situations.

Notations. Among other notations, we will use H2 to denote the 2-dimensional Hausdorff
measure. If S is a k-submanifold of a Riemannian manifold, we will denote by v(S) the associated
k-dimensional varifold.

Thanks. The authors would like to thank Martin Li for his answers about the min-max theory in
the free boundary setting. They also thanks Robert Haslhofer for pointing us the reference [19].
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2. Preliminaries

2.1. Definitions. We say that M is an n-manifold with piecewise smooth boundary if it has
local C∞-charts given by open subsets of R2

+ × Rn−2. The set of points in ∂M corresponding
to {(0, 0)} × Rn−2 by the charts is called the corner of M and denoted by C(M).

Let M be such an n-manifold with piecewise smooth boundary and Σ be an (n− 1)-manifold
with boundary. We say that a smooth embedding φ : Σ→M is proper if

φ(∂Σ) = φ(Σ) ∩ ∂M ⊂ ∂M \ C(M).
If Σ ⊂ M and φ is just the inclusion map, we say that Σ is a properly embedded hypersurface
in M .

Let M be endowed with a Riemannian metric. If Σ is a properly embedded hypersurface and
{Ft} is a smooth family of proper embeddings of Σ in M with F0 = id, one can compute the
(n− 1)-volume of Ft(Σ) (denoted by |Ft(Σ)|) and its derivative with respect to t at time t = 0.
We have

d

dt
|Ft(Σ)||t=0 = −

∫
Σ

(X, ~H) +
∫
∂Σ

(X, ν),

where X = ∂
∂tFt|t=0 is the variation vector field, ~H is the mean curvature vector of Σ in M and ν

is the unit conormal to ∂Σ in Σ. So Σ is critical for the (n−1)-volume if its mean curvature vector
vanishes and Σ meets ∂M orthogonally. We call such a hypersurface a free boundary minimal
hypersurface. More generally, a properly embedded hypersurface that meets ∂M orthogonally
is called a free boundary hypersurface.

Except at the corner, we denote by II∂M the second fundamental form of the boundary of M
with respect to the inward unit normal. If Σ is a free boundary minimal hypersurface, and
assuming that Σ is two-sided and X is normal to Σ, one can compute the second derivative of
the (n− 1)-volume functional:

d2

dt2
|Ft(Σ)||t=0 =

∫
Σ
−u(∆u+ (Ric(N,N) + ‖A‖2)u) +

∫
∂Σ
u(∂νu− II∂M (N,N)u)

=
∫

Σ
‖∇u‖2 − (Ric(N,N) + ‖A‖2)u2 −

∫
∂Σ

II∂M (N,N)u2,

(2.1)

where N is the unit normal to Σ, u = (X,N), A is the Weingarten map on Σ, and Ric is the
Ricci tensor of M . Our sign convention is that in which ~H = HN , where H = trA is the
mean curvature of Σ with respect to N . Denoting by Q(u, u) the last line in (2.1), we obtain a
quadratic form associated with the Jacobi operator L of Σ,

Lu = −∆u− (Ric(N,N) + ‖A‖2)u.
The index of the quadratic form Q is called the index of Σ and it is given by the number of
negative eigenvalues of L with a Robin type boundary condition:{

Lu = λu on Σ,
∂νu− II∂M (N,N)u = 0 on ∂Σ.

2.2. The nice foliation. Let Σ be a free boundary minimal hypersurface in M . If Σ has
index at least one, we are going to construct a foliation of a tubular neighborhood of Σ by free
boundary hypersurfaces whose mean curvature vectors are nowhere vanishing and point away
from Σ.

Near Σ, let us parametrized M by Σ× (−1, 1) with coordinates (p, t) ∈ Σ× (−1, 1) such that
the variation vector field ∂t is normal to Σ at t = 0. If u is a function defined on Σ with small
L∞-norm, we can consider its graph: the image of Xu : p ∈ Σ 7→ (p, u(p)) ∈ Σ × (−1, 1) ⊂ M .
For such a function u, we denote by H(u)(p) the mean curvature of Xu(Σ) at Xu(p) with respect
to the unit normal that points in the same direction as ∂t. We have the following result:

Lemma 2.1. With the above notations, there is a smooth family {ut}t∈(−ε,ε) of functions on Σ
such that
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• u0 = 0 and ∂tut > 0;
• H(ut) is nowhere vanishing and has the same sign as t for t 6= 0;
• Xut(Σ) is a free boundary hypersurface.

With {ut}t∈(−ε,ε) as in the above Lemma, the family {Xut(Σ)}t∈(−ε,ε) gives a foliation of a
neighborhood of Σ which we call the nice foliation associated with Σ.

Proof. Since Σ has index at least one, the first eigenvalue of the Jacobi operator is negative:
there are λ1 < 0 and φ1 a positive solution to∆φ1 + (Ric(N,N) + ‖A‖2)φ1 + λ1φ1 = 0 on Σ,

∂νφ1 − II∂M (N,N)φ1 = 0 on ∂Σ.

Let V k,α denote the L2-orthogonal complement of φ1 in Ck,α(Σ) and Π be the orthogonal
projection onto V k,α. Let η denote the inward unit normal to ∂M . Then, for u a function on Σ
and p ∈ ∂Σ, we define N (u)(p) = det(dXu(e1), . . . , dXu(en−1), η(Xu(p))), where (ei) is a direct
orthonormal basis of TpΣ (this does not depend on the choice of the basis). We then define the
map

F :
R× V 2,α −→ V 0,α × C1,α(∂Σ),

(t, v) 7−→
(
Π(H(tφ1 + v)) + λ1v,N (tφ1 + v)

)
.

Notice that F (0, 0) = 0. We want to apply the implicit function theorem to F . Standard
calculations show that (see [1, Proposition 17])

DvF (0, 0)(h) =
(
−Π(Lh) + λ1h, ∂νh− II∂M (N,N)h

)
.

Let us see that DvF (0, 0) is invertible. In fact, if DvF (0, 0)(h) = 0, we have∫
Σ
φ1Lh =

∫
Σ
hLφ1 +

∫
∂Σ

(−φ1∂νh+ h∂νφ1) = λ1

∫
Σ
hφ1 −

∫
∂Σ
φ1(∂νh− II∂M (N,N)h) = 0.

Therefore Π(L(h)) = L(h) and h is a first eigenfunction of L, and thus h = 0, since h ∈ V 2,α

is orthogonal to φ1. Moreover, for (f, g) ∈ V 0,α × C1,α(∂Σ), one can find a solution h ∈ V 2,α

such that DvF (0, 0)(h) = (f, g). Indeed, let us first assume that g ∈ C2,α(∂Σ) and consider
β a function in C2,α(Σ) such that ∂νβ − II∂M (N,N)β = g (for example, β = 0 and ∂νβ = g

on ∂Σ). By adding a multiple of φ1, we may assume that β is orthogonal to φ1. The function
f̃ = f − λ1β + Π(Lβ) is then in V 0,α. Thus the Fredholm alternative ensures the existence of a
solution u ∈ V 2,α to the system−Lu+ λ1u = f̃ on Σ,

∂νu− II∂M (N,N)u = 0 on ∂Σ.

The regularity of the solution comes from results given in [15]. Then the function u+ β solves
DvF (0, 0)(u + β) = (f, g). When g ∈ C1,α(∂Σ), we find the solution by approximating g by
functions in C2,α(∂Σ) and using Schauder type estimates.

Hence the differential is invertible and there is a family (vt)t∈(−ε,ε) such that F (t, vt) = 0 and
v0 = 0. In particular, ∂tvt|t=0 = 0. Then ut = tφ1 + vt will satisfy the Lemma. In fact, the
first item is satisfied and we notice that the graph of ut has free boundary, thanks to the second
coordinate of F , so the last item is also satisfied. Besides,

∂tH(ut)|t=0 = −Lφ1 = −λ1φ1.

Then, since λ1 < 0 and φ1 > 0, H(ut) has the expected sign. �
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2.3. The area of free boundary minimal hypersurfaces. In the sequel, we will obtain an
estimate for the perimeter of a free boundary minimal surface. For many reasons, it would be
interesting to obtain an area estimate. In fact, when the sectional curvature is non-negative, we
have such an estimate thanks to the following result:

Proposition 2.2. Let (M, g) be a Riemannian n-manifold with smooth boundary. Assume that
(M, g) has non-negative sectional curvature and II∂M ≥ g|∂M . If Σ is a compact free boundary
minimal hypersurface in (M, g), then

(n− 1)|Σ| ≤ |∂Σ|.

Proof. Let q be a point in ∂M and U a neighborhood of q in ∂M . Consider F : U × [0, T )→M

the map defined by F (x, t) = expx(tη(x)), where η(x) is the inward unit normal to ∂M . If s is
less than the first focal time along the geodesic t 7→ F (q, t), then F is a local diffeomorphism
from a neighborhood of (q, s) to a neighborhood of p = F (q, s). On this neighborhood, we can
then define a “distance” function dq by dq(F (x, t)) = t. Moreover, if dq(m) = t, its Hessian ∇2

dq

at m is given by −II{dq=t}, where the second fundamental form is computed with respect to
the unit normal ∇dq. By comparison with Euclidean space (see H. Karcher [21]), the curvature
assumptions give that II{dq=t} ≥ 1

1−tg|{dq=t}. This ensures that dq, and s, are bounded from
above by 1 and, for f̄q = d2

q − 2dq, ∇
2
f̄q ≥ 2g.

Let d be the distance function to ∂M . If d(p) is realized by a geodesic between p and q ∈ ∂M
such that dq is defined near p, then d ≤ dq ≤ 1 and d(p) = dq(p); notice that d ≤ 1 on all of M .
Let us define f̄ = d2 − 2d. Let Σ be a compact free boundary minimal hypersurface in M and
consider f the restriction of f̄ to Σ. We are going to prove the following:

Claim. In the viscosity sense, ∆f ≥ 2(n− 1) (see [2, 7]).

Proof of the claim. For p ∈ Σ, let φ be a smooth function on a neighborhood of p in Σ such
that φ ≥ f and φ(p) = f(p). Let γ be a unit speed geodesic with γ(0) = q ∈ ∂M and γ(s) = p

that realizes the distance to ∂M , i.e. d(p) = s. If s is less than the first focal time along γ,
then d ≤ dq ≤ 1 and d(p) = dq(p). Therefore φ ≥ f ≥ d2

q − 2dq with equality at p. Hence
∆φ(p) ≥ ∆(d2

q − 2dq)(p) ≥ 2(n− 1), since Σ is minimal.
If s is the first focal time along γ, we will modify the metric g to obtain the result. To do

so, we will construct a function u on M with compact support in a neighborhood of γ(s/2) that
does not contain p such that u = 0 and ∇u = 0 along γ and ∇2

u(γ(t)) = α(t)π∗g for some non-
negative function α(t) with α(s/2) > 0, where π is the orthonormal projection onto the normal
bundle of γ and π∗g(a, b) = g(π(a), π(b)). In fact, consider a local chart near γ(s/2) with
coordinates (x1, . . . , xn) in the open n-cube Cδ = (s/2− δ, s/2 + δ)× (−δ, δ)× · · · × (−δ, δ) with
0 < δ < s/2 such that, in these coordinates, γ is the curve t 7→ (t, 0, . . . , 0) and the Riemannian
metric g satisfies gij = δij along γ. Let α(t) be a non-negative function with compact support
in (s/2− δ/2, s/2 + δ/2) such that α(s/2) > 0. Then we can define u by

u(x1, . . . , xn) = α(x1)ϕ(x2, . . . , xn)x
2
2 + · · ·+ x2

n

2
in the coordinate neighborhood and u = 0 outside it, where ϕ is a non-negative function with
compact support in (−δ, δ)n−1 such that ϕ = 1 on (−δ/2, δ/2)n−1. Notice that u has compact
support in Cδ. Now, let gε = e2εug for ε > 0. Along γ, the metrics g and gε coincide, γ is a
geodesic for gε and the covariant derivatives D

dt and Dε
dt are the same. Moreover, the curvature
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tensor associated with gε satisfies

Rε(γ′(t), X)γ′(t) = R(γ′(t), X)γ′(t)− εα(t)X

for any vector field X orthogonal to γ (see [3]).
For 0 < a ≤ s, let Va be the space of continuous and piecewise differentiable vector fields V

along γ|[0,a] such that V ⊥ γ′ and V (a) = 0. For V,W ∈ Va, let us define

Iεa(V,W ) =
∫ a

0
(V ′,W ′)− (Rε(γ′, V )γ′,W )dt.

By the index theorem (see [9]), the index of Iεa is given by the number of t ∈ (0, a) that is a
focal time of γ, for the metric gε, each one counted with multiplicity. Notice that

Iεa(V, V ) = I0
a(V, V ) + ε

∫ a

0
α(t)|V |2dt ≥ I0

a(V, V ).

Therefore, the index of Iεa is less than or equal to the index of I0
a . On the other hand, by

assumption, the first focal time along γ is s, so I0
a is non-negative for a ≤ s (no time t < s is a

focal time). If s is a focal time of γ for the metric gε, there is a nonzero Jacobi field J along γ
with J ′(0) = 0 and J(s) = 0. Thus

0 = Iεs (J, J) = I0
s (J, J) + ε

∫ s

0
α(t)|J |2dt ≥ ε

∫ s

0
α(t)|J |2dt > 0,

which is a contradiction. So the first focal time along γ for the metric gε is strictly larger than s
for ε > 0.

We notice that, for the metric gε, the distance function dε to ∂M satisfies dε ≥ d and
dε(p) = d(p), since we keep the length of γ. Bearing in mind that s is not a focal time for gε,
there is a local distance function dεq defined near p such that dε ≤ dεq and dε(p) = dεq(p). The
metric gε has sectional curvature bounded from below by some −c2

ε with cε > 0 and cε → 0
as ε→ 0. By comparison with the hyperbolic space [21], we have

∇2
dεq(p) ≤ −cε

(1 + cε) + (1− cε)e2cεs

(1 + cε)− (1− cε)e2cεs g|{dεq=s};

notice that, near p, gε = g. We then have φ ≥ f ≥ (dεq)2 − 2dεq with equality at p. Hence

∆φ(p) ≥ ∆
(
(dεq)2 − 2dεq

)
≥ 2(n− 1) min

(
1, (1− s)cε

(1 + cε) + (1− cε)e2cεs

(1 + cε)− (1− cε)e2cεs

)
,

where above we have used that Σ is minimal at p for gε. Finally, letting ε → 0, we get
∆φ(p) ≥ 2(n− 1). �

The function f is smooth near ∂Σ and ∂νf = 2 on ∂Σ. So, if f was smooth, integrating
∆f ≥ 2(n− 1) on Σ and applying Stokes formula would give the expected result. Since a priori
f is not smooth, we proceed as follows. Let c = |∂Σ|

|Σ| and assume that c < n− 1. Then there is
a smooth function u on Σ solving the problem:∆u = 2c on Σ,

∂νu = 2 on ∂Σ.

Let us consider m0 = min∂Σ u. Thus u −m0 ≥ 0 = f on ∂Σ. Since c < n − 1, the maximum
principle for viscosity subsolutions [7, Theorem 3.3] gives that u − m0 ≥ f on Σ. Now, let
p ∈ ∂Σ be such that u(p) = m0. Near p, both u and f are smooth, and we have u −m0 ≥ f ,
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u(p) −m0 = f(p), ∂ν(u −m0)(p) = 2 = ∂νf(p) and ∆(u −m0)(p) = 2c < 2(n − 1) ≤ ∆f(p),
which is impossible. So we have proved that c ≥ (n− 1), that is, (n− 1)|Σ| ≤ |∂Σ|. �

Remark. We state the above result for hypersurfaces. However, we can remark that the proof
works in any codimension: for any minimal k-submanifold Σ with free boundary in M , one has
k|Σ| ≤ |∂Σ|.

3. Min-max theorems

In this section, we recall some min-max constructions of free boundary minimal surfaces in
Riemannian 3-manifolds with convex boundary. These constructions first appeared in the work
of M. Grüter and J. Jost [17] for free boundary disks in convex domains of R3 and then they
were extended to manifolds with convex boundary by J. Jost [20]. Here we give a presentation
of these constructions as they appear in the work of T.H. Colding and C. De Lellis [6] for the
no boundary case and in the work of M.M.-C. Li [23] for the boundary case.

We study two different cases: the first one applies to compact 3-manifolds with smooth
boundary; the second deals with compact 3-manifolds with piecewise smooth boundary and we
want to prevent the minimal surface to attach to a certain part of the boundary.

3.1. The unconstrained case. Let M be a compact Riemannian 3-manifold with smooth
boundary and I = [a, b]. A family {Σt}t∈I of closed subsets of M is a generalized smooth family
of surfaces, or a sweepout, if there are finite subsets T ⊂ I and P ⊂M such that:

(a) H2(Σt) is a continuous function of t;
(b) Σt → Σt0 in the Hausdorff topology whenever t→ t0;
(c) For every t ∈ I \ T , Σt is a compact surface in M with (possibly empty) boundary such

that ∂Σt = Σt ∩ ∂M and this intersection is transverse;
(d) For t ∈ T , Σt\P is a surface in M \P with boundary satisfying ∂(Σt\P ) = (Σt\P )∩∂M

and this intersection is transverse;
(e) Σt varies smoothly in I \ T ;
(f) For τ ∈ T , Σt → Στ smoothly in M \ P as t→ τ .

Let Diff0 be the set of diffeomorphisms of M that are isotopic to the identity. If {Σt}t∈I is
a generalized smooth family of surfaces in M and ψ : I ×M → M is a smooth map such that
ψt = ψ(t, ·) ∈ Diff0, one can define a new generalized smooth family of surfaces by {ψt(Σt)}t∈I .
A set Λ of generalized smooth families of surfaces is said to be saturated if it is closed under the
above operation and the cardinal of the set of singular points P is uniformly bounded among
the elements of Λ.

One can define the maximal area of a generalized smooth family of surfaces {Σt}t∈I by

F({Σt}) = max
t∈I
H2(Σt).

Then, if Λ is a saturated set of generalized smooth families of surfaces, one defines its width with
respect to the Riemannian metric g on M by

W (Λ, g) = inf
σ∈Λ
F(σ).

Example 1. In this paper, we will only consider the case where M is the unit 3-ball

B = {(x, y, z) ∈ R3 | x2 + y2 + z2 ≤ 1}.

One generalized smooth family of surfaces is {Γt} given by

Γt = B ∩ {z = t}, for t ∈ [−1, 1].

Besides, Λ0 will denote the smallest saturated set of sweepouts containing {Γt}. We define
W (B, g) = W (Λ0, g) for any Riemannian metric g on B.
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Theorem 3.1. Assume that M is endowed with a Riemannian metric g such that II∂M is positive
definite. Let Λ be a saturated set of generalized smooth families of surfaces with W (Λ, g) > 0.
Then there exist a collection {Γi}1≤i≤N of free boundary minimal surfaces in M and a set
{ni}1≤i≤N of positive integers such that

W (Λ, g) =
N∑
i=1

ni|Γi|.

Let us briefly explain the proof of the above result. Let {Σn
t } be a minimizing sequence

in Λ: limnF({Σn
t }) = W (Λ, g). If (tn) is a sequence such that limnH2(Σn

tn) = W (Λ, g), we
say that (Σn

tn) is a min-max sequence. The basic idea of the proof consists in showing that
the varifold limit of a min-max sequence takes the form

∑N
i=1 niv(Γi) for some free boundary

minimal surfaces Γi.
The first step of the proof, the pull-tight procedure [23, Proposition 5.1], allows to assume

that the minimizing sequence {Σn
t } is such that any varifold limit of a min-max sequence (Σn

tn)
is a freely stationary varifold.

The second step of the proof consists in selecting a min-max sequence Σj = Σnj
tj such that Σj

is 1/j-almost minimizing in any small annuli (see Definition 3.2 in [6] or Definition 3.6 in [23]
replacing Isout by Istan) and such that, in any small annuli, Σj is smooth when j is large. The
proof of this can be found in [6, Proposition 5.1] or [23, Proposition 6.4].

The last step is to prove the regularity of the support of the varifold limit V = lim v(Σj). For
the points in the interior of M , one can take a look at Sections 6 and 7 of [6], and for those on
the boundary of M , at the work of Jost [20].

3.2. The constrained case. Now, let us consider the case where M is a compact Riemannian
3-manifold with piecewise smooth boundary whose boundary is the union ∂M = ∂0M ∪∂+M of
two smooth pieces: ∂0M and ∂+M , each one being a union of closures of connected components
of ∂M \ C(M), such that ∂0M ∩ ∂+M = C(M). Our aim is to allow constructions similar to
those in the unconstrained case that prevent the free boundary to intersect ∂0M .

In this situation, we consider I = [0, 1] and a family {Σt}t∈I of closed subsets of M is a
constrained generalized smooth family of surfaces, or a constrained sweepout, if items (a), (b),
(e) and (f) are satisfied and the others are replaced by

(c′) For every t ∈ I \ (T ∪ {0}), Σt is a compact surface in M \ ∂0M with (possibly empty)
boundary satisfying ∂Σt = Σt ∩ ∂+M and this intersection is transverse;

(d′) For t ∈ T , Σt ⊂ M \ ∂0M and Σt \ P is a surface in M \ P with boundary such that
∂(Σt \ P ) = (Σt \ P ) ∩ ∂+M and this intersection is transverse. Besides, Σ0 = ∂0M .

In this context, Diff0 will denote the set of diffeomorphisms of M that are isotopic to the
identity and equal to the identity in a neighborhood of ∂0M . We can then consider saturated
sets Λ of generalized smooth families of surfaces as in the unconstrained case.

If g is the Riemannian metric on M , we can then define F(σ) for σ ∈ Λ and W (Λ, g) as in
the unconstrained case.

Definition 3.2. We say that M has a free boundary mean-convex foliation near ∂0M if there
exists a non-negative continuous function f defined on an open neighborhood of ∂0M such
that ∂0M = f−1(0) and, outside C(M), f is a smooth submersion such that ∂νf = 0 along
∂+M \ C(M) and f−1(t) has positive mean curvature in the ∇f direction for small t.

Notice that the property ∂νf = 0 ensures that f−1(t) is a free boundary hypersurface. In
Appendix A, we prove that we can construct such a foliation under some reasonable assumptions
on the geometry of M .

Theorem 3.3. Assume that M is endowed with a Riemannian metric g such that II∂+M is
positive definite and (M, g) has a free boundary mean-convex foliation near ∂0M . Let Λ be a
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saturated set of generalized smooth families of surfaces satisfying W (Λ, g) > |∂0M |. Then there
exist a collection {Γi}1≤i≤N of minimal surfaces in M with free boundary in ∂+M \ ∂0M and a
set {ni}1≤i≤N of positive integers such that

W (Λ, g) =
N∑
i=1

ni|Γi|.

Example 2. In this paper, we will consider M the unit half-ball B+ = B ∩ {z ≥ 0} with
∂0B

+ = B ∩ {z = 0} and ∂+B
+ = ∂B ∩ {z ≥ 0}. One constrained generalized smooth family of

surfaces is {Γ+
t } given by

Γ+
t = B+ ∩ {z = t}, for t ∈ [0, 1].

We denote by Λ+
0 the smallest saturated set of constrained sweepouts containing {Γ+

t }.

The proof of Theorem 3.3 is based on similar ideas to those presented in the proof of [24,
Theorem 2.1] by Marques and Neves.

In order to prove the result, we first construct a minimizing sequence {Σn
t } satisfying: there

are a, δ > 0 such that
(3.1) ∀n, t, H2(Σn

t ) ≥W (Λ, g)− δ =⇒ d(Σn
t , ∂0M) ≥ a.

To do so, let f be a function given by Definition 3.2 and define St = f−1(t). If f is defined
on the open neighborhood Ω, there is ε > 0 such that f > 2ε on ∂Ω \ ∂M . We can change the
definition of f outside Ω′ = {f < 2ε} to extend f to a non-negative function on M with f ≥ 2ε
outside Ω′. Then fix 0 < a < 1

2d(Sε, ∂0M) and 0 < δ < 1
2(W (Λ, g)− |∂0M |). We will prove that

such a and δ are convenient.
Let us consider a minimizing sequence {Σn

t } in Λ. Fix n. Because of items (a), (b), (c′), and
(d′), there is b > 0 such that

H2(Σn
t ) ≥W (Λ, g)− δ =⇒ d(Σn

t , ∂0M) ≥ b.
We may assume that b < a; if not, we do nothing. We have the following lemma:

Lemma 3.4. With the above notations, if 0 < µ1 < µ2 < ε, there is a vector field X on M which
vanishes near ∂0M , is tangent to ∂+M , and whose associated flow (Φs) satisfies the following:

• for any t ∈ [0, 1], if {Σn
t } ⊂ {f ≥ µ1/3}, H2(Φs(Σn

t )) ≤ H2(Σn
t ) for each s ≥ 0;

• for any p ∈ {f ≥ µ1}, Φ1(p) ∈ {f ≥ µ2}.

We postpone the proof of the above Lemma and finish the construction of our sweepout. Let
0 < µ1 < µ2 < ε be such that Sµ1 is in the b-tubular neighborhood of ∂0M and Sµ2 is outside
the a-tubular neighborhood of ∂0M . Let X and (Φs) be given by the above Lemma. Because of
item (b), the function t 7→ infΣnt f is continuous and non-negative. Therefore, we can consider a
smooth function θ : [0, 1]→ [0, 1] such that infΣnt f ≤ θ(t) ≤ infΣnt f+µ1/3. Let T : [0, 1]→ [0, 1]
be a smooth function satisfying T (x) = 0 if x ≤ 2µ1/3 and T (x) = 1 if x ≥ µ1. Let us then
consider the generalized smooth family of surfaces {ΦT (θ(t))(Σn

t )}. It belongs to Λ. Let t ∈ [0, 1].
If Σn

t ∩ {f ≤ µ1/3} 6= ∅, θ(t) ≤ 2µ1/3, and then ΦT (θ(t))(Σn
t ) = Σn

t . If Σn
t ∩ {f ≤ µ1/3} = ∅,

then H2(ΦT (θ(t))(Σn
t )) ≤ H2(Σn

t ). Thus we see that F({ΦT (θ(t))(Σn
t )}) ≤ F({Σn

t }). Besides, if
H2(ΦT (θ(t))(Σn

t )) ≥ W (Λ, g) − δ, then H2(Σn
t ) ≥ W (Λ, g) − δ. In particular, Σn

t ⊂ {f ≥ µ1},
θ(t) ≥ µ1, and then ΦT (θ(t))(Σn

t ) = Φ1(Σn
t ) ⊂ {f ≥ µ2}. Thus d(ΦT (θ(t))(Σn

t ), ∂0M) ≥ a.
Therefore {ΦT (θ(t))(Σn

t )} is a minimizing sequence which satisfies (3.1) (notice that X depends
on b and thus on n).

Proof of Lemma 3.4. Let c > 0 be chosen latter. Let φ be a smooth non-negative function
defined on R+ which is positive on [0, µ2], vanishes on a neighborhood [ε,+∞), and satisfies
φ′ + cφ ≤ 0. Let α be a smooth non-negative function on R+ vanishing near 0 and such that
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α = 1 on [µ1/3,+∞]. Let X be the vector field defined by X = φ(f)α(f)N , where N = ∇f
|∇f |

(extended by zero outside of Ω). We notice that this vector field vanishes close to ∂0M and is
tangent to ∂+M .

Let us fix a 2-plane V = span(e1, e2) in TpM where p ∈ {f ≥ µ1/3} and compute divV X.
We may assume that p ∈ {f < ε}. First we notice that α(f) = 1 at p and we may assume
e1 ∈ TpSf(p). Let g ∈ TpSf(p) be such that (e1, g,N) is an orthonormal basis of TpM . Then

divV X = (∇e1φ(f)N, e1) + (∇e2φ(f)N, e2)

= φ(f)(∇e1N, e1) + φ′(f)(e2,∇f)(N, e2) + φ(f)(∇e2N, e2).

Since e2 = (e2, g)g + (e2, N)N , we have

(∇e2N, e2) = (e2, g)(e2, N)(∇NN, g) + (e2, g)2(∇gN, g)

= (e2, g)(e2, N)(∇NN, g) + (1− (e2, N)2)(∇gN, g).

So, if H0 > 0 is a lower bound on the mean curvature of St and keeping in mind that φ is
non-negative and φ′ ≤ −cφ ≤ 0, we have

divV X = −φ(f)HSf(p)(p) + φ′(f)(e2, N)2(∇f,N)

+ φ(f)
(
(e2, g)(e2, N)(∇NN, g)− (e2, N)2(∇gN, g)

)
≤ −φ(f)H0 + φ′(f)(e2, N)2k + ε

2φ(f) + 1
2ε(e2, N)2K2φ(f) + (e2, N)2Kφ(f)

≤ φ(f)
(
η

2 −H0

)
+ (e2, N)2

(
kφ′(f) + (K + K2

2η )φ(f)
)

for any η > 0, where k > 0 is a lower bound on (∇f,N) and K is an upper bound on the norm
of the operator ∇·N . So choosing η < H0 and c > 1

k (K + K2

2η ) ensures that divV X ≤ 0. Notice
that, along the flow associated to X, the function f is increasing and X does not vanish on
{µ1/3 ≤ f ≤ µ2}. Thus, multiplying X by some positive constant, we can ensure the second
item of the Lemma. Finally, since divV X ≤ 0 for any 2-plane V on {f ≥ µ1/3}, the first item
is true by the first variation of area formula. �

Once the construction of a minimizing sequence {Σn
t } satisfying (3.1) is done, the rest of

the proof is similar to the proof of [24, Theorem 2.1] by Marques and Neves. The pull-tight
procedure and the selection of a sequence that is almost-minimizing in any small annuli can be
done away from ∂0M . This ensures the existence of a min-max sequence Σnj

tj that stays away
from ∂0M and then the regularity of its varifold limit.

4. Topological control

In this section, we explain the topological control we have on the free boundary minimal
surfaces produced by the above constructions. The result is a consequence of the work of
De Lellis and Pellandini [8] (see also the recent result in [11]).

We denote byO (resp. O∂) the set of compact orientable connected surfaces without boundary
(resp. with nonempty boundary). Let N be the set of compact nonorientable connected surfaces
with (possibly empty) boundary. An element Γ of O or O∂ is homeomorphic to the connected
sum of the sphere S2 and g(Γ) tori T2 to which k(Γ) disks are removed. An element Γ of N
is homeomorphic to the connected sum of g(Γ) projective planes P 2 to which k(Γ) disks are
removed (see [13]). g(Γ) is called the genus of the surface of Γ.
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For a surface Σ, whose connected components are the Γi, we define

t(Σ) =
∑

Γi∈O
2g(Γi) +

∑
Γi∈O∂

(
2g(Γi) + k(Γi)− 1

)
+
∑

Γi∈N

(
g(Γi) + k(Γi)− 1

)
.

From the above constructions, we recall that at the second step we obtain a min-max sequence
(Σj

tj ) such that Σj
tj is 1/j-almost minimizing in any small annuli and, in any small annuli, Σj

tj is
smooth. Moreover, as varifolds, v(Σj

tj )→
∑N
i=1 niv(Γi), where the Γi are free boundary minimal

surfaces.
We can now state our control on the topology (compare with [8, Theorem 1.6]).

Theorem 4.1. Assume that any surface Σt appearing in Λ is orientable for t ∈ I \T . Let (Σj
tj )

be a min-max sequence as above. Then

t(
n⋃
i=1

Γi) ≤ lim inf
j→∞

lim inf
t→tj

t(Σj
t ).

Let us explain how one can adapt the arguments in [8]. First, let us explain a type of surgery
that we will use for orientable surfaces. If Σ is a compact surface with boundary, an open
strip in Σ is an open subset S ⊂ Σ that is homeomorphic to (0, 1) × [0, 1]. Notice that the
homeomorphism sends ∂Σ∩S to (0, 1)×{0, 1}, thus an open strip joins two sub-arcs of ∂Σ. An
open half-disk in Σ is an open subset D ⊂ Σ that is homeomorphic to

{(x, y) ∈ R2 | x2 + y2 < 1 and y ≥ 0}.
Here the homeomorphism sends ∂Σ ∩D to (−1, 1)× {0}.

Definition 4.2. Let Σ and Σ′ be two compact oriented surfaces. We say that Σ′ is obtained
from Σ by cutting away a neck if

• either Σ \Σ′ is homeomorphic to S1 × (0, 1) and Σ′ \Σ is homeomorphic to the disjoint
union of two open disks,
• or Σ \ Σ′ is an open strip in Σ and Σ′ \ Σ is the disjoint union of two open half-disks

in Σ′.
We say that Σ̃ is obtained from Σ through surgery if there is a finite number of surfaces

Σ0 = Σ,Σ1, . . . ,ΣN = Σ̃

such that, for any 0 ≤ k ≤ N − 1,
• either Σk+1 is homeomorphic to Σk,
• or Σk+1 is obtained from Σ by cutting away a neck.

Assume that Σ′ is obtained from Σ by cutting away a neck and let us compare t(Σ) with t(Σ′).
If we are in the first item, we have two possibilities. The first one is when the annulus does
not separate Σ; then, in this case, Σ′ and Σ have the same number of connected components
and exactly one of them sees its genus decreased by 1 so that t(Σ′) = t(Σ)− 2. If the annulus
separates Σ, then one connected component Γ of Σ gives birth to two connected components
Γ′1 and Γ′2 of Σ′ with g(Γ′1) + g(Γ′2) = g(Γ) and k(Γ′1) + k(Γ′2) = k(Γ). Depending on whether
k(Γ′i) = 0 or not, we have t(Σ′) = t(Σ) or t(Σ) − 1. If we are in the second item, we also
have several cases to consider. First, the strip can join two different connected components
of ∂Σ. In this case, Σ′ and Σ have the same number of connected components and exactly one
of them sees k decreased by 1 so that t(Σ′) = t(Σ) − 1. If the strip joins two sub-arcs of the
same connected component of ∂Σ, then the strip may separate Σ or not. In the first case, one
connected component Γ of Σ gives birth to two connected components Γ′1 and Γ′2 of Σ′ with
g(Γ′1) + g(Γ′2) = g(Γ) and k(Γ′1) + k(Γ′2) = k(Γ) + 1. Since k(Γ′i) 6= 0 in this case, we have
t(Σ′) = t(Σ). If the strip does not separate Σ, then there is a connected component of Σ which
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sees its genus decreased by 1 and k increased by 1, so t(Σ′) = t(Σ)−1. In any cases we see that
t(Σ′) ≤ t(Σ).

Concerning the topology of compact surfaces, we have the following result (see [13, p. 101]):

Lemma 4.3. Let Γ be a compact connected surface with genus g and k boundary connected
components. Then, if Γ ∈ O, H1(Γ) = Z2g; if Γ ∈ O∂, H1(Γ) = Z2g+k−1; and, if Γ ∈ N ,
H1(Γ) = Zg−1 × Z2 when k = 0 and H1(Γ) = Zg+k−1 when k 6= 0.

Let us start the proof of Theorem 4.1. Let Γ = ∪ni=1Γi be the support of lim v(Σj
tj ) and

mi = t(Γi). By Lemma 4.3, there are mi curves γ1
i , . . . , γ

mi
i in Γi such that, if k1, . . . , kmi are

integers such that k1γ
1
i + · · · + kmiγ

mi
i is homologically trivial in Γi, then kl = 0 for each l.

Notice that we can find µ > 0 such that d(γli, ∂M) > µ for any i, l.
For ε > 0, we denote by Vε(X) the ε-tubular neighborhood of X ⊂M :

Vε(X) = {p ∈M | d(p,X) < ε}.
We can choose ε0 < µ such that there is a smooth tubular neighborhood retraction of V2ε0(Γ)
onto Γ.

We have (see [8, Proposition 2.3]):

Proposition 4.4. Let ε ≤ ε0 be positive. For j sufficiently large and t close enough to tj, we
can find a surface Σ̃j

t obtained from Σj
t through surgery and satisfying:

• Σ̃j
t is contained in V2ε(Γ);

• Σ̃j
t ∩ Vε(Γ) = Σj

t ∩ Vε(Γ).

Proof. Let Ω = V2ε(Γ) \ Vε(Γ). Since Γ is the support of lim v(Σj
tj ), we have

lim
j→∞

lim sup
t→tj

H2(Σj
t ∩ Ω) = 0.

Thus, for η > 0, we can find a positive integer N and δj > 0 such that

H2(Σj
t ∩ Ω) < η for j ≥ N and |t− tj | < δj .

If ∆σ = {p ∈M | d(p,Γ) = σ}, by the coarea formula, we have∫ 2ε

ε
H1(Σj

t ∩∆σ)dσ ≤ CH2(Σj
t ∩ Ω) < Cη,

for some constant C independent of t and j. Thus H1(Σj
t ∩ ∆σ) ≤ 2Cη/ε for a set of σ

of measure at least ε/2. We can then chose σ such that ∆σ intersects Σj
t transversally and

H1(Σj
t ∩∆σ) ≤ 2Cη/ε.

Notice that there are positive constants λ and K such the following is true. For s ∈ (0, 2ε),
any simple curve γ in ∆s with length less than λ satisfies:

• if γ is closed then it bounds an open disk D ⊂ ∆s with Diam(D) ≤ K Length(γ);
• if the end-points of γ are in ∂∆s then there is an open half-disk D ⊂ ∆s such that
∂D \ ∂M = γ \ ∂M and Diam(D) ≤ K Length(γ).

We may assume that 2Cη/ε < λ. Since Σj
t ∩∆s is transverse, it is the union of a finite number

of curves that are either closed or have end-points in ∂∆s. In any case, the above properties
apply and give the expected result as in [8]. Notice that one has to consider first an innermost
curve in Σj

t ∩∆s to do the construction of the proof of [8, Proposition 2.3]. �

The proof of Simon’s Lifting Lemma [8, Proposition 2.1] allows to lift a closed curve γ ∈ Γi to
a closed curve γ̃ in Σj

tj in a tubular neighborhood of γ. So the whole proof of [8, Theorem 1.6]
can be carried out in the µ/2-tubular neighborhood of ∪i,lγli. This gives Theorem 4.1.
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5. Rigidity of the half-ball

In this section, we state and prove a rigidity statement for the Euclidean half-ball. More
precisely, we have the following result:

Theorem 5.1. Let M be a compact connected n-manifold with piecewise smooth boundary whose
boundary is made up of two smooth pieces, say Σ and ∆, such that Σ ∩∆ = C(M). Consider
on M a Riemannian metric g such that:

• Ric ≥ 0;
• the mean curvature HΣ of Σ with respect to the inward unit normal satisfies HΣ ≥ n−1;
• ∆ is totally geodesic and isometric to the Euclidean (n− 1)-ball of radius R > 0;
• Σ and ∆ meet orthogonally.

Then R ≤ 1 and, if R = 1, (M, g) is isometric to the Euclidean unit half-ball of dimension n.

Notice that a priori we do not assume that M is diffeomorphic to the Euclidean half-ball.
The rest of this section is devoted to the proof of the above statement. The proof is inspired

by the work C. Xia [29] which is based on the work of R.C. Reilly [27].
On ∆, let d be the distance function to ∂∆ and consider on ∂M the continuous function

f : p 7→
{

(2Rd− d2)(p) if p ∈ ∆,
0 if p ∈ Σ.

Notice that (2Rd− d2) equals to R2 minus the squared distance to the center of ∆. Then let u
be the function on M that solves {

∆u = −2n on M,

u = f on ∂M.

We notice that, by elliptic regularity, u is smooth up to ∂M except along ∂∆ = ∂Σ = C(M).
Consider the function F = 1

2 |∇u|
2 + 2u on M \ C(M). Using Bochner formula together with

tr∇2
u = ∆u = −2n, we first have

∆F = (∇u,∇∆u) + |∇2
u|2 + Ric(∇u,∇u) + 2∆u

≥ |∇2
u+ 2g|2 + 4n− 4n = |∇2

u+ 2g|2 ≥ 0 .
(5.1)

So F is subharmonic. Let us compute ∂νF along Σ and ∆. Observe that
1
2∂ν |∇u|

2 = ∇2
u(ν,∇u) = ∇2

u(ν,∇f) + χ∇2
u(ν, ν),

where χ = ∂νu. Since tr∇2
u = −2n, if (ei)1≤i≤n−1 is an orthonormal basis of T∂M , we have

∇2
u(ν, ν) = −2n−

∑
i

∇2
u(ei, ei)

= −2n−
∑
i

(∇ei(∇f + χν), ei)

= −2n−∆f − χH ,

where H = tr∂M II. We also have

∇2
u(ν,∇f) = (∇∇f∇u, ν) = −II(∇f,∇f) + (∇f,∇χ).

Therefore
1
2∂ν |∇u|

2 = −II(∇f,∇f) + (∇f,∇χ)− χ(2n+ ∆f + χH)

and
∂νF = −II(∇f,∇f) + (∇f,∇χ)− χ(2(n− 1) + ∆f + χH).
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On Σ, since f = 0 and HΣ ≥ n− 1, we have
(5.2) ∂νF = −χ(2(n− 1) + χH) ≤ −(n− 1)χ(2 + χ).
On ∆, since ∆ is totally geodesic and isometric to the Euclidean (n − 1)-ball of radius R,
∆f = −2(n− 1) and then
(5.3) ∂νF = (∇f,∇χ).
Let us remark that at the center p̄ of ∆, we have u(p̄) = f(p̄) = R2 and so F (p̄) ≥ 2R2.

Claim 1. R ≤ 1 and, if R = 1, F is constant and equal to 2.

Proof of Claim 1. Let us consider (qk) a sequence of points in M \ C(M) such that

limF (qk) = sup
M\C(M)

F.

We may assume that qk → q̄ ∈M . Since F is subharmonic, we may even assume that q̄ ∈ ∂M .
If q̄ ∈ Σ ∩∆, we will prove later (see Claim 2) that

sup
M\C(M)

F = limF (qk) = 2R2;

thus the maximum value of F is reached also at p̄. So let us assume that q̄ ∈ ∂M \ C(M). Then
necessarily ∂νF (q̄) ≥ 0. If q̄ ∈ Σ, (5.2) implies −2 ≤ χ(q̄) ≤ 0 and then F (q̄) ≤ 2, since F = 1

2χ
2

on Σ. Hence 2 ≥ F (q̄) ≥ F (p̄) ≥ 2R2; this implies R ≤ 1 and, if R = 1, the maximum value of
F is reached also at p̄. Thus we assume q̄ ∈ ∆.

On ∆, F = 2R2 + 1
2χ

2. So, at the maximum, one has ∇χ(q̄) = 0 or χ(q̄) = 0. In the first
case, (5.3) implies ∂νF (q̄) = 0, so F is constant by the boundary maximum principle and at
most 2 by (5.2) and F = 1

2χ
2 on Σ. Then R ≤ 1 since F (p̄) ≥ 2R2. In the case χ(q̄) = 0,

we have F (q̄) = 2R2. As a consequence, χ = 0 along ∆ and thus ∇χ(q̄) = 0, which, as above,
implies that F is constant and at most 2 and R ≤ 1. Moreover, if R = 1, F is constant and
equal to 2. �

Let us now finish the proof of Theorem 5.1 in the case R = 1 and F equals 2. Because
of (5.1), (5.2), and (5.3), ∇2

u = −2g and Ric(∇u,∇u) = 0 on M , χ = 0 on ∆, and χ = −2
and H = n − 1 on Σ. Moreover, since F ≡ 2, |∇u|2 = 4(1 − u), thus ∇u has constant
norm along a level set of u. So the second fundamental form of such a level set is given by
−(∇X ∇u

2
√

1−u , Y ) = −1
2
√

1−u∇
2
u(X,Y ) = 1√

1−u(X,Y ) for X,Y tangent to the level set. By the
maximum principle, u ≥ 0 and {u = 0} = Σ.

At the center p̄ of ∆, we have u(p̄) = 1 and ∇u(p̄) = 0. If γ is a unit geodesic starting at p̄,
we have d

dsu(γ(s))|s=0 = 0 and d2

ds2u(γ(s)) = −2 so that u(γ(s)) = 1− s2. Thus we have proved
that M is the image of the unit half-ball in Tp̄M by the exponential map. Let us fix v, y1 and y2
in Tp̄M with |v| = 1, v pointing inward and yi normal to v. Let us define Yi(s) = d expp̄(sv)(syi)
two Jacobi fields along s 7→ expp̄(sv) and U = d expp̄(sv)v the unit speed vector along the
geodesic (notice that Y1 and Y2 are tangent to the level set {u = 1− s2}). Then, by the above
computation of the second fundamental forms of the level sets, we have

d

ds
(Y1, Y2) = (∇UY1, Y2) + (Y1,∇UY2) = (∇Y1U, Y2) + (Y1,∇Y2U) = 2

s
(Y1, Y2).

Thus (Y1, Y2) = s2(y1, y2) and expp̄ is an isometry from the unit half-ball in Tp̄M to M . This
finishes the proof of Theorem 5.1 when the following Claim is proved.

Claim 2. If q̄ ∈ Σ ∩∆ = C(M), then limF (qk) = 2.
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Proof of Claim 2. First, let δ denote the distance function to Σ. For ε > 0 small enough, δ is
smooth on {δ ≤ ε} and equal to d on ∆ ∩ {δ ≤ ε}. Let (ei)1≤i≤n−1 be an orthonormal basis
of Σ. Completing it by ∇δ, we can compute

∆δ =
∑
i

(∇ei∇δ, ei) = −
∑
i

IIΣ(ei, ei) ≤ −(n− 1) on Σ.

Reducing ε > 0 if necessary, we may assume that ∆δ ≤ −(n− 3
2) on {δ ≤ ε}. Since u is bounded

in M , we can find a constant c > 0 such that u ≤ cδ on ∂{δ ≤ ε} and 2n ≤ c(n− 3
2). We then

have ∆u = −2n ≥ −c(n− 3
2) ≥ ∆(cδ) on {δ ≤ ε}. Hence, by the maximum principle, we have

0 ≤ u ≤ cδ on {δ ≤ ε}.
Let us consider a local chart of M near q̄: we see a neighborhood of q̄ in M as a neighborhood

of the origin in R2
+×Rn−2 such that {x2 = 0} corresponds to ∆ and {x1 = 0} corresponds to Σ.

The Riemannian metric is then given by g = (gij) and, since Σ and ∆ meet orthogonally, we
may assume that g is the identity at the origin. The sequence of points (qk) can then be written
as qk = ak+rkθk, where ak is the projection of qk on {(0, 0)}×Rn−2, rk ∈ R∗+ and θk ∈ S1×{0}.
We have ak → 0, rk → 0, and we can assume that θk → θ̄ ∈ S1 × {0}. We can see u as being
defined on R2

+ × Rn−2 close to the origin and we define uk(x) = 1
rk
u(rkx+ ak). The function u

solves
1√

det g
∑
i,j

∂i(
√

det g gij∂ju) = −2n ,

where gij is the inverse matrix of g. As a consequence, uk solves
1√

det gk

∑
i,j

∂i(
√

det gk gijk ∂juk) = −2nrk ,

where gk(x) = g(rkx+ ak). We see that (gk) goes uniformly to the identity on the quarter-ball
of radius ρ for any ρ > 0. Moreover, we know that 0 ≤ u ≤ cδ and δ ≤ Kx1 for some K > 0;
thus 0 ≤ uk ≤ cKx1. This implies that the uk’s are uniformly bounded in the quarter-ball of
radius ρ.

On the boundary, uk = 0 on {x1 = 0} and uk(x) = 1
rk

(2Rd − d2)(rkx + ak) on {x2 = 0};
we notice that the last boundary value converges uniformly to 2Rx1. Let Dρ be the quarter-
disk in R2

+ of radius ρ. Because of the above properties, we can apply Schauder estimates
up to the boundary [14, Corollary 6.7] to prove that uk has uniformly bounded C2,α-norm in
(Dρ\Dε)× [−ρ, ρ]n−2 for any 0 < ε < ρ. As a consequence, we can consider a subsequence which
converges to a function ū defined on (R2

+\{(0, 0)})×Rn−2 (the convergence is C2-uniform on any
compact subsets). Moreover, ū solves ∆0ū = 0 (the Euclidean Laplacian) and is equal to 0 on
{x1 = 0} and to 2Rx1 on {x2 = 0}. We also notice that 0 ≤ ū ≤ cKx1, so the function extends
continuously by 0 to {(0, 0)} × Rn−2. We assert that actually ū(x) = 2Rx1. Let v̄ = ū− 2Rx1;
it is a solution to ∆0v̄ = 0 on R2

+ × Rn−2 which extends continuously by 0 on the boundary.
Thus, by Schwarz reflection along the boundary, we can extend it to a solution to ∆0v̄ = 0 on
Rn. We also notice that |v̄| ≤ max(cK, 2R)|x1|. This implies that |∇v̄| is uniformly bounded
on Rn and Liouville theorem gives that there is a vector a ∈ Rn and a constant b such that
v̄(x) = (a, x) + b. Since v̄ = 0 on {x1 = 0} and {x2 = 0}, we have b = 0, a = 0, and ū = 2Rx1.

Finally, since uk → ū C2-uniformly on (D2 \D1/2)× [−1, 1]n−2, we obtain

F (qk) = 1
2 |∇u|

2(qk) + 2u(qk) = 1
2 |∇gkuk|

2(θk) + 2u(qk) −→
1
2 |∇0ū|2(θ̄) + 2u(q̄) = 2R2.
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This finishes the proof of Claim 2 and the proof of Theorem 5.1. �

6. Least area minimal disk

In this section, we prove Theorem 1.3. So let us consider (B, g) to be the 3-ball with a
Riemannian metric with non-negative Ricci curvature and II∂B ≥ g|∂B. It was brought to our
attention by R. Haslhofer that part of the below argument also appears in his recent work with
D. Ketover [19] (see Proposition 2.4 therein).

The first step consists in proving the existence of a free boundary minimal disk in B. This is
a consequence of the work of Jost [20, Theorem 4.1]. Let us briefly recall the construction. The
family {Γt} defined by

Γt = B ∩ {z = t}, for t ∈ [−1, 1],
is a sweepout of the ball B. Let Λ0 be the smallest saturated set of sweepouts containing
{Γt}. Actually, for any {Σt} ∈ Λ0, there is t0 ∈ [−1, 1] such that Σt0 separates B into two
parts of equal volume so that |Σt0 | is larger than the isoperimetric profile of (B, g) for half the
volume of (B, g). As a consequence, W (Λ0, g) > 0 and Theorem 3.1 implies the existence of free
boundary minimal surfaces in (B, g). Since t(Γt) = 0 for any t, Theorem 4.1 ensures that these
minimal surfaces are either disks, spheres or projective planes. Besides, these minimal surfaces
must have a nonempty boundary by Fraser and Li [12, Lemma 2.2] (notice that projective planes
are forbidden just by the topology of the ambient space). Thus we have the existence of a free
boundary minimal disk in (B, g).

By Fraser and Li [12, Theorem 1.2], the space of such minimal disks is compact. So there is
a free boundary minimal disk ∆ such that

|∆| = inf{|D|;D is a free boundary minimal disk in (B, g)}.
Since a free boundary minimal disk can be produced by min-max, we have |∆| ≤ W (Λ0, g).
Because of the ambient geometry and using u ≡ 1 in (2.1), ∆ cannot be stable.

Proposition 6.1. There is a sweepout {Σt}t∈[−1,1] ∈ Λ0 with the following properties:
• F({Σt}) = |∆|;
• {Σt}t∈(−ε,ε) is a piece of the nice foliation associated with ∆, for some ε > 0, such that

Σ0 = ∆;
• for any t 6= 0, H2(Σt) < |∆|.

Proof. Let us consider {St}t∈(−2ε,2ε) be the nice foliation associated with ∆ (Lemma 2.1). We
notice that |St| < |∆| for t 6= 0. We fix η > 0 such that max(|Sε|, |S−ε|) ≤ |∆| − η. Let
N = ∪t∈(−ε,ε)St be a neighborhood of ∆ and let M+ and M− be the connected components
of B \ N such that S±ε ⊂ ∂M±. Let us consider M+ (similar arguments can be applied to
M−). M+ is diffeomorphic to B+. We are going to study the constrained min-max construction
associated with ∂0M+ = Sε, ∂+M+ = M+ ∩ ∂B and the saturated set Λ+

0 (see Example 2).
On ∪t∈[ε,2ε)St, we consider the function f defined by f(p) = t − ε if p ∈ St. The function f

satisfies Definition 3.2, so M+ has a free boundary mean-convex foliation near ∂0M+. Moreover,
II∂+M+ ≥ g|∂+M+ . Therefore, if W (Λ+

0 , g) > |Sε|, there is at least one free boundary minimal
surface S in M+ with free boundary in ∂+M+. As a consequence, ∆ and S are two disjoint
minimal surfaces in (B, g), which is not possible by the Frankel property [12, Lemma 2.4].

Thus there is a constrained sweepout {Σ+
t }t∈[0,1] ∈ Λ+

0 of M+ with Σ+
0 = Sε such that

F({Σ+
t }) ≤ |Sε|+ η/2 < |∆|.

Similarly, there is a constrained sweepout {Σ−t }t∈[0,1] of M− with Σ−0 = S−ε such that

F({Σ−t }) < |∆|.
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We can then define

Σt =


Σ−θ−(t) if t ∈ [−1,−ε],

St if t ∈ [−ε, ε],

Σ+
θ+(t) if t ∈ [ε, 1],

where θ−(t) = − t+ε
1−ε and θ+(t) = t−ε

1−ε . {Σt}t∈[−1,1] is then a sweepout in Λ0 with the expected
properties. �

A consequence of the above result is that |∆| = W (Λ0, g).

Proposition 6.2. ∆ has index one.

Proof. We already know that ∆ has index at least one. Let us assume that it has index at least
two. Let λ1 and λ2 be the first two negative eigenvalues of the Jacobi operator and φ1 and φ2

be the associated eigenfunctions. Consider {Σt}t∈[−1,1] the sweepout given by the preceding
proposition. Using the notations of Lemma 2.1, for a function u defined on ∆, we consider
Xu(∆) its graph in a neighborhood of ∆. We know that the nice foliation, and thus the above
sweepout, is given by

Σt = Xut(∆), for t ∈ [−ε, ε],

where ∂tut|t=0 = φ1. Let us define

Σt,s = Xut+sφ2(∆), for (t, s) ∈ [−ε, ε]2.

Since φ1 and φ2 are associated to negative eigenvalues, the Hessian of F : (t, s) 7→ H2(Σt,s)
at (0, 0) is negative definite (notice that (0, 0) is a critical point of F and see (2.1)). Since
F (t, 0) < F (0, 0) for t 6= 0, there is a function s̃ : [−ε, ε] → [−ε, ε] such that s̃(±ε) = 0 and
F (t, s̃(t)) < F (0, 0) = |∆| for any t ∈ [−ε, ε]. As a consequence, the sweepout {Σ̃t}t∈[−1,1]

defined by

Σ̃t =

Σt if t /∈ [−ε, ε]

Σt,s̃(t) if t ∈ [−ε, ε]

satisfies to F({Σ̃t}) < |∆| = W (Λ0, g), which is impossible since {Σ̃t} ∈ Λ0. So ∆ has index
one. �

Let us remark that a general index estimate can be found in [10]. The first two items of
Theorem 1.3 are then proven. The third one is then a consequence of Theorem 1.2 by the
second author [26].

When L(∂∆) = 2π, the equality case of Theorem 1.2 gives that ∆ is totally geodesic and
isometric to the Euclidean unit disk. So Theorem 5.1 gives that both sides of ∆ are isometric to
the unit half-ball, and then (B, g) is isometric to the unit ball, in Euclidean space. This finishes
the proof of Theorem 1.3.

Remark. In case the sectional curvature of g is non-negative, we can use Proposition 2.2 and
are able to estimate the area of ∆ by |∆| ≤ 1

2L(∂∆) ≤ π. In case |∆| = π, the rigidity is then a
direct consequence of the above arguments.

Appendix A. Construction of a free boundary mean-convex foliation

In Section 3.2, we define the notion of a free boundary mean-convex foliation near ∂0M . In
this section, we construct such a foliation under some simple hypotheses. If ν0 and ν+ are the
inward unit conormal for ∂0M and ∂+M along C(M), the inner angle between ∂0M and ∂+M
is the one between ν0 and ν+.
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Proposition A.1. Let (M, g) be a Riemannian n-manifold with piecewise smooth boundary
whose boundary is the union ∂M = ∂0M ∪ ∂+M of two smooth parts. If ∂0M has positive
mean curvature and the inner angle between ∂0M and ∂+M is at most π/2, then M has a free
boundary mean-convex foliation near ∂0M .

The hypotheses in the above result should be compared with [18, Definition 2.2] which is used
to do a constrained min-max construction in the Almgren-Pitts setting.

The rest of the appendix is devoted to the proof of Proposition A.1. It is made of several
steps. In order to do the construction, we start with a parametrization of a neighborhood of
∂0M in M by ∂0M × [0, 1) with a second coordinate y such that ∂y is unitary and orthogonal
to C(M) along C(M).

A.1. Improving the coordinate system. In order to deal with points where the inner angle
is π/2, we need to choose a better coordinate y. So let u be a positive function on ∂0M such that
u = 1 on C(M). Notice that we can choose the value of ∂νu as we want. Let us define the map
F : ∂0M × [0, ε) → ∂0M × [0, 1); (a, z) 7→ (a, u(a)z). Since u is positive, F is a diffeomorphism
on its image and this defines a new parametrization of a neighborhood of ∂0M in M .

We can consider a parametrization of a neighborhood of C(M) in ∂0M by C(M)× [0, ε) such
that the second coordinate function x is the distance function in ∂0M to C(M).

With the y coordinate, this gives a parametrization of a neighborhood of C(M) in M and
defines two vector fields: ∂y and ∂′x. With the z coordinate, this gives a second parametrization
of this neighborhood and two new vector fields : ∂z and ∂x. We have the equalities ∂z = u(a)∂y
and ∂x = ∂′x + z∂xu(a)∂y (notice that ∂x = ∂′x on ∂0M).

Since u = 1 on C(M), ∂z = ∂y and then g(∇∂x∂x, ∂z) = g(∇∂′x∂
′
x, ∂y) on C(M). We also have

g(∂x, ∂z) = (∂′x + z∂xu(a)∂y, ∂y) on ∂+M . So, on C(M),
∂zg(∂x, ∂z) = ∂yg(∂′x, ∂y) + ∂xu(a) = ∂yg(∂′x, ∂y)− ∂νu(a) .

So, adjusting the value of ∂νu, we can assume, for any K ∈ R+, that, on C(M),
(A.1) ∂zg(∂x, ∂z) ≥ K|g(∇∂x∂x, ∂z)| .

Let us also notice that since ∂0M has positive mean curvature, {z = t} has positive mean cur-
vature (in the ∂z direction) for small t. We are now using the parametrization of a neighborhood
of C(M) in M by the coordinates (q, x, z) ∈ C(M)× [0, ε)× [0, ε) (see Figure 2). We then have a
positive function H : C(M)× [0, ε)2 → R such that H(q, x, t) is the mean curvature of {z = t} at
the point parametrized by (q, x, t) with respect to the ∂z direction. The parametrization of this
neighborhood gives a decomposition at (q, x, z) of any vector field Z as Z = Zx∂x +Zz∂z +Z>

with Z> is tangent to C(M)× {(x, z)}.

A.2. Construction of the foliation. By hypotheses, along C(M) the vector fields ∂x and ∂z
are unitary, normal to C(M) and (∂x, ∂z) = cosα where α = α(q) ∈ (0, π/2] is the inner angle
at q ∈ C(M).

For η > 0, let us define Nη = {x2 + z2 ≤ η2} and E = {z ≥ x} in C(M)× [0, ε)× [0, ε). Let
us also denote by δ the distance function to ∂+M , i.e. {x = 0} in the parametrization. If η is
small enough, δ is smooth in E ∩Nη (see A.6 below).

If q ∈ C(M), by hypotheses, the Riemannian metric at q can be written as ds2 + dx2 +
2 cosαdxdz + dz2 where ds2 is some scalar product on TqC(M) and α ∈ (0, π/2]. As a conse-
quence, as (p, x, z) ∈ E converges to (q, 0, 0), ∇δ converges to Xα = 1

sinα(∂x − cosα∂z) (see A.6
below).

Let ψ be a smooth function defined on R+ such that ψ(0) = 0, ψ = 1 on [1,+∞) and ψ′ > 0
on [0, 1) (the expression of ψ will be precised later). We then consider the vector field X on Nη

defined by
X = ψ(x

z
)∂x + (1− ψ(x

z
))∇δ

Notice that X = ∂x outside E so X is a smooth vector field in Nη \ C(M). On E ∩ Nη,
X = (ψ(xz ) + (1− ψ(xz ))(∇δ)x)∂x + (1− ψ(xz ))(∇δ)z∂z + (1− ψ(xz ))(∇δ)>. Since ∇δ is close to
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Xα for some α ∈ (0, π/2], there is M > 0 and, for any µ > 0, there is an η > 0 such that in Nη

1− µ ≤ Xx ≤M(A.2)
−M ≤ Xz ≤ ε(A.3)
|X>| ≤ µ(A.4)

As a consequence for η small the coordinate Xx never vanishes and we can define the vector
field

Y = − X

Xx

whose Y x coordinate is −1.
Moreover, under the above estimates, there is η1 such that any integral curve of Y starting

from a point in E∩Nη1 stays in E∩Nη for positive time up to a time when it hits ∂+M = {x = 0}.
Notice that, when x = 0, Y is a positive multiple of −∇δ. So such an integral curve hits ∂+M
orthogonally. Besides there is η2 < η1 such that, in negative time, any integral curve of Y
starting from E ∩Nη2 hits {x = z} in Nη1 .

Let us denote by (φt) the flow associated to the vector field Y (when it is defined). For
example, if p ∈ E ∩Nη1 has coordinates (q, x, z), φt(p) is defined on the interval of positive time
[0, x] since the derivative of the x coordinates along Y is Y x = −1 and φt(p) hits {x = 0} at
time x. For s ∈ (0, η1/

√
2) we define

Ss = ({z = s} \ E)
⋃(
∪t∈[0,s]φt({x = s = z})

)
Notice that the two pieces of Ss are glued along {x = s = z} and this gluing is smooth since Y
extend smoothly to −∂x outside E. So Ss is a smooth hypersurface which is normal to ∂+M
since it contains integral curve of the vectorfield Y . By construction the function f defined near
∂0M by

p 7→
{

0 if p ∈ ∂0M

s if p ∈ Ss
is well defined, continuous in a neighborhood of ∂0M , and is a smooth submersion outside of
C(M). Moreover ∂νf = 0 along ∂+M , since Ss contains integral curves of Y that hits ∂+M
orthogonally. The only aspect that we have to check is that Ss has positive mean curvature for
s small.

A.3. Study of the mean curvature. If Ss does not have positive mean curvature for small
s, there are two sequences sn → 0 and pn ∈ Ssn such that the mean curvature of Ssn at pn is
non-positive. By construction, the mean curvature of {z = sn} is positive for n large, so pn ∈ E
and we may assume that pn → p̄ ∈ C(M). In order to analyze the mean curvature of Ssn at pn
we fix a chart of C(M) near p̄: so we identify C(M) with a small ball in Rn−2 such that p̄ is the
origin and the Euclidean basis (∂i)1≤i≤n−2 is orthonormal for the induced metric at the origin.

Let us denote by Br the open ball of radius r in Rn−2 centered at the origin. Let A be larger
than cotα for any inner angle α on C(M). We consider V = {(q, x, z) ∈ B2 × R2

+ | 1
2x < z <

1−A(x− 2) and z > 1
2} and U = {(q, x, z) ∈ B4×R2

+ | 1
4x < z < 15 + 10A−x)} (see Figure 1).

We then consider Gk the set of Ck-Riemannian metric on U . Let Zk be the set of Ck-vector
fields Z in V of the form Z = Z> + Zx∂x + Zz∂z with Z> ∈ Rn−2 × {(0, 0)} such that Zx > 1

2
and −A

2 < Zz < 1
4 and |Z>| < 1

2 . For Z ∈ Zk, we define on V the vector field

Y(Z) = −
ψ(xz )∂x + (1− ψ(xz ))Z
ψ(xz ) + (1− ψ(xz ))Zx .

By the assumption on Zx, the above vectorfield Y(Z) is well defined on V and has coordinate
−1 in front of ∂x. As a consequence of the bound on Z, a solution of ṗ = Y(Z)(p) starting from
(q, 1, 1) ∈ B1 ×R2

+ exists and lives in V up to time t = 1 where it exits V by V0 = V ∩ {x = 0}.
We want to be more precise about the flow associated to Y(Z).
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x = 3z

1
2

2A + 1

V

U

z

x

a geodesic for gα

Figure 1. The geodesics of gα

A.4. The vector field to flow operator. We define X k = {X ∈ Ck(V,Rn) | Xx = −1,−1
2 <

Xz < A, |X>| < 1}, T = {F ∈ C0([0, 1],Rn) | F (0) ∈ B1 × {(1, 1)} and ∀t ∈ [0, 1], F x(t) =
1− t, F (t) ∈ V } and TT = {G ∈ C0([0, 1],Rn) | Gz(0) = 0 and ∀t ∈ [0, 1], Gx(t) = 0}. We also
define the map

B :
B1 ×X k × T → TT

(q,X, F ) 7→
(
t 7→ F (t)− (q, 1, 1)−

∫ t
0 X(F (s))ds

)
Notice that because of the assumption on X ∈ X k, B(q,X, F ) belongs to TT for (q,X, F ) ∈
B1 × X k × T . Moreover, for (q,X) ∈ B1 × X k, the solution of the ode ṗ = X(p) starting
at (q, 1, 1) is defined up to time 1 and given by F satisfying B(q,X, F ) = 0. Reciprocally if
B(q̄, X, F ) = 0, F is the solution of ṗ = X(p) starting at (q̄, 1, 1). As a consequence F is Ck+1.
The map B is Ck and its differential with respect to F at (q̄, X, F ) is given by

DFB(q̄, X, F ) :
TT → TT
G 7→

(
t 7→ G(t)−

∫ t
0 DX(F (s))(G(s))ds

)
The invertibility of this differential is given by the study of the linear ode ṗ = DX(F (t))(p).
Since t 7→ DX(F (t)) is continuous and has vanishing x coordinate, DFB(q̄, X, F ) is invertible.
As a consequence for any (q̄, X, F ) such that B(q̄, X, F ) = 0 there is a Ck map Φ defined near
(q̄, X̄) such that B(q,X,Φ(q,X)) = 0. As a consequence Φ(q,X) is Ck+1 in t. Moreover, since
∂tΦ(q,X)(t) = X(Φ(q,X)(t)), its time derivatives depends in a Ck way of (q,X). So the map :
(q,X, t) 7→ Φ(q,X)(t) is Ck.

A.5. The mean curvature map. So for Z ∈ Zk, Y(Z) ∈ X k and the map ΨZ : (p, t) ∈
B1 × [0, 1] 7→ Φ(q,Y(Z))(t) ∈ V is Ck and solves

(A.5)
{
∂tΨZ(q, t) = Y(Z)(ΨZ(q, t))
ΨZ(q, 0) = (q, 1, 1)

The map ΨZ is a smooth embedding and we can then define the mean curvature map H :
Gk × Zk × [0, 1] → R such that H(h, Z, t) is the mean curvature of ΨZ(B1 × [0, 1]) at ΨZ(0, t)
with respect to the metric h and the unit normal that points in the upward direction near
ΨZ(0, 0) (see Figure 2). Let us notice that, by construction, the map H is C2 when k ≥ 4.

For r ∈ Rn−2 and s > 0, we can define the map Jr,s : U → Rn−2 × R2
+; (q, x, z) 7→ (r +

sq, sx, sz). We notice that when r and s are small Jr,s maps U into the neighborhood of p̄ = 0.
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We can then define gr,s = s−2J∗r,sg. The maps (r, s) 7→ gr,s extends smoothly when s = 0
by a constant metric gr,0 = g(r, 0, 0). So for all s and r small, gr,s is close to g0,0 = gᾱ =
δ2 + dx2 + 2 cos ᾱdxdz + dz2 where δ2 is the Euclidean metric on Rn−2 and ᾱ = α(p̄).

A.6. The metric to gradient of the distance operator. In this subsection, we study the
operator that associates to h ∈ G2k+1, the vector field ∇hδh where δh is the distance to {x = 0}
with respect to h.

In order to study this operator, we first solve the geodesic flow for a metric h ∈ G2k+1 close
to gᾱ starting orthogonally from a point in B3×{0}× (1

4 , 2 + 2A). For h ∈ G2k+1, the covariant
derivative can be written ∇hXY = ∇0

XY +Γh(X,Y ) where ∇0 is the usual covariant derivative in
Rn and Γh is some symmetric tensor field with value in Rn (notice that Γh is C2k if h ∈ G2k+1).
In order to control the existence time of the geodesic, the geodesic won’t be parametrized by
arc length.

Let Sk = {(F, Y ) ∈ Ck([0, 3],Rn)×Ck([0, 3],Rn) | ∀t ∈ [0, 3], F (t) ∈ U, F x(t) = tF z(t), Y x(t) >
1
2 and Y z < 1

16} and TSk = {(F, Y ) ∈ Ck([0, 3],Rn)×Ck([0, 3],Rn) | ∀t ∈ [0, 3], F x(t) = tF z(t)}.
For a metric h and (q, z) ∈ B3 × (1

4 , 2A+ 2), we denote by N(h, q, z) the unit normal vector to
{x = 0} at (q, 0, z). We then define the map

C : G
2k+1 ×B3 × (1

4 , 2 + 2A)× Sk → TSk
(h, q, z, (F, Y )) 7→ (t 7→M(t))

where

M(t) =

F (t)− (q, 0, z)−
∫ t

0
F z(s)

Y x(s)−sY z(s)(Y >(s) + Y z(s)∂z)ds+ t
∫ t

0
F z(s)

Y x(s)−sY z(s)Y
z(s)∂xds

Y (t)−N(h, q, z) +
∫ t

0
F z(s)

Y x(s)−sY z(s)ΓhF (s)(Y (s), Y (s))ds


Notice that the assumptions on (F, Y ) ∈ Sk give Y x − sY z > 1

4F
z > 0. The coefficient

F z(s)
Y x(s)−sY z(s) and the expression of M ensures that C(h, q, z, (F, Y )) belongs to TSk. Moreover
C(h, q, z, (F, Y )) = 0 if and only if

d
dtF = F z(t)

Y x(t)−tY z(t)Y (t)
F (0) = (q, 0, z)
Dh

dt Y = 0
Y (0) = N(h, q, z)

in other words, F runs through the geodesic starting from (q, 0, z) in the direction N(h, q, z) and
Y (t) is the unit tangent vector to this geodesic at F (t) and F stops when it crosses {x = 3z}.

For the metric h = gα, let Fα(q, z, t) = (q, tz
1+t cosα ,

z
1+t cosα) and recall the notation Xα =

1
sinα(∂x−cosα∂z). For (q, z) ∈ B3×(1

4 , 2+2A), Fα(q, z, ·) ∈ Sk and C(gα, q, z, (Fα(q, z, ·), Xα)) =
0 (notice that Γgα = 0). The map C is Ck and the derivative with respect to (F, Y ) at
(Fα(q, z, ·), Xα) is:

DF,Y C(gα, q, z, Fα(q, z, ·), Xα) :
TSk → TSk

(G,Z) 7→
(
t 7→

(
G(t)−

∫ t
0 L(s,G(s), Z(s))ds

Z(t)

))
where L : [0, 3] × Rn × Rn → Rn is C∞ in its first variable and bilinear in the last two.
As above, this differential is invertible. So there is a neighborhood N of gᾱ in G2k+1 and
a Ck map ζ : N × B5/2 × (1

4 , 2 + 2A) → S such that C(h, q, z, ζ(h, q, z)) = 0. ζ can be
written as ζ = (ζF , ζY ). We have ζF (gᾱ, q, z) = Fᾱ(q, z, ·). The map (q, z, t) 7→ Fᾱ(q, z, t) is a
diffeomorphism from B5/2×(1

4 , 2+2A)×[0, 3] onto a subset that contains V (actually there are no
focal time along any geodesic for gᾱ) (see Figure 1). As a consequence, (q, z, t) 7→ ζF (h, q, z)(t)
is a diffeomorphism from B5/2 × (1

4 , 2 + 2A)× [0, 3] onto a subset that contains V for h close to
gᾱ. So, reducing N , we have a Ck map Ξ : N → Ck(B5/2 × (1

4 , 2 + 2A)× [0, 3],Rn) defined by
Ξ(h) : (q, z, t) 7→ ζF (h, q, z)(t) such that Ξ(h) is a diffeomorphism on its image and this image
contains V . As a consequence, for any h ∈ N , the converse map Ξ(h)−1 is well defined on V , so
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we have a Ck map Ξ̃ : N → Ck(V,B5/2 × (1
4 , 2 + 2A)× [0, 3]) such that Ξ̃(h) = Ξ(h)−1. Then,

for h ∈ N , we can define the vector field Zh on V by Zh(p) = ζY (h, Ξ̃(h)(p)) (here we write
ζY (h, q, z)(t) = ζY (h, q, z, t)). By construction, the map h ∈ N 7→ Zh is Ck and Zh is a unit
vector field tangent to geodesic of h starting orthogonally from {x = 0}. As a consequence Zh
is the gradient of the distance function δh to {x = 0} for the metric h.

As a consequence for any r, s small, there is a vector field Xr,s which is the gradient of the
distance function to {x = 0} with respect to gr,s. Moreover (r, s) 7→ Xr,s is Ck (for any k).

Recall that we are interested in the sign of the mean curvature of Ssn at pn. We know that pn
belongs to E so pn = φsntn(p̃n) for some p̃ = (q̃n, sn, sn) and tn ∈ [0, 1]. Since pn → p̄, p̃n → p̄
and we can write p̃n = p̄ + rn. Since Jrn,sn is a local homothety of factor sn from (U, grn,sn)
into a neighborhood of the origin in (Rn−2×R2

+, g), the mean curvature of Ssn is then given by
1
sn
H(grn,sn , Xrn,sn , tn). So we need to understand the sign of H(gr,s, Xr,s, t) for r, s small and

t ∈ [0, 1]. This quantity is continuous in (r, s) so let us first consider the case (r, s) = (0, 0).

A.7. Computation of H(gᾱ, Xᾱ, t). We consider a slightly more general computation. Let h
be a constant metric of the form h = ds2 +dx2 + 2 cos ᾱdxdz+dz2 where ds2 is a scalar product
on Rn−2. Let us notice that ∇hδh = Xᾱ. Besides a vector field normal (for h) to ΨXᾱ(B1× [0, 1])
is given by

ψ(x
z

)− cos ᾱ∂x + ∂z
sin ᾱ + (1− ψ(x

z
))∂z = −ψ(x

z
)cos ᾱ
sin ᾱ ∂x + (

ψ(xz )
sin ᾱ + (1− ψ(x

z
))∂z

whose norm in the metric h is
W = (ψ2(x

z
) + (1− ψ(x

z
))2 + 2 sin ᾱψ(x

z
)(1− ψ(x

z
)))1/2

In the following, we will lighten the notations by writing u = x
z , ψ = ψ(u) and ψ′ = ψ′(u). So

the unit normal vector to ΨXᾱ(B1 × [0, 1]) is given by

N = 1
W

(
(−ψ cos ᾱ

sin ᾱ ∂x + ( ψ

sin ᾱ + (1− ψ))∂z
)

We then can compute the mean curvature as the opposite of the divergence of N . We have

∂xW
−1 = −1

z
ψ′(2ψ − 1)(1− sin ᾱ)W−3

∂zW
−1 = u

z
ψ′(2ψ − 1)(1− sin ᾱ)W−3

Thus

divN =1
z
ψ′(2ψ − 1)(1− sin ᾱ)W−3(ψ cos ᾱ

sin ᾱ + u( ψ

sin ᾱ + (1− ψ)))

− 1
z
ψ′W−1(cos ᾱ

sin ᾱ + u( 1
sin ᾱ − 1))

=ψ′

z
ψ′(2ψ − 1)(1− sin ᾱ)W−3(ψ(cos ᾱ

sin ᾱ + u( 1
sin ᾱ − 1)) + u)

− 1
z
ψ′W−1(cos ᾱ

sin ᾱ + u( 1
sin ᾱ − 1))

=ψ′

z
W−3

(
u(2ψ − 1)(1− sin ᾱ)

+(cos ᾱ
sin ᾱ + u( 1

sin ᾱ − 1))(ψ(2ψ − 1)(1− sin ᾱ)−W 2)
)

=ψ′

z
W−3

(
u(2ψ − 1)(1− sin ᾱ) +

(cos ᾱ
sin ᾱ + u( 1

sin ᾱ − 1)
)

(ψ(1− sin ᾱ)− 1)
)

=ψ′

z
W−3µ(ψ)
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where µ is some affine function depending on u. So in order to control the sign of µ on [0, 1], we
just have to look at

µ(0) = −u(1− sin ᾱ)−
(cos ᾱ

sin ᾱ + u( 1
sin ᾱ − 1)

)
< 0 if ᾱ ∈ (0, π2 )

and
µ(1) = u(1− sin ᾱ)− sin ᾱ

(cos ᾱ
sin ᾱ + u( 1

sin ᾱ − 1)
)

= − cos ᾱ < 0 if ᾱ ∈ (0, π2 )

Thus we have that the mean curvature vanishes for ᾱ = π
2 and has the opposite sign to ψ′(xz )

when ᾱ ∈ (0, π2 ). Because of the assumptions on ψ, it gives that

(A.6) H(h,Xᾱ, t) > 0 ⇐⇒ ᾱ ∈ (0, π2 ) and t 6= 0

As a consequence, for h = gᾱ, if ᾱ ∈ (0, π2 ) and tn → t̄ ∈ (0, 1], then the mean curvature of Ssn
at pn is positive for large n (and even goes to +∞).

A.8. The case t̄ = 0. Let us denote αn = α(rn), we have

H(grn,sn , Xrn,sn , tn) = H(grn,sn , Xrn,sn , 0) +
∫ tn

0
∂tH(grn,sn , Xrn,sn , s)ds

Since H is C2, there is a constant C such that
|∂tH(grn,sn , Xrn,sn , s)− ∂tH(grn,0, Xrn,0, s)| ≤ C(|grn,sn − grn,0|+ |Xrn,sn −Xrn,s0 |)

By definition of gr,s, |grn,sn − grn,0| ≤ Csn and |Xrn,sn −Xrn,0| ≤ Csn (see A.6, regularity of the
map h 7→ ∇hδh). This implies that

H(grn,sn , Xrn,sn , tn) ≥ H(grn,sn , Xrn,sn , 0) +
∫ tn

0
∂tH(grn,0, Xrn,0, s)ds− C

∫ tn

0
snds

≥ snH(rn, sn, sn) +H(grn,0, Xrn,0, tn)− Ctnsn
≥ sn(H(rn, sn, sn)− Ctn)
≥ 0 for large n

where we use H(grn,0, Xrn,0, tn) ≥ 0 (see (A.6) and α(rn) ∈ (0, π2 ]), H positive and tn → 0.

A.9. The case ᾱ = π
2 . By (A.6), H(gqn,0, Xqn,0, tn) ≥ 0 so, if H(gqn,sn , Xqn,sn , tn) ≤ 0, we have

0 ≥ lim H(gqn,sn , Xqn,sn , tn)−H(gqn,0, Xqn,0, tn)
sn

Since H is C1, this limit is

DhH(g0,0, ∂x, t̄)(
∂

∂s
g0,s|s=0) +DXH(g0,0, ∂x, t̄)(

∂

∂s
X0,s|s=0)

So we have to compute the two above terms. We have

DhH(g0,0, ∂x, t̄)(
∂

∂s
g0,s|s=0) = ∂

∂s
H(g0,s, ∂x, t̄)|s=0

= ∂

∂s
(sH(0, s(1− t̄), s))|s=0 = H(0)

For the second term, let us study DXH(g0,0, ∂x, t̄). Let Y be a vector field in V such that
Y z = 0. Thus, for any s, ∂x + sY and Y(∂x + sY ) has no component in the ∂z direction. Thus
H(g0,0, ∂x + sY, t̄) is just the mean curvature of {z = 1} for the metric g0,0 so it vanishes. Thus
DXH(g0,0, ∂x, t̄)(Y ) = 0. Hence we may focus on the ∂z component of Y = ∂

∂sX0,s|s=0.
First let us notice that

∂

∂s
g0,s|s=0(q, x, z) = Dqg(0)(q) +Dxg(0)x+Dzg(0)z
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Let us denote by k the above symmetric tensor. In order to compute Y , let us remark that if
Zh is the gradient of the distance associated to the metric h, we have, on V0,

h(Zh, Zh) = 1
h(Zh, ∂z) = 0
h(Zh, ∂i) = 0 for all 1 ≤ i ≤ n− 2

and, on V , ∇hZhZh = 0. So differentiating these equalities with respect to s, for h = g0,s, gives

k(∂x, ∂x) + 2g0,0(Y , ∂x) = 0 on V0(A.7)
k(∂x, ∂z) + g0,0(Y , ∂z) = 0 on V0(A.8)

k(∂x, ∂i) + g0,0(Y , ∂i) = 0 on V0 and 1 ≤ i ≤ n− 2(A.9)
Γ(k)(∂x, ∂x) +∇g0,0

∂x
Y = 0 in V(A.10)

where Γ(k)(∂x, ∂x) =
∑
m(∂xkxm − 1

2∂mkxx)∂m. Let us remark that Γ(k)(∂x, ∂x) is a constant
vector field in V . Its component along ∂z is given by

(∂xg(∂x, ∂z)−
1
2∂zg(∂x, ∂x))|p=0 = g(∇∂x∂x, ∂z)|p=0

So, in order to evaluate the component Y z, we just have to know it along V0. Let us first
remark that, since α(0) = π

2 is a maximum value of α, we have Dqα(0) = 0 and thus Dqg(0)
has a vanishing xz component. Thus, on V0, k(∂x, ∂z) = z∂zg(∂x, ∂z)|p=0 and, by (A.8), Y z =
−zg(∂x, ∂z)|p=0 along V0. Let us denote by b = ∂zg(∂x, ∂z)|p=0 and a = g(∇∂x∂x, ∂z)|p=0. Thus
(A.10) gives Y z = −ax− bz. So the question is then to compute

DXH(g0,0, ∂x, t̄)((−ax− bz)∂z)
we have

Y(∂x − s(ax+ bz)∂z) = −∂x + s(1− ψ)(ax+ bz)∂z
A vectorfield normal to the associated hypersurface is given by

s(1− ψ)(ax+ bz)∂x + ∂z

whose norm is given by
W = (1 + s2(1− ψ)2(ax+ bz)2)1/2

So the unit normal is given by

N = 1
W

(s(1− ψ)(ax+ bz)∂x + ∂z) = ∂z + s(1− ψ)(ax+ bz)∂x +O(s2)

Thus

divN =s
(
−1
z
ψ′(ax+ bz) + (1− ψ)a

)
+O(s2)

=− s(ψ′(au+ b)− (1− ψ)a) +O(s2)

So the derivative with respect to s is given by −(ψ′(au + b) − (1 − ψ)a). Thus the sign of
DXH(g0,0, ∂x, t̄)((−ax − bz)∂z) is the one of ψ′(au + b) − (1 − ψ)a. This expression is non-
negative if

b ≥ (1− ψ
ψ′

− u)a

Notice that ψ can be chosen such that 1−ψ
ψ′ −u is bounded on [0, 1] (take ψ(u) = 1−exp(−1/(u−

1)2) near 1). Now by the coordinate improvement (A.1), the above inequality can be assumed
to be true.

Finally this implies that

DhH(g0,0, ∂x, t̄)(
∂

∂s
g0,s|s=0) +DXH(g0,0, ∂x, t̄)(

∂

∂s
X0,s|s=0) ≥ H(0) > 0
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x
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B1 × {(1, 1)}

ΨZ(B1 × [0, 1])

V

V0

Figure 2. The hypersurface Ss in V

contradicting H(gqn,sn , Xqn,sn , tn) ≤ 0. We then have proved that the mean curvature of Ss is
positive for small s and have finished the proof of Proposition A.1.

References

1. Lucas C. Ambrozio, Rigidity of area-minimizing free boundary surfaces in mean convex three-manifolds, J.
Geom. Anal. 25 (2015), 1001–1017.

2. Guy Barles, An introduction to the theory of viscosity solutions for first-order Hamilton-Jacobi equations and
applications, Hamilton-Jacobi equations: approximations, numerical analysis and applications, Lecture Notes
in Math., vol. 2074, Springer, Heidelberg, 2013, pp. 49–109.

3. Arthur L. Besse, Einstein manifolds, Classics in Mathematics, Springer-Verlag, Berlin, 2008, Reprint of the
1987 edition.

4. Hubert Bray, Simon Brendle, and Andre Neves, Rigidity of area-minimizing two-spheres in three-manifolds,
Comm. Anal. Geom. 18 (2010), 821–830.

5. Alessandro Carlotto, Giada Franz, and Mario B. Schulz, Free boundary minimal surfaces with connected
boundary and arbitrary genus, Camb. J. Math. 10 (2022), 835–857.

6. Tobias H. Colding and Camillo De Lellis, The min-max construction of minimal surfaces, Surveys in differ-
ential geometry, Vol. VIII (Boston, MA, 2002), Surv. Differ. Geom., VIII, Int. Press, Somerville, MA, 2003,
pp. 75–107.

7. Michael G. Crandall, Hitoshi Ishii, and Pierre-Louis Lions, User’s guide to viscosity solutions of second order
partial differential equations, Bull. Amer. Math. Soc. (N.S.) 27 (1992), 1–67.

8. Camillo De Lellis and Filippo Pellandini, Genus bounds for minimal surfaces arising from min-max construc-
tions, J. Reine Angew. Math. 644 (2010), 47–99.

9. Manfredo Perdigão do Carmo, Riemannian geometry, Mathematics: Theory & Applications, Birkhäuser
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