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Review article 
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A B S T R A C T   

Self-motion perception is a key element guiding pilots’ behavior. Its importance is mostly revealed when 
impaired, leading in most cases to spatial disorientation which is still today a major factor of accidents occur
rence. Self-motion perception is known as mainly based on visuo-vestibular integration and can be modulated by 
the physical properties of the environment with which humans interact. For instance, several studies have shown 
that the respective weight of visual and vestibular information depends on their reliability. More recently, it has 
been suggested that the internal state of an operator can also modulate multisensory integration. Interestingly, 
the systems’ automation can interfere with this internal state through the loss of the intentional nature of 
movements (i.e., loss of agency) and the modulation of associated predictive mechanisms. In this context, one of 
the new challenges is to better understand the relationship between automation and self-motion perception. The 
present review explains how linking the concepts of agency and self-motion is a first approach to address this 
issue.   

1. Introduction 

Self-motion perception is crucial for behavioral performance in many 
common tasks like maintaining standing balance, walking, or driving. It 
gives us the ability to follow the changes in our position dynamically in 
space and time, and to guide our movements and behavior relative to the 
external world. The relevance of self-motion perception is even more 
obvious when considering the control of a complex system like an 
airplane. In this context, pilots must constantly judge their position in 
space and the attitude of their aircraft with respect to the earth reference 
frame. Although it is assisted in the task by ever more sophisticated 
sensors, the misperception of self-motion is still today a cause of many 
accidents, a phenomenon commonly known as spatial disorientation. 
This perceptual phenomenon is due to the processing of sensory inputs 
which may, however, be inappropriate in some unusual environments 
(e.g. particular visual contexts or force field conditions, etc.) for speci
fying the agent’s own motion in the earth reference frame with which 
he/she interacts. For example, during forward linear acceleration, the 
otoliths are stimulated in the same way as when the body tilts backwards 
(i.e., somatogravic illusion (Graybiel and Kellogg, 1966; Clément et al., 

2001)), leading an operator to perceive an illusory climb of the aircraft. 
When spatial disorientation occurs, an operator may be tempted to 
intervene in an inappropriate manner on the current aircraft situation, 
with potentially deadly consequences. Since accidents due to spatial 
disorientation are hardly reduced (Gibb et al., 2011), one of the major 
challenges is therefore to better understand the sensory integration 
processes that underlie self-motion perception in order to avoid the 
exposure of pilots to spatial disorientation situations. 

Another critical concern is the potential impact of the nature of 
motion in which an operator is engaged on his/her perception of self- 
motion. Particularly, the active or passive nature of motion raises the 
question of the associated mechanisms involved in motion perception. 
This question relates to the concept of agency since an agentive situation 
refers to a situation in which the operator exercises intentional control 
over an action and consequences (Haggard and Chambon, 2012). This 
issue finds an interesting echo in the operational context since auto
mation technologies have an impact on the control the pilot has over the 
aircraft motion and besides, the level of agency he/she experiences 
(Berberian et al., 2012; Ueda et al., 2021). Particularly, although auto
mation is supposed to be facilitative and safe, while optimizing task 
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execution, its growing development raises questions about the emer
gence of “human factors” risks that are specific to it (Endsley and Kiris, 
1995; Sheridan, 2002). Namely, concerns about alertness, engagement, 
fatigue, confidence, and more broadly attention and mental load (Young 
and Stanton, 2002; Young et al., 2015) that can alter the performance of 
the pilot in critical situations can be evoked. Thus, the challenge today is 
to reconsider the human as a full-fledged processor in the development 
loop of such tools that require interaction with the operator (Berberian, 
2019). The aim is to keep the operator in agentive situations (e.g., in 
his/her device control) to optimize the interaction with the systems and 
possible takeovers. 

Yet, most studies dealing with self-motion perception have focused 
on the perception of passive/unintentional displacement, i.e., non- 
agentive motion. To our knowledge, no study has so far considered 
the impact of agency on self-motion perception: does a pilot perceive self- 
motion in the same way when the autopilot is engaged and when it is switched 
off? Moreover, the question can be largely extended to other application 
domains such as, for example, the automotive industry. Therefore, we 
use the term ’pilot’ here in a generic way, although we rely on the 
aviation domain to illustrate our point throughout this review. Overall, 
this review argues in general that visuo-vestibular integration and thus 
self-motion perception could be modulated during agentive (i.e., 
voluntary) action in any driving experience. Several elements point in 
this direction. First, the subjective construction of agency is based on 
predictive mechanisms and is associated with perceptual modulations 
such as sensory attenuation and intentional binding (Hughes et al., 
2013). Conversely, it has been demonstrated that the agentive nature of 
a situation can help mobilize attentional mechanisms (Wen and 
Haggard, 2018) and may thus take part in the activation of top-down 
mechanisms. 

Overall, these findings collectively suggest a potential role of 
mechanisms underlying the sense of agency on those involved in visuo- 
vestibular integration. A better understanding of this impact is of great 
importance to develop robust solutions to concrete problems including 
that of spatial disorientation. To that aim, the present review will suc
cessively address the following issues: integrative mechanisms (Parts I 
and II), perceptual implications (Parts III, IV and V), and applicative 
challenges (Part VI). 

2. Multisensory integration for self-motion perception: being 
active as mostly unconsidered 

An accurate perception of self-motion requires integrating 
environment-centered cues mainly provided by optic flow, and body- 
centered cues issued from vestibular, somatosensory inputs, and motor 
control activities (for reviews Cheng and Gu, 2018; Cullen, 2019). Many 
studies indicate that, to infer self-motion, the human brain has devel
oped multisensory adaptive mechanisms that contribute to the percep
tion of the world by combining redundant and complementary inputs 
from different senses, and thus compensating for sensory uncertainty 
(Ernst and Banks, 2002; Alais and Burr, 2004; Ernst and Bülthoff, 2004; 
Fetsch et al., 2013). To this purpose, the vestibular system has been 
mostly considered at the heart of the early stages of self-motion inte
gration and has a privileged link with the visual inputs in the perceived 
motion direction (heading) (Gu et al., 2007; Butler et al., 2010; Fetsch 
et al., 2010; Gu et al., 2010; de Winkel et al., 2017), distance (Harris 
et al., 2000), as well as the structure and orientation of the environment 
travelled (Bertin and Berthoz, 2004; Brandt et al., 2005; Yoder and 
Taube, 2014). 

Remarkably, visuo-vestibular integration has been extensively 
studied, both at the behavioral (Fetsch et al., 2009; Butler et al., 2010; 
MacNeilage et al., 2010; de Winkel et al., 2017; Ramkhalawansingh 
et al., 2018) and neurophysiological level (Gu et al., 2007; Gu et al., 
2008; Morgan et al., 2008; Gu et al., 2010; Chen et al., 2011; Fetsch 
et al., 2012). Particularly, it has been largely explained by the theory of 
optimal integration (Fetsch et al, 2010, 2013; ter Horst et al., 2015). In 

this line, it appears as a weighted integration according to the reliability 
of each sensory input in two major aspects of self-motion perception, 
namely, displacement estimation (ter Horst et al., 2015) and heading 
discrimination (Gu et al., 2007; Gu et al., 2008; Morgan et al., 2008; Gu 
et al., 2010; Chen et al., 2011; Fetsch et al., 2012). As an example, 
Morgan and colleagues have demonstrated that the more the visual 
stimulation is degraded, the greater the weight of vestibular inputs 
(Morgan et al., 2008). Such integrative reweighting schemes were sup
ported by numerous studies demonstrating that multisensory integra
tion is extremely flexible and dependent on the nature of sensory inputs 
(Chen and Vroomen, 2013; Donohue et al., 2015; de Winkel et al., 2018; 
Zhao et al., 2018; Bruns, 2019; Shayman et al., 2020) and integrative 
laws have been proposed to account for this flexibility (Ohshiro et al., 
2011; Carandini and Heeger, 2012; van Atteveldt et al., 2014; Ohshiro, 
2017; Bauer et al., 2020). 

Strikingly, these different works were mainly interested in the 
modulation of integrative mechanisms according to the properties of the 
environment (bottom-up mechanisms), but largely neglected the impact 
of the perceiver’s internal state in the process (top-down mechanisms). 
Notably, the integrative foundations of sensory processing have been 
largely considered on the passive side, while sensory processing remains 
mostly active (Kveraga et al., 2007; Schroeder et al., 2010; van Atteveldt 
et al., 2014). In this vein, some authors stress the need for an active 
approach to perception, called “Active sensing” (Schroeder et al., 2010). 
This concept argues for “increased emphasis on the study of sensory pro
cesses as specific to the dynamic motor/attentional context in which inputs 
are acquired” (Schroeder et al., 2010). From a methodological point of 
view, the term “active” therefore refers to any situation in which an 
external event (stimulus) is the result of an intentional action by the 
participant. 

Being an intentional actor of a sensory consequence has already 
received interest in studies investigating audio-visual perception (van 
Kemenade et al., 2016; Straube et al., 2017). However, when consid
ering the visuo-vestibular integration, the state of the art remains largely 
focused on data collected during passive self-motion conditions (Cheng 
and Gu, 2018). Moreover, and quite surprisingly, the concept of active 
sensing has been rarely considered in relation to the concept of agency 
whereas these two concepts seem to largely overlap. An agentive situ
ation indicates a situation in which the operator exercises intentional 
control over an action and its consequences (Haggard and Chambon, 
2012). More particularly, a non-agentive or passive motion would 
correspond to a displacement whose set of characteristics is controlled 
by a system external to the one that perceives motion. In contrast, being 
active over one’s own motion would refer to the state of being in an 
agentive situation with respect to the ongoing motion. A related ques
tion would then refer to how the agentive nature of control (passive 
versus active) impacts self-motion perception. The following section 
supports this claim by presenting several works highlighting predictive 
mechanisms which may underlie active versus passive sensory 
integration. 

3. Being active over one’s own motion: all a question of 
prediction? 

Only a few works addressed the issue of being in control of our own 
motion and its consequences on visuo-vestibular integration. Particu
larly, some works highlighted the distinction between active and passive 
motion at the level of the vestibular nucleus for a specific population of 
neurons: the VO (vestibular only) neurons which have also been 
considered as the basis of self-motion (McCrea et al., 1999; Carriot et al., 
2013). Specifically, for a given passive motion, up to 75 % response 
decrease can be observed in the active condition (McCrea et al., 1999). 
Further, Carriot et al. (2013) showed that attenuation of VO neurons’ 
responses at the first stage of processing was specifically observed when 
the movement is consistent with the intention. Interestingly, this signal 
inhibition observed when the efference copy due to active motion 
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matches current sensory inputs was observed both for rotation (Roy and 
Cullen, 2004) and translation (Carriot et al., 2013). Although these 
studies are confined to the animal model (e.g., Macaca mulatta mon
keys), they clearly demonstrate a neurophysiological link between the 
vestibular system and the intentional control of self-motion. Strikingly, 
these works are the first to show that the vestibular system depends on 
predictive mechanisms. Since then, other works have extended this 
active-passive distinction to other brain structures and for several di
mensions of movement (Rotation: Brooks and Cullen, 2013 (cere
bellum); Dale and Cullen, 2019 (thalamus); Multidimensions: Carriot 
et al., 2015 (vestibular nuclei); Mackrous et al., 2019 (cerebellum)). 

Based on these data, Brooks and Cullen (2019) go further than the 
“Active sensing” concept by talking about “Predictive sensing” consid
ering specific signal processing in early vestibular pathways (Brooks and 
Cullen, 2019). The importance of predictive mechanisms for sensory, 
motor, and cognitive function has long been recognized. In the sensory 
domain, it has been suggested that prediction allows for more efficient 
processing of behaviorally relevant stimuli, particularly by allowing for 
cancellation of sensory input caused by our own movements (Sperry, 
1950; von Holst and Mittelstaedt, 1950). More recently, several works 
highlighted the role of prediction at the neurophysiological level 
(Cullen, 2004; Sawtell and Williams, 2008; Sawtell, 2010). For example, 
Sawtell and Williams (2008) have demonstrated that (1) neurons in the 
electrosensory lobe (ELL) of weakly electric mormyrid fish generate 
prediction of the sensory consequences of the fish’s own movements, (2) 
these predictions are used to minimize self-generated signals of pre
dictable consequences of behavior. From that, they show how predictive 
adaptive filtering mechanisms enable selective encoding of behaviorally 
relevant sensory information depending on the origin of the signal to 
optimize perception Therefore, active coding falls in the 
well-established theoretical concept of perception for cognitive and 
computational neuroscience: Predictive coding (Huang and Rao, 2011; 
Rauss and Pourtois, 2013; Friston, 2018; Hohwy, 2020). Indeed, pre
dictive coding admits that the brain is a predictive machine that 
constantly infers by combining internal generated predictions and 
external events, at different levels of integration (Walsh et al., 2020). 
The emergence of such a concept has finally led to a shift from the 
classical dichotomy of distinct top-down and bottom-up mechanisms to 
a cascading loop scheme (see  Fig. 1 from Walsh et al., 2020). In this 
model, the internal predictions run through each hierarchical level when 
the prediction errors signals are sent back in the opposite direction 

(Hesselmann et al., 2010; Rauss and Pourtois, 2013; Walsh et al., 2020). 
Today, at both perceptual (Myers et al., 2020) and various cortical levels 
(Walsh et al., 2020), there is a growing set of evidence supporting this 
approach which underlines the key role that motor signals play in sen
sory processing through predictions (Brooks and Cullen, 2019). Here, 
action is considered as a main way to reduce uncertainty since it allows 
better outcomes predictions. Recent studies emphasize that the senso
rimotor context may indeed sharpen the representations of expected 
outcomes and integrative mechanisms (Yon et al., 2018; Jagini, 2021). 
In this line, several authors suggested that active versus passive 
distinction in early processing may have an impact on the computation 
of spatial orientation and postural control by higher order structures 
(Roy and Cullen, 2004; Gu, 2018; Brooks and Cullen, 2019; Mackrous 
et al., 2019; Cullen and Wang, 2020; Cullen and Zobeiri, 2021). 

Accordingly, we support that the intentional nature of a motion is 
likely to modulate the visuo-vestibular integration mechanisms, notably 
through underlying predictive mechanisms (Fig. 1). Particularly, the 
framework of agency appears highly promising to consider the role of 
computational predictive mechanisms in the perceptual processes at 
work for an active observer. Although limited until now to other mo
dalities of interest (e.g., auditory, visual or tactile), the body of knowl
edge gathered around this concept is very informative about the 
mechanisms involved in the perception of intentional actions. 

4. Agency, prediction and perceptual consequences 

The sense of agency describes the subjective feeling associated with 
controlling one’s own actions and, through these actions, events in the 
outside world (Haggard and Tsakiris, 2009; Haggard and Chambon, 
2012). Resulting from multiple signals (Synofzik et al., 2008), the sense 
of agency is largely and mostly explained by internal mechanisms. 
Particularly, the subjective construct of agency is recognized as intrin
sically determined by the computational predictive mechanisms of 
human action control. In line with predictive coding, these mechanisms 
are generally explained through a comparator model (CM) (Frith et al., 
2000; Blakemore et al., 2002) which is based on the intentional aspect of 
human action. Thus, according to the internal models theory (Wolpert 
and Kawato, 1998), an intentional action generates an efference copy (i. 
e., forward model) to produce a predicted state in parallel with the 
motor command (i.e., inverse model). This participates to the construct 
of an agentive internal state when the prediction of the sensory conse
quences of an action and the sensory feedback of this action are 
congruent/coherent. 

Interestingly, these predictive mechanisms activated by our volun
tary actions seem to be involved not only in the development of the 
subjective experience of control but also in the way we perceive the 
sensory consequences of our actions. This is illustrated by a well-known 
paradigm concerning the perception of time between the action and its 
sensory consequences: the Intentional Binding (IB) (Moore and Obhi, 
2012 for review). IB refers to the subjective temporal compression 
experienced between a voluntary action and its external sensory con
sequences (e.g. sound feedback). A time interval that is only under
estimated during a voluntary movement (Haggard et al., 2002; Haggard, 
2005). 

In addition to this temporal compression, perceptual modulations of 
the sensory consequences of the action are also observed. Historically, 
self-generated action is associated with central attenuation (Blakemore 
et al., 1998; Timm et al., 2014) that has been largely correlated with 
perceptual attenuation at auditive (Hughes et al., 2013), visual (Car
doso-Leite et al., 2010), tactile (Blakemore et al., 1999; Bays et al., 2006) 
or somatosensory level (Shergill et al., 2013). Conversely, recent studies 
show an increase in brain activity (Reznik et al., 2014; Reznik et al., 
2015; Wen et al., 2018; Yon et al., 2018), which can, for example, be 
associated with a decrease in perceptual thresholds (Reznik et al., 2014). 
Thus, the neural activities of self-generated events can also be enhanced 
rather than inhibited (Roussel et al., 2013). Overall, there is then a set of 

Fig. 1. Schematic representation of the main issue developed in the first 
chapter; Integrative Mechanisms (Parts I and II). In the first two parts, we 
present the main knowledge gathered on visuo-vestibular integration. From 
there, we argue the need to confront the predictive mechanisms, inherent to the 
control of motion, with the perception of an agentive (i.e., a voluntary) motion. 
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observable operations that take place at different levels of analysis and 
that lead to either attenuation or enhancement of sensory pathways. 
Altogether, these observations support the concept of predictive coding 
since they suggest that both cancellation and activation at different 
levels may help to sharpen sensory integration of sensory outcomes 
(Wen et al., 2018; Yon et al., 2018). 

If, as previously exposed, the intentional nature of an action may 
impact perceptual mechanisms, its direct influence on multisensory 
integration itself remains far less documented. How to explain the 
impact of the agentive nature of an action and predictive mechanisms in 
the light of multisensory integration processes and their ponderation? 
This issue is specifically addressed in the next section. 

5. Being active over one’s own motion: consequences on 
multisensory integration 

To date, multisensory mechanisms have not been directly and 
explicitly confronted with the one of agency. Recently, van Kemanade 
and her colleagues (2016) engaged the reflection since they specifically 
investigated multimodal consequences of our actions at the audio-visual 
level. Beyond a significantly better performance in the bimodal task (i. 
e., lowered audio-visual detection thresholds), this study reveals an in
crease in performance in the active condition. Moreover, the advantage 
of being active is even more obvious when occurring within a time 
window of almost 200 ms after the action. Interestingly, this is in line 
with the time window of agency (Wen, 2019). This confirms that the 
benefit of being active can be expressed as long as the consequences of 
the action occur in a time window consistent with the task at hand 
(Berberian et al., 2012). More importantly, being active allows for 
greater sensitivity to sensory inputs when they are presented simulta
neously. This is reflected by a shortening of the perceived delay between 
the action and its synchronous sensory consequences. Therefore, the 
agentic state would derive its perceptual optimality when 1) the sensory 
consequences are presented synchronously with the action and 2) when 
sensory consequences are themselves synchronized. 

This is consistent with the experience of agency since it is a part of 
human perception that mobilizes a reweighting integration associated 
with the intention-action-effect loop to increase the causality between 
action and consequences (Kawabe et al., 2013). The phenomenon of 
intentional binding is a perfect illustration. Beyond that, it is also 
expressed by a potentiation of multisensory integration serving a better 
sensitivity. Interestingly, a recent study went further by investigating 
the neural correlates of predictive multisensory action consequences, 
using fMRI (Straube et al., 2017). Specifically, they associated a sup
pression of the BOLD signal in the auditory and visual cortical areas with 
predictive mechanisms linked to the multisensory consequences of one’s 
own action (Straube et al., 2017). Interestingly, this is consistent with 
the low-level inhibition already mentioned above and found at the 
vestibular level in the case of active movement (for review Cullen and 
Taube, 2017). Taken together, these works demonstrated that better 
multimodal integration during voluntary is dependent on prediction. 
However, why and how being active seems to potentiate multisensory 
integrative mechanisms for increasing performance remains to be 
questioned. 

Here we speculate that the weighting mechanisms of sensory inputs 
are partly ruled by action-related intentions and predictions. Recent 
studies have shown that active self-motion largely decreases vestibular 
activity in the brainstem, cerebellum (Mackrous et al., 2019; see Cullen 
and Taube, 2017 for review), thalamus (Dale and Cullen, 2019) or cortex 
(Frank et al., 2016) to inhibit conflicting vestibular signals for postural 
balance (Cullen, 2019) or visual tracking (Frank et al., 2016). These 
results give a glimpse of the reweighting dynamics that can take place 
during multisensory integration in response to the intended action of an 
operator. Therefore, our main claim is that being active would elicit a 
strengthening of the mechanisms underlying multisensory integration in 
favor of relevant inputs. This would occur in order to reinforce the 

causality of the consequences of an action (Jagini, 2021) (Fig. 2). 
Although this statement is reasonably supported by the body of 

knowledge mentioned above, there are still open questions to solve. For 
instance, the inner mechanism (at a cellular level?) underlying the in
fluence of agency upon multisensory integration is still not well un
derstood. In addition, which contexts other than direct motor output 
issued from the action generated could favor such integrative modula
tions? The following section focuses on how attention is also prime 
factor determining the influence of an agentive state over self-motion 
perception. 

6. Being active over one’s own motion: from prediction to 
attention 

In addition to motor involvement, agency is also associated with a 
better commitment to the task (Caspar et al., 2016), with the mobili
zation of attentional mechanisms (Wen and Haggard, 2018). Attention 
can be defined as the neural process by which the brain enhances the 
representation of relevant task inputs by reducing external noise from 
irrelevant inputs (Schroeder et al., 2010). Therefore, attention shares 
with prediction the act of sharpening relevant cues to the task at hand. 
Besides, it has recently been proposed to consider them together, 
although these two notions are classically evoked separately (Schröger 
et al., 2015). In their review, the authors clarified the relations between 
prediction and attention and firstly outlined that prediction and atten
tion are different mechanisms. Consistent with predictive coding (Fris
ton, 2010, 2012; Bastos et al., 2012; Walsh et al., 2020), prediction aims 
at making inferences about the causes of sensory input and their ex
pected accuracy, while attention is involved in optimizing the accuracy 
of the sensory input and regulating the gain of prediction errors. Second, 
prediction and attention remain closely related for three main reasons: 
(i) In a hierarchical view, attention modulates the sensory signals that 
depend on the underlying predictions and reveal the prediction error. 
(ii) Perceptual inference also consists in making inferences about the 
expected accuracy of the contents, by attentional modulation that in
creases the gain of anticipation signals. (iii) Increasing the gain allows a 
more efficient update of the model and, thus, better prediction. 

Then, a strong connection between prediction and attention is to be 
assumed when considering their impact on multisensory integration 
(van Atteveldt et al., 2014; Hartcher-O′Brien et al., 2017; Ferrari and 
Noppeney, 2021). Moreover, predictive coding has also recently been 
proposed as a theoretical framework for multisensory integration for 
self-motion perception (Krala et al., 2019). According to recent findings, 
it can be assumed that such prediction-attention mechanisms potentiate 
the multisensory integration of cues relevant to a task at hand (Jensen 
et al., 2020). This is supported by the work of Donohue et al. (2015) 
exploring the interaction between attentional cueing and multisensory 
(audio-visual) integration using a bounce/stream paradigm. The prin
ciple of this paradigm is to make two circles evolve towards each other 
until they overlap, before they dissociate again. Under strictly visual 
stimulation the two circles are usually perceived as merging into each 
other when their paths cross. However, when a sound is added together 
when they merge, they are more commonly perceived as bumping into 
each other (the auditory bounce effect). On this basis, Donohue and his 
colleagues have shown that increasing the predictability of an event 
through a cue increases the auditory bounce effect since participants 
early orient their attentional focus to the right place. This is finally in 
agreement with other works explaining that the predictability of a target 
helps limit the interference of irrelevant information during integration 
(Jensen et al., 2020). Thus, orienting the attentional focus in an antici
patory manner facilitates the integration of relevant inputs (Lunn et al., 
2019). 

As in the work of van Kemenade et al. (2016), the effect appears 
stronger when sensory inputs are synchronous. Therefore, attention 
would derive its perceptual optimality regarding sensory integration 
when 1) the sensory consequences are predictable and 2) when sensory 
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consequences are themselves synchronous. Taken together, these studies 
suggest a perceptual advantage of motor (van Kemenade et al., 2016) or 
attentional (Donohue et al., 2015) engagement in the ability to integrate 

sensory information into a single percept. This advantage might rely on 
a narrowing of the time window for integration and a better binding of 
relevant inputs (cf., Figures 6 and 8 of van Kemenade et al., 2016 and  

Fig. 2. Schematic representation of the key message developed in the second chapter; perceptual implications (Parts III, IV and V) and associated hy
pothesis. From part III to IV, we expose to what extent agency is a nice approach to consider the predictive mechanisms involved in self-motion perception. Also, in 
the light of some recent seminal works we outline hypotheses as to the impact on self-motion perception. 

Fig. 3. Schematic representation of some examples of applicative challenges evoked in the last chapter; Applicative challenges (Part VI). In the last part, 
we illustrate to what extent the body of knowledge discussed in the present review could shed light on concrete field problems. 
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Fig. 3 and 4 of Donohue et al., 2015). Consistent with Active sensing, both 
motor and attentional mechanisms may be part of the reweighting 
process of relevant inputs for self-motion perception . 

Above all, we see the high implication of the predictability of the 
situation in the integration of relevant information. Moreover, predict
ability is now recognized as a reinforcer of the internal agentive state 
(Tanaka and Kawabata, 2021). Remarkably however, this link has been 
mostly ignored when considering self-motion perception. Therefore, we 
propose to focus future studies at the level of the integration of the 
self-motion perception. Interestingly few studies point in this direction 
since they demonstrate attention implication at different levels of inte
gration and perception for self-motion. First, it has recently been shown 
that visuo-vestibular integration depends on the main integrative op
erations of integration that are well-known to be modulated by attention 
(Ohshiro et al., 2011; Ohshiro, 2017). Second, some studies seem to 
suggest the impact of attention on self-motion perception (Berger and 
Bülthoff, 2009). However, too little has been done and we regret the lack 
of additional studies linking this theoretical field to self-motion. All the 
more so as the questions raised so far are of major importance from an 
application point of view. This is the subject of the next section. 

7. Self-motion, agency and technological implications 

In the previous sections, we emphasized the strong implication of the 
predictability of the situation in the integration of relevant information. 
We have also argued that the set of top-down mechanisms involved in an 
agentive situation allows a better integration of relevant cues. But how 
might this impact on human behavior, and more particularly on human 
performance in operational situations? In our introduction, we high
lighted the growing importance of automation in aeronautical systems 
and the importance of spatial disorientation. The assumed link between 
the integration of visual-vestibular information, the predictability of the 
situation and the active nature of motion could therefore become 
critical. 

A recent accident seems relevant in this respect. This concerns a 
helicopter stationary flying with the autopilot mode activated (CRDP- 
Air Reco-2014-023-A). One of the two skids slightly hit an obstacle and 
caused the aircraft to deviate below the pilots’ perceptual threshold. 
However, the autopilot rectified the position of the aircraft with a ki
netic above the perceptive threshold of the pilots. Only perceiving the 
correction displacement without being aware of the initial incident, the 
pilot then made an inappropriate correction to the actual position, 
resulting in the crash of the rotorcraft and the death of all the passen
gers. This accident illustrates first of all the difficulty that the pilot may 
have in perceiving slight movements of the aircraft when these are of 
weak and induced by the environment (i.e., not voluntary). Interest
ingly, this accident also illustrates how unexpected movements gener
ated by an automatism can lead to a wrong perception of our body 
orientation in space. In this sense, the correction generated by the crew 
is highly indicative. The pilot thus took into account the vestibular in
formation indicating the rolling motion of the rotorcraft but was unable 
to integrate the visual information necessary to understand the move
ment induced by the pilot assistance systems the rolling motion of the 
aircraft. 

Such a case raises two interdependent concerns related to the opti
mization of management assistance systems in this kind of critical sit
uations. First, one may address the possible modulation of the initial 
estimation or of the spatial disorientation according to the internal state 
of the pilot (agentive versus non-agentive). To what extent could being 
involved in the control loop compensate for this misperception? Second, 
one can also question to what extent a better adaptation of the systems 
could avoid an inappropriate intervention of the operator (announce
ment of the correction, better adapted correction gains of the automatic 
pilot). 

More and more studies show that the more the situation is predictive, 
the better this optimization is expressed (Donohue et al., 2015; Jensen 

et al., 2020). Moreover, the field of agency has taken up the question and 
recent studies showed that predictability can be associated with a better 
feeling of control (Wenke et al., 2010; Sidarus, Chambon and Haggard, 
2013). Therefore, making a system more predictable seems to help 
keeping the operator in a certain level of control while optimizing his 
perception of the inputs relevant to the task. Part of this question is 
motivated by the fact that automation of systems tends to remove the 
pilot from his/her control loop (Endsley and Kiris, 1995), and to lower 
his/her agentive internal state through a loss of predictive mechanisms 
of control of the action (Berberian et al., 2012). From this, one of the 
ways advanced recently to optimize systems is to make them predictable 
and thus reduce the opacity for the operator. 

Particularly, part of the theoretical field of agency defends that a 
better cooperation and a reduced opacity can be reached by sharing 
intentions of the system in order to keep the pilot in control of the 
ongoing steering (Sebanz et al., 2003; van der Wel, 2015). Indeed, some 
works have recently shown that reducing the opacity of a system by 
exposing its intentions can also lead to an increased sense of control (Le 
Goff et al., 2018). The main argument is that it allows the operator to 
interpret the actions of the system as contributing to the control of the 
vector and not as an external disturbance that must be corrected. A part 
of the challenge would thus be to reconsider the human factor as an 
essential part of the system by reintegrating it into the driving process 
(Berberian, 2019). For all the reasons mentioned so far, we argue that 
extending the research on agency to the scope of motion perception 
would help overcome certain critical situations in flight. 

Furthermore, focusing on the development of systems around 
agentive internal state of the operator and predictability of automation 
would participate both in a better performance through optimized 
integration of relevant inputs and in a better internal state estimation for 
the operator. For instance, a guided motor involvement may increase the 
level of confidence (Gajdos et al., 2019; Siedlecka et al., 2019). Also, it 
seems that transparency about the coherence between a decision and its 
consequences increases the confidence reported in this choice (Siedlecka 
et al., 2020). Therefore, increasing the predictability and transparency 
of the system would also help increase the operator’s confidence in 
his/her control leading to a better acceptability of the system (Van
trepotte et al., 2022). 

Finally, part of this confidence would result from the reduction of 
uncertainty in man-machine cooperation. However, uncertainty is a 
source of stress and may alter decision confidence (Heereman and Walla, 
2011). It is known that an extreme level of stress may alter both the level 
of control (Yoshie and Haggard, 2013) and attention (Sänger et al., 
2014). Therefore, we can also assume that responding to the problem of 
system opacity would also influence the impact of stress in critical sit
uations that may alter control performance. Indeed, stress is already well 
recognized as a strong modulator of the general hormonal state. Multiple 
studies have therefore studied the impact of these hormonal modula
tions on performance in various tasks and in several populations (Wetzel 
et al., 2006; Kahng et al., 2007; Sauerland et al., 2016; Langer et al., 
2020; Zhu et al., 2022). However, some aspects relative to stress influ
ence on human-machine interactions have been also largely neglected 
(Sauer et al., 2019). Therefore, one of the avenues for future studies 
would be to evaluate the predictability of stressful events on the internal 
stress state of the operator, as it has been recently demonstrated in a 
driving task (Kerautret et al., 2022). 

8. Conclusion 

An agentive situation makes it possible to reduce uncertainty in favor 
of information relevant to the task. We argue that it implies the mobi
lization of motor and/or attentional predictive mechanisms. The pur
pose of these mechanisms is to reweight sensory inputs and increase the 
causality between the action and the consequences (Jagini, 2021). 
However, only few studies addressed this issue in the framework of 
self-motion perception and its neurophysiological correlates (i.e. 
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visuo-vestibular integration). Indeed, only few integrative (Ohshiro 
et al., 2011; Ohshiro, 2017), neural (Carriot et al., 2013) and perceptual 
evidence (Berger and Bülthoff, 2009) of a motor or attentional impact 
have been reported. However, we point out here that the 
visuo-vestibular integration has been too rarely explored with all the 
aspects presented throughout this review. We therefore raise here the 
need to explore self-motion perception through motor and attentional 
contributions, considering the novel constraints associated to pilot 
assistance systems. 

In a very exciting way, the current trends go in the direction of an 
exploration of the impact of agency on self-motion perception (see 
“Active sensing”, “Predictive coding” concepts). We argue here that 
mechanisms involved during agentive situations may modulate both 
weighting and predictive mechanisms that are involved in multisensory 
integration of self-motion both at temporal and spatial integration level. 
From an applicative point of view, this raises the question of main
taining agentive internal states of the operator, especially during critical 
operational phases. 

Finally, all the concepts presented in this review seem to be in line 
with current operational challenges, notably the one raised by the 
phenomenon of spatial disorientation in aeronautics. Furthermore, we 
believe that this new frame of research can be applied to other fields (e. 
g., automotive sector) and concrete applications (e.g. motion sickness) 
(Fig. 3). 
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