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Abstract
In this paper, we present a method for agglomerative cluster-

ing of characters in a video. Given a video edited with humans, we
seek to identify each person with the character they represent. The
proposed method is based on agglomerative clustering of deep
face features, using first neighbour relations. First, the heads and
faces of each person are detected and tracked in each shot of the
video. Then, we create a feature vector of a tracked person in
a shot. Finally, we compare the feature vectors and we use first
neighbour relations to group them into distinct characters. The
main contribution of this work is a person re-identification frame-
work based on an agglomerative clustering method, and applied
to edited videos with large scene variations.
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Introduction
Several processes in the film industry require to follow the

characters all along the movie. For example, knowing which
characters are present in a shot is useful to detect and localize
who is speaking. These last years, many methods based on Deep
Learning techniques have been proposed to detect or recognize
people in an image or a sequence of images. For example, Ama-
zon Rekognition1 uses an actor database to detect and recognize
celebrity all along a video. But if we have no information on the
identity or the number of characters, the problem becomes more
complex and is known as ”person re-identification” [11]. This
kind of algorithms are mostly focused on video surveillance ap-
plications [13, 5, 8]. But we can find in [6] a method dedicated to
the detection of all the characters present in a movie. It is based
on face detection for each shot and a clustering method to link
the similar faces along the movie. The key problem remains the
robustness with respect to the diversity of pose, the style of the
character appearance, and the occlusion when two characters are
in the same images.

In this paper, we propose an agglomerative clustering
method, that we integrate into a pipeline that re-identifies peo-
ple detected in a video, without any knowledge about the identity
or the number of characters. Our method is aimed to be more
robust as we use head detection combined with face detection, a

1https://docs.aws.amazon.com/rekognition/latest/dg/
celebrities.html

Figure 1: Overview of the proposed method.

robust tracking algorithm and an agglomerative clustering method
on feature vectors of the detected faces. We intend to apply this
method on TV shows, news or movies to detect, identify and track
all the characters shot by shot.

Method
In this section, we describe our proposed agglomerative

movie character re-identification algorithm (see Figure 1). We
first parse the video into shots. Each shot corresponds to a con-
tinuous sequence of frames. For each shot, we detect, localize
and track what we call ”persons”, who are unknown individu-
als appearing along a continuous sequence of frames. The work
presented here focuses on the re-identification of the persons of

https://docs.aws.amazon.com/rekognition/latest/dg/celebrities.html
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Figure 2: Character representation process.

different shots in order to retrieve and follow a ”character” (ac-
tual actor) in the whole movie, without any previous knowledge
about its identity. The last step of the process is for a human agent
to annotate each one of the re-identified persons to give them the
identity of the character (e.g. the name). Each component of our
algorithm is described and explained in the next sections.

Person detection and tracking per shot
To detect and track a person in a shot, we assume they can

be represented by their facial features. But persons can move and
turn around and their face may no more be present. So in order to
get a robust tracking of a person in the shot, we choose to use first
a head detector algorithm which can localize the head of a person
in all position, from front, profile or back. We combine this head
detector with a tracking method to get a head tracklet.

We then use a face detector to search for faces in the head
tracklet. We select then only the images of the head tracklet where
the face is visible to get a set of faces F s

i where s is the shot
number and i is the detected person index in the current shot

Person representation per shot
We assess then the quality of the faces. We search for the

”best” face in the set of faces F s
i by using the SDD-FIQA method

(Similarity Distribution Distance for Face Image Quality Assess-
ment), based on a Neural Network trained in an unsupervised
fashion [9]. We obtain a score between 0 and 100, 100 being the
best quality and we choose the image Fs

i with the highest score.
We set a minimum score, beneath which we suppose there is no
face in the tracklet.

In order to compare faces for re-identification, we need to
compute a feature vector rs

i for the best face Fs
i . We can use meth-

ods such as FaceNet-512 [10] and VGG-Face [7] which results in
feature vectors of size L = 512 for FaceNet-512, while VGG-Face
gives a L = 2622-dimensional feature vector. Figure 2 illustrates
this process.

Agglomerative person clustering between shots
Let us say that each shot s ∈ J1,SK contains ns different per-

sons. We state that two detected persons in the same shot can not
be the same character nor person (this excludes videos with one
actor that plays several roles at the same time). We then have ns

different characters, with
S
∑

s=1
ns = N.

We have now N detected persons (and so N feature vectors)
distributed into the S shots of the video. If there are actually K
characters, we should have K ⩽ N (if we do not have detected
false persons). The aim here is to cluster persons detected in dif-
ferent shots to retrieve the character which may appear all along
the movie. Notice two particular cases: if K = 1, there is only
one character who is present in the S shots. This video could be
for example a YouTuber alone in front of the camera. On the con-
trary, if we have before any processing K = N, this means that
there are as many persons (which are detected in only one shot)
as real characters. In other words, each character is present in
only one shot. This can appear for example in a street interviews
video, where each interviewee is present in one shot only.

Given the feature vectors rs
i of all the persons i in all the

shots s of the video, we compare them to each other, according
to a distance metric (such as euclidean L1, euclidean L2 or co-
sine similarity metric). Finally, we associate these representations
together using a new agglomerative clustering method based on
AGNES (Agglomerative Nesting) [4], and we obtain clusters of
re-identified detected persons corresponding to the same charac-
ter.

In order to create clusters of representations, the first step of
our method is to compute distances between all the feature vec-
tors. These distances define the proximity of two representations
and are the basis of our clustering method. To do that, we choose
to use 3 metrics, Euclidean L1, Euclidean L2 and Cosine similar-
ity, but we could use other distance metrics.

Let Dst ∈Mns,nt (R) be the matrix of distances between the
persons detected in the shot s and the persons detected in the
shot t. The matrix Dst is:

Dst =
(

ds,t
i, j

)
1⩽i⩽ns
1⩽ j⩽nt

, (1)

with ds,t
i, j = dist

(
rs

i , rt
j

)
the distance between the representa-

tions of the detected person i ∈ J1,nsK and the detected person
j ∈ J1,ntK.

As the distance function is symmetric, we have
Dst = Dts

T, ∀s, t ∈ J1,SK. If s = t, the distance matrix
Dss contains the distances between the persons detected in the
same shot s. But as we stated that two detected persons in the
same shot can not be the same character, we set the distance
between all the representations in the same shot to +∞.

Let then D ∈MN,N(R) be the matrix of distance between
all the representations. We can decompose this matrix with the
sub-matrices Dst, ∀s, t ∈ J1,SK:



D =


D11 D12 · · · D1S
D12

T D22 · · · D2S
...

...
. . .

...
D1S

T D2S
T · · · DSS

 ∈MN,N(R). (2)

Algorithm 1: Our proposed agglomerative algorithm,
based on AGNES [4]

Data: N ⩾ 0
Data: D
Data: {Ci = (ri, Ti, Ei = {ri}), i ∈ J1,NK}

// Triplet representing a cluster:

// ri: feature vector.

// Ti: associated threshold.

// Ei: set of feature vectors composing

the cluster

Result: {Ck, k ∈ J1,KK}
// Set of final clusters representing all

the characters.

Nc← N;
while matrix D contains a finite and strictly positive

value do
dmin←min

{
di, j ∈ D | 0 < di, j <+∞

}
(imin, jmin)← argmin

{
di, j ∈ D | 0 < di, j <+∞

}
// imin is the row cluster id and jmin is

the column cluster id

if dmin ⩽ min
(
Timin ,Tjmin

)
then

Eimin ← Eimin ∪
{
E jmin

}
// Clusters merge

rimin ←mean(Eimin)
// New representation vector

Timin ← ComputeThresh
(
dmin, Timin , Tjmin

)
// New threshold

for k from 1 to Nc, except k = imin and k = jmin
do

if Dimin,k =+∞ or D jmin,k =+∞ then
Dimin,k←+∞

Dk,imin ←+∞

else
Dimin,k← dist(rimin ,rk)
Dk,imin ← dist(rimin ,rk)

end
end
Delete the column D:, jmin and the row D jmin,:
Nc← Nc−1

else
Dimin, jmin ←+∞

end
end

D is then a symmetric matrix. The matrix D is also charac-
terized by 0 for all values of the diagonal, because the distance
between a representation and itself is equal to 0. We have:

D = (dr,u)1⩽r⩽u⩽N , (3)

with dr,u the distance between the person indexed r among the N
detected persons, and the person indexed u. This notation does not

take the shot numbers s and t into account, but these are related
by

ds,t
i, j = d

i+
s−1
∑

k=1
nk , j+

t−1
∑

l=1
nl

. (4)

Our strategy is to associate the detected persons sequentially,
from the closest representations to the farthest ones, and to create
clusters of representations by using the Agglomerative Nesting al-
gorithm (AGNES) [4]. We suppose first that each detected person
i ∈ J1,NK initially composes its own cluster, and we define these
clusters by Ci = {ri, Ti, Ei}, with Ei the set of face feature vectors
composing the cluster, Ti the threshold associated with the cluster,
and ri the characteristic vector of the cluster, corresponding to the
barycentre of the set of face vectors Ei. Each recognition method
applies a threshold T on the distance between two representations
to check their similarity. Then, as input of the algorithm, each
Ei is a singleton containing the face vector ri (and so cluster fea-
ture vector), and Ti = T, ∀i ∈ J1,NK. We have at the beginning
N clusters. The aim is to iteratively reduce the number of clusters
to find the K clusters that represent the K true characters, with K
unknown. Our algorithm is described in Algorithm 1.

To compute the new threshold of two merged clusters
Cα = {rα , Tα , Eα} and Cβ =

{
rβ , Tβ , Eβ

}
, we compute the ra-

dius of the intersection of the L-dimensional sphere Sα with cen-
ter rα ∈ RL and radius Tα ∈ R+, and the L-dimensional sphere
Sβ with center rβ ∈ RL and radius Tβ ∈ R+. We also take into
account the euclidean L2 distance d = ∥rα − rβ ∥2 and we obtain
the new threshold T ′ of the new cluster C′ merging Cα and Cβ :

T ′ =
1

2d
×
√

4T 2
α d2−

(
T 2

α −T 2
β
+d2

)2
. (5)

Experimental results
Let us take a 1min-passage from the episode S04E02 of

Friends2 as an illustration for the results. This video contains
S = 16 shots, and a total of N = 45 characters detected, that we
have to cluster into K = 6 groups to represent the 6 true characters
present in the scene. For our approach, we assume that the value
K = 6 is unknown.

2Friends: https://en.wikipedia.org/wiki/Friends

Figure 3: Head detection in shot #1 of the example video.

https://en.wikipedia.org/wiki/Friends


(a) Ross best face, Q=40.3 (b) Chandler best face, Q=52.7

(c) Joey best face, Q=37.2 (d) Monica best face, Q=37.5
Figure 4: Best faces of the 4 persons with a front or a profile face
visible at least on one frame in the shot 1. As the face of Chandler
(4b) is better enlightened and straight, it has a better score than
the other. On the contrary, Joey (4c) is in profile and his score is
lower.

We first cut the video into shots using PySceneDetect for
its fastness and its performance [1]. We obtain all the shot cuts
in a video, and we get S = 16 videos without camera change, as
we expected. Let’s take the first shot s = 1. The head detector
Yolov5-CrowdHuman [3] and the tracking method DeepSort [12]
return correctly all the heads tracklets of the 6 persons in the
shot. Figure 3 illustrates the head detection, on the frame
#117 of the first shot. We notice 2 persons with a front face
(Chandler and Monica), 2 with a profile head (Ross and Joey)
and 2 others showing their back (Phoebe and Rachel). Among
all the frames of the shot #1 where faces are detected, we select
the front face with the best score according to the image quality
assessment factor SDD-FIQA [9]. Figure 4 illustrates the best
faces chosen by the algorithm and the associated score, for 4
persons. Unfortunately, for the two persons from the back, we
can not select a face, so they are not considered for this shot.

We then encode the obtained best faces with the encoder
FaceNet-512 [7] and we obtain a L = 512-dimensional feature
vector, which we compare with all the other feature vectors of the
best faces in the other shots, using the euclidean L2 distance. We
obtained then the matrix D, on which we compute our Algorithm
1. This outputs the clusters of the detected person along all the
shots of the video, and we illustrate the result on Figure 5. We
notice for example in Figure 5a that the character Ross appears
in 5 shots. We can also notice that the clusters illustrated in Fig-
ure 5d and Figure 5e represent the same character but they are
separated into two distinct clusters.

After manually annotating each cluster, we then obtain the

(a) Ross cluster

(b) Chandler cluster

(c) Joey cluster (d) Monica cluster 1 (e) Monica cluster 2
Figure 5: Obtained clusters with our approach, for characters
Ross, Chandler, Joey and Monica. Two clusters have been created
for Monica, which is due to the low quality of the face images, es-
pecially the face image of the cluster Figure 5d which is only 50
pixels wide.

Figure 6: Named characters in the shot #1 of the example video
of Friends. As we use facial recognition in the process, the back
of the heads of Phoebe and Rachel are not identified.

video results available on this link3. Figure 6 illustrates the cor-
rect annotation of the frame 117 of the shot #1, obtained with our
algorithm.

Discussion
Some limitations can occur with our algorithm. First, during

the person re-identification phase, two different characters can be
associated to the same cluster. A solution would be for the end-
user to visually check that all the best face images of the persons
tracklets which are aggregated to a cluster (as the 5 faces of Ross
cluster in Figure 5a) really represent the same character. This is
a quick process that would require, in case of an error, to identify
manually each person of the cluster.

The opposite case is when several clusters are created
whereas they represent the same character (as in Figure 5d and

3https://seafile.lirmm.fr/f/f4cd1a0fcc8b4b079d8d/

https://seafile.lirmm.fr/f/f4cd1a0fcc8b4b079d8d/


Figure 7: Case where one character occludes another one. We
present 3 frames of the same shot ordered by time from top to
bottom. Initially, the two characters (the man with grey shirt and
Joey) are correctly tracked. But then, the occlusion of Joey by the
other man, combined with the fact that the man moves too fast to
be correctly detected by the head detector, leads to a confusion
between the two tracklets of both characters. The method keeps
only the tracking of the man in grey before the occlusion, and the
tracking of Joey after the occlusion. The best face in this mixed
tracklet is Joey’s (as it is visible from front and motionless), so
after annotation, his name was propagated to the other character.

5e). In fact, low image quality, variations of lightning or face ori-
entation may change the feature vector of the face encoder. The
distance between two representations of the same face becomes
then too large to aggregate the two persons. Notice that this causes
only more clusters than it should be; the result is not wrong but it

will require the end-user to annotate more data.
An other limitation is head overlapping, which may impact

the tracking phase. Let imagine a shot where the head of the char-
acter A passes in front of the head of the character B at some time
t. Before time t, the method creates a tracklet for each character.
Then at time t, our method only captures one head in the frame,
and then the two tracklets arrive at the same place. If after time
t, the character A goes off camera or is not clearly detectable (for
example because we can not distinguish his face), the tracking
algorithm will follow only the character B, resulting in a unique
tracklet containing two different characters. Figure 7 shows an
example of this problem.

Some objects might also be recognized as human faces dur-
ing the face detection phase, and then be tracked and clustered.
Most of the time, these objects are tracked only during a small
number of frames as they are only confused with human head
with the right conditions (for example the right angle or the right
light). Then there is not even enough frames where a face is de-
tected to create an actual tracklet. Indeed, we introduce a thresh-
old fmin based on the ”minimum number of frames” in the track-
ing method to remove these artefactual tracklets. So in general,
the object is discarded during the tracking phase. Examples of
objects mistaken with human faces are presented in Figure 8

Figure 8: Example of objects mistaken for human faces: a photo
portrait and a mask.

Conclusion
In this work, we have presented an agglomerative movie

character clustering algorithm based on first neighbour relations,
and using head and face detection. While most work on person re-
identification focus on deep face features recognition only, we add
a head detection to improve the tracking of the characters. More-
over, our method of face-clustering is based on first neighbour
relations, which aims to overcome errors due to the application of
a threshold alone.

In the future, we plan to apply our method on the Video
Person-Clustering dataset VPCD, and compare our results with
the state of the art Mu-HPC [2].
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