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Abstract

We provide two families of algorithms to compute characteristic polynomials of endo-

morphisms and norms of isogenies of Drinfeld modules. Our algorithms work for Drinfeld

modules of any rank, defined over any base curve. When the base curve is P1
Fq
, we do a thor-

ough studyof the complexity, demonstrating that our algorithms are, inmanycases, themost

asymptotically performant. The first family of algorithms relies on the correspondence be-

tweenDrinfeldmodules andAndersonmotives, reducing the computation to linear algebra

over a polynomial ring. The second family, available only for the Frobenius endomorphism,

is based on a formula expressing the characteristic polynomial of the Frobenius as a reduced

norm in a central simple algebra.
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Introduction

Drinfeld modules were introduced in 1974 to serve as the fundations of the class field theory of
function fields [Dri74]. Although they were initially considered as mathematical abstract ob-
jects, recent papers highlighted a growing interest for the computational aspects in these top-
ics: in the recent years, a PhD thesis [Car18] and at least three papers focused on the algorith-
mics of Drinfeld modules [CGS20, MS19, MS23]. Due to their striking similarities with ellip-
tic curves, Drinfeld modules were considered several times for their applications in cryptogra-
phy [JN19, Sca01, BCDA22, LS23]. Other applications saw them being used to efficiently factor
polynomials in Fq[T ] [DNS21].

The present paper is a contribution to the algorithmic toolbox of Drinfeld modules. More
precisely, we focus on the effective and efficient computation of characteristic polynomials of en-
domorphisms of Drinfeld modules, as well as norms of general isogenies.

Context. Before going deeper into our results, we recall briefly the purpose and themost signif-
icant achievements of the theory of Drinfeld modules. Classical class field theory aims at describ-
ing abelian extensions of local and global fields, using information available solely at the field’s
level [Che40, Con09]. Premises of the theory go back to Gauß’Disquisitiones Arithmeticae, and
in 1853, Kronecker stated the famous Kronecker-Weber theorem: every abelian number field lies
within a cyclotomic field [Kro53, Hil32]. Another crucial theorem from class field theory is the
Kronecker Jugendtraum, relating maximal abelian unramified extensions of quadratic imaginary
number fields and the theory of complexmultiplication of elliptic curves. More generally, a result
conjectured byHilbert, and proved byTakagi in 1920 [Tak14], asserts that every number fieldK is
contained within a maximal abelian unramified extensionH whose class group is isomorphic to
Gal(H/K ). The fieldH is called theHilbert class field ofK and, apart from abelian number fields
and imaginary quadratic number fields, it is generally hard to describe, yet even to compute.

The goal of Drinfeld modules is to set up an analogue of these results for function fields. A
Drinfeld module is an algebraic object which is defined within the following setting: a base curve
C over Fq which is projective, smooth and geometrically connected (e.g. C = P1

Fq
); a fixed point

∞ of C ; the ring A of rational functions on C regular outside∞ (e.g. A = Fq[T ]); a base field K
with a structure of A-algebra given by an Fq-algebra morphism γ : A → K . We then talk about
Drinfeld A-modules. In this setting, we define p = ker γ; it is an ideal of A acting as a function
field analogue of the more classical characteristic p. An important feature of Drinfeld modules is
that they endow the algebraic closure K of K with a structure of A-module. When A = Fq [T ],
this structure surprisingly ressembles to theZ-module structure on the points of an elliptic curve.
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Important references on Drinfeld modules include [Gek91, Gos98, Ros02, Poo22, VS06, Hay11,
Pap23].

The simplestDrinfeldmodules are the rank 1Drinfeldmodules over the curveP1
Fq
, whereK is

the function field Fq(T ), i.e. the Drinfeld Fq[T ]-modules of rank 1 over Fq(T ). They were stud-
ied by Carlitz [Car35], and provide function field analogues of roots of unity, and consequently,
of cyclotomic fields; the analogue of the Kronecker-Weber theorem was subsequently proved by
Hayes [Hay74]. Coming to the Jugendtraum, we need to go to Drinfeld modules of rank 1 over
general curves and Drinfeld Fq[T ]-modules or rank 2 over finite fields. The latter have a theory
of complex multiplication which shares many similarities with that of elliptic curves over finite
fields. As an illustration, we mention that the endomorphism ring of such a Drinfeld module is
either an order in a quadratic imaginary function field or amaximal order in a quaternion algebra.

Algorithmic results. Like in the classical setting, the theory of complexmultiplication ofDrin-
feldmodules depends heavily on the notion of characteristic polynomial of the Frobenius endomor-
phism, which we compute in this paper. This polynomial lies in A[X ] and is an invariant of pri-
mary importance: it determines the isogeny class of the underlying Drinfeld module, it controls
the theory of complex multiplication and it is the main building block in the construction of the
attached L-function [Tae09]. Moreover, in the case of rank 2 Drinfeld modules over Fq[T ], be-
ing ordinary is equivalent to having amiddle termnot divisible by the function field characteristic.
The characteristic polynomial of the Frobenius also defines curves and extensions that naturally
arise in the class field theory of function fields [LS23]. More generally, characteristic polynomials
can be defined for any endomorphism in any rank and over any base.

In thepresent paper, wedesign algorithms for computing the characteristic polynomial of any
endomorphismof aDrinfeldmoduleon theonehand, and for computing thenormof any isogeny
between Drinfeld modules on the other hand. When A = Fq[T ], we moreover do a thorough
analysis of their complexity. To state our complexity results, it is convenient to use Laudau’s O-
notation and some of its variants. Precisely, if f and g are two positive quantities depending on
parameters, we write

• g ∈ O(f ) if there exists an absolute positive constant C such that g ¶ C ·f ,
• g ∈ O˜(f ) if there exist absolute positive constant C and k such that g ¶ C ·f logk f ,
• g ∈ O•(f ) if, for all ε > 0, there exists a positive constant Cε such that g ¶ Cε·f 1+ε,

where all inequalities are required to hold true for all choices of parameters.
Let also ω ∈ [2, 3] denote a feasible exponent for matrix multiplication; by this, we mean

that we are given an algorithmwhich is able to compute the product of two n× nmatrices over a
ring R for a cost of O(nω) operations in R. The naive algorithm leads to ω = 3; however, better
algorithms do exist and the best known value for ω, nowadays, is less than 2.37188 [DWZ22].
Similarly, let Ω be a feasible exponent for the computation of the characteristic polynomial of a
matrix over polynomials rings over a field. Using Kaltofen and Villard’s algorithm, it is known
that one can reach Ω < 2.69497 [KV05]. If K is a finite extension of Fq of degree d, we also
denote by SM¾1(n, d) a log-concave function with respect to the variable n having the following
property: the number of operations in Fq1 needed for multiplying twoOre polynomials inK {τ}

1Here, we assume that applying the Frobenius ofK counts forO˜(d) operations in Fq, see §1.2.3 for more details.
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of degree n is in O˜(SM¾1 (n, d)).
Our first result is about the computation of the characteristic polynomial of an endomor-

phism of a Drinfeld module.

Theorem A (see Theorems 2.15 and 2.16). Let ϕ be a Drinfeld Fq[T ]-module of rank r over a
field K, and let u be an endomorphism of ϕ of degree n. The characteristic polynomial of u can be

computed for a cost of O˜(n2 + (n + r)rΩ−1) operations in K and O(n2 + r2) applications of the
Frobenius.

Moreover, when K is a finite extension of Fq of degree d, the characteristic polynomial of u can

be computed for a cost of

O˜(d log2 q) + O•
( (
SM¾1 (n, d) + ndr + (n + d)rω

)
· log q

)
bit operations.

We then study more particularly the special case of the Frobenius endomorphism (which is
only defined whenK is a finite field), for which we provide three different algorithms that we call
F-MFF, F-MKU and F-CSA respectively.

TheoremB. Let ϕ be aDrinfeldFq[T ]-module of rank r over afinite extenstionK ofFq of degree d.

The characteristic polynomial of the Frobenius endomorphism of ϕ can be computed for a cost of either

• [F-MFF algorithm, see §2.2.2] O˜(d log2 q) + O•
(
(SM¾1 (d, d) + d2r + drω) · log q

)
, or

• [F-MKU algorithm, see §2.2.3] O˜(d log2 q) + O•
(
(d2rω−1 + drω) · log q

)
, or

• [F-CSA algorithm, see §4.2] O˜(d log2 q) + O• (rdω log q)
bit operations.

We finally come to general isogenies between different Drinfeld modules. In this case, the
characteristic polynomial is not well-defined, but the norm is.

Theorem C (see Theorems 3.4 and 3.5). Let ϕ and ψ be two Drinfeld Fq[T ]-modules of rank r
over a field K, and let u : ϕ → ψ be an isogeny of degree n. The norm of u can be computed for a

cost of O˜(n2 + nrω−1 + rω) operations in K and O(n2 + r2) applications of the Frobenius.
Moreover, when K is a finite extension of Fq of degree d, the norm of u can be computed for a

cost of

O˜(d log2 q) + O•
( (
SM¾1 (n, d) + ndr + nmin(d, r)rω−1 + drω

)
· log q

)
bit operations.

Moreover, we propose extensions of all our algorithms to Drinfeld modules defined over a
general curveC (and not justP1

Fq
). However, we do not carry out, in the present paper, a thorough

study of the complexity in this general setting.
Finally, we mention that, in the case of P1

Fq
, our algorithms have been implemented in Sage-

Math [ACLM23] andwill be hopefully publicly available soon in the standard distribution. Mean-
while, the interested user may read tutorials and try out our software package online on the plat-
form plm-binder at:

https://xavier.caruso.ovh/notebook/drinfeld-modules
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Figure 1: The best algorithm for computing the characteristic polynomial of the Frobenius endo-
morphism, depending on the size of r, d andm.
Assumptions: 2 ¶ ω ¶ 3 and ω ¶ Ω ¶ ω + 1.

Comparison with previous results. To the authors’ knowledge, it is the first time that algo-
rithms are presented for Drinfeldmodules defined over a general curve; so far, only the case ofP1

Fq

was adressed. Also, we are not aware of previous works on the explicit computations of norms of
general isogenies between different Drinfeld modules.

In contrast, the question of the explicit computation of the characteristic polynomial of the
Frobenius endomorphism, especially in the case of rank 2, was already considered by many au-
thors [Nar18, DNS21, GP20, MS19, MS23]. Our algorithms for this task are however new and
they turn out to be competitive for a large range of parameters. More precisely, prior to our work,
the most efficient algorithm was due to Musleh and Schost [MS23]. Depending on the relative
values of r, d = [K : Fq] andm = deg(p), all four algorithms (F-MFF, F-MKU, F-CSA andMusleh-
Schost’s algorithm) achieve the best asymptotic complexity in at least one regime, as shown in Fig-
ure 1. As a rule of thumb, the reader can memorize that our algorithms are better when r ≫

√
d

(or even r ≫ d0.431 if one takes into account fast algorithms for matrix multiplication); on the
contrary, when r ≪

√
d, our algorithmsmay still be competitive, depending on the relative values

of log(m)/log(d) and log(r)/log(d).
For amore complete review on existing algorithms and comparison between complexities, we

refer to the tables of Appendix A (page 42).
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Anderson motives. Themain theoretical input uponwhich all our algorithms are based is the
motive attached to a Drinfeldmodule, introduced by Anderson in 1986 [And86] (see also [Gos98,
vdH04, GL20]). In the classical setting of algebraic geometry, Grothendieck describes themotive
M(X ) of an algebraic variety X as the ultimate object able to encode all the “linear” properties
of X . Since characteristic polynomials and norms are obviously constructions of linear nature,
we expect to be able to recover them at the level of motives. However, in the classical setting,
motives are usually quite complicated objects, often defined by accumulating subtle categorical
constructions. More or less, this totally prevents using them for algorithmic applications.

It is striking that the situation for Drinfeld modules is much more tractable: the Anderson
motiveM(ϕ) of aDrinfeldmodule ϕ is a very explicit object—concretely, it is justK {τ} equipped
with extra structures—which is verywell-adapted to algorithmicmanipulations. However,M(ϕ) ex-
hibits all the theoretical features one expects; in particular, it retains all the information we need
on characteristic polynomials of endomorphisms and norms of isogenies. In the present paper,
we make an intersive use of this yoga. In particular, we highlight that our methods are not an
adaptation of existing methods from elliptic curves.

More precisely, an endomorphism u of a Drinfeld module corresponds to a linear endomor-
phismM(u) at the level of Anderson motives. It is moreover a well-known fact that the charac-
teristic polynomial ofM(u) agrees with that of u (see [Pap23, Proposition 3.6.7] for the case of
P1
Fq
). In the present paper, we give a new proof of this theorem, and extend it to general isogenies,

establishing that the norm of an isogeny u is the ideal generated by the determinant ofM(u) (see
Theorem 3.2). We then use this result to reduce the computations we are interested in to the com-
putation of the determinant or the characteristic polynomial of an actual matrix. In the case of
P1
Fq
, this is immediate since Anderson motives are free over K [T ], with an explicit canonical ba-

sis. For a general curve, Anderson motives are not always free but only projective, which induces
technical difficulties for algorithmics. Although it should be doable to tackle these issues head-on,
we choose to work around them by reducing the problem to the case of P1

Fq
treated previously.

The central simple algebra method. The previous discussion applies to all our algorithms,
except the algorithm F-CSA which is different in nature: it is based on a formula interpreting the
characteristic polynomial of the Frobenius endomorphism as a reduced norm in somewell-suited
central simple algebra (see Remark 4.6). This reduces the computation of the characteristic poly-
nomial of the Frobenius endomorphism to the computation of a reduced characteristic polymo-
nial which, using classical techniques, further reduces to the computation of the characteristic
polynomial of an actual matrix over of size d × d (with d = [K : Fq] as above) over Fq[T ].

To conclude, we would like tomention that, on the theoretical side, Anderson motives are not
only a powerful tool for studying Drinfeld modules; they are nowadays considered as a vast gen-
eralization of Drinfeld modules, providing more flexibility in the constructions and having their
own interest. The methods presented in this article strongly suggest that designing algorithms
in the framework of general Anderson motives is completely within our reach (and maybe eas-
ier!). We then do believe that time is ripe to go beyond Drinfeld modules and start working with
Anderson motives at the algorithmic level.
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1 Background

This section serves as a gentle preliminary part in which we introduce the setup of this article. On
the theoretical side, we recall basic definitions and constructions on Drinfeld modules while, on
the computational side, we specify our complexity model and discuss several algorithmic primi-
tives we shall constantly use throughout this article.

1.1 Drinfeld modules

Throughout this paper, we fix a finite field Fq of cardinality q. Let C be smooth, projective, geo-
metrically connected curve over Fq. Let∞ be a distinguished closed point on C and let A denote
the ring of rational functions onX that are regular outside∞. If F is an extension of Fq, we write
AF = F ⊗Fq A. Thanks to our assumptions on C , the ring AF is a Dedekind domain. We recall
that the degree of an ideal a ofAF , denoted by deg(a), is defined as the F -dimension ofAF/a. For
a ∈ AF , we will often write deg(a) for deg(aAF ).

We consider an extension K of Fq and fix an algebraic closure K of K . We fix in addition a
homomorphism of Fq-algebras

γ : A→ K.

The kernel of γ, a prime ideal of A, is denoted by p and referred to as the characteristic. An ideal
ofA is said away from the characteristic if it is coprime to p. Finally, we letK {τ} be the algebra of
Ore polynomials overK in τ, in which themultiplication is twisted according to the rule τa = aqτ

for all a ∈ K .

1.1.1 Drinfeld modules and isogenies

We define Drinfeld modules and their morphisms.

Definition 1.1 (Drinfeld modules). ADrinfeld A-module (or aDrinfeld module for short) over
K is a ring homomorphism

ϕ : A→ K {τ}

whose constant coefficient agrees with γ and whose image is not contained inK .

For a ∈ A, we write ϕa for ϕ(a). By definition, the rank of ϕ is the unique positive integer r
such that deg(ϕa) = r deg(a) for all a ∈ A (see [Gek91, Definition 1.1]).

Example 1.2. The simplest Drinfeld modules are those for which C = P1
Fq
and∞ is the point at

infinity, i.e. A = Fq [T ]. In this case, a Drinfeld module ϕ of rank r is defined by the datum of an
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Ore polynomial
ϕT = γ(T ) + g1τ · · · + grτr ,

with g1, . . . , gr ∈ K and gr ≠ 0. Carlitz modules are those Drinfeld Fq[T ]-modules for which
K = Fq(T ) and r = 1.

Definition 1.3 (Morphisms). Let ϕ, ψ be two Drinfeld modules. Amorphism u : ϕ → ψ is, by
definition, an Ore polynomial u such that uϕa = ψau for every a ∈ A. An isogeny is a nonzero
morphism.

This definition equips the class of Drinfeld modules with a structure of category, in which
the composition is given by the product in the ring of Ore polynomials. We say that ϕ and ψ
are isogenous if there exists an isogeny between ϕ and ψ . One checks that two isogenous Drinfeld
modules have the same rank. For any a ∈ A, ϕa defines an endomorphism of ϕ. If K is a finite
field of degree d over Fq, then τd defines an endomorphism called the Frobenius endomorphism of
ϕ; it is denoted by Fϕ.

Let u : ϕ→ ψ be an isogeny defined by the degree nOre polynomial

u = u0 + u1τ + · · · + unτn.

We say that n is the τ-degree of u. By definition, the height of u is the smallest integer h for which
uh ≠ 0. In what follows, we denote it by h(u). When h(u) = 0, we say that u is separable. When
the characteristicp is zero, any isogeny is separable. On the contrary, whenp does not vanish, h(u)
is a necessarily multiple of deg(p), and u decomposes as u = us ◦ τh(u) , where τh(u) defines an
isogeny from ϕ to a second Drinfeld module ϕ′ and us : ϕ′ → ψ is a separable isogeny.

1.1.2 Torsion points, Tate module, and Anderson motives

Let ϕ and ψ be two rank r Drinfeld modules. We define the most important algebraic structures
attached to a Drinfeld module.

Definition 1.4 (A-module). (i) TheA-moduleofϕ, denotedE(ϕ), is theA-moduleK equipped
with the structure given by

a · z = ϕa(z)

for a ∈ A and z ∈ E(ϕ).

(ii) Given an additional ideal a of A, we define the a-torsion Ea (ϕ) of ϕ as the a-torsion of the
module E(ϕ), that is the subset of K consisting of elements z for which ϕa(z) = 0 for all
a ∈ a. For an element a ∈ A, we write Ea (ϕ) for EaA(ϕ).

Any morphism of Drinfeld modules u : ϕ→ ψ induces A-linear morphisms

E(u) : E(ϕ) → E(ψ)
z ↦→ z(u)

and Ea (u) : Ea (ϕ) → Ea (ψ). For any nonzero ideal a ⊂ A away from the characteristic, the
module Ea (ϕ) is free of rank r over A/a, i.e. Ea (ϕ) ≃ (A/a)r [Gos98, Remark 4.5.5.1]. This
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classical fact highlights one of the first similarities with elliptic curves, of which rank twoDrinfeld
modules are said to be function field analogues.

Definition 1.5 (Tate module). Let q be a maximal ideal of A, away from the characteristic. We
define the q-adic Tate module of ϕ as the inverse limit

Tq (ϕ) = lim←−Eqn (ϕ).

TheTatemoduleTq (ϕ) is amodule over the completionAq ofAwith respect to theplaceq. It
is free of rank r, and morphisms u : ϕ→ ψ give rise to Aq-linear maps Tq (u) : Tq (ϕ) → Tq (ψ).

Definition 1.6 (Anderson motive). (i) TheA-motiveofϕ, denotedbyM(ϕ), is theAK -module
K {τ} equipped with the structure given by

(λ ⊗ a) · f = λfϕa

where λ ∈ K , a ∈ A, f ∈ M(ϕ) and the multiplication in the right hand side is computed
inK {τ}.

(ii) Given in addition an ideal a of A, we define

Ma (ϕ) = A/a ⊗A M(ϕ) = M(ϕ)/aM(ϕ).

For an element a ∈ A, we writeMa(ϕ) forMaA (ϕ).

Remark 1.7. In classical references (e.g. [Gos98, Section 5.4]), the A-motiveM(ϕ) carries more
structure: it is a module over the noncommutative ring K {τ} ⊗Fq A = AK {τ}. This additional
τ-action is important, but never used in this article. Therefore, for simplicity, we only retain the
structure of AK -module.

It is well known thatM(ϕ) is projective of rank r overAK (see [Gos98, Lemma 5.4.1]). When
A = Fq[T ], wehaveAK ≃ K [T ] andM(ϕ) is freewithbasis (1, τ, . . . , τr−1) [Pap23, Lemma3.4.4].
We stress that this has significant importance for our algorithmic purpose. In general, amorphism
of Drinfeld modules u : ϕ→ ψ induces a morphisms of AK -modules

M(u) : M(ψ) → M(ϕ)
f ↦→ fu

and Ma (u) : Ma (ψ) → Ma (ϕ). We refer to [Gos98, Ch. 5] or [vdH04, Section 2] for more
details and generalizations. The degree of the Ore polynomial defining an element f ∈ M(ϕ)
(resp.M(u)) is called the τ-degree of f (resp.M(u)).

Remark 1.8. Let a and q be ideals of A, with q maximal. The constructions E, Ea, Tq,M and
Ma define functors from the category of Drinfeld modules:

• E (resp. Ea) is a covariant functor to the category of A-modules (resp. A/a-modules);

• Tq is a covariant functor to the category of Aq-modules;
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• M (resp. Ma) is a contravariant functor to the category of AK -modules2 (resp. AK/aAK -
modules).

In standard references, the a-torsion is denoted by ϕ[a]. In this article, we prefer the notation
Ea (ϕ) because it better underlines the functorial properties of the construction, which will later
play a leading role.

1.1.3 Norms and characteristic polynomials

The norm of an isogeny is defined in [Gek91, §3.9], in terms of Euler-Poincaré characteristic. Let
us take a step back, and fix a Dedekind domainA. The Euler-Poincaré characteristic, denoted by
χA, is a function defined on the class of finitely generatedA-modules and assuming values in the
set of ideals ofA. It is uniquely determined by the following conditions:

(i) χA(A/a) = a for every ideal a ofA;

(ii) χA(M2) = χA(M1) · χA (M3) for every exact sequence 0→M1 →M2 →M3 → 0 of
finitely generatedA-modules.

The formation of Euler-Poincaré characteristic commutes with flat scalar extension. In particular,
given a finitely generatedA-moduleM and a maximal ideal q ⊂ A, we have

χA(M) ⊗A Aq = χAq
(M ⊗A Aq).

Similarly, ifA′ is another Dedekind domain lying aboveA, we have

χA (M) ⊗A A′ = χA′ (M ⊗A A′).

IfM is torsion, theNoether’s theoremon the structureoffinitely generatedmodules overDedekind
domains [Eis95, Exercise 19.6] implies thatM decomposes asM ≃ A/a1 × · · · ×A/aℓ , where
a1, . . . , aℓ are ideals ofA. In that case, χA (M) = a1 · · · aℓ .

Definition 1.9 (Norm). Let u : ϕ → ψ be an isogeny. The norm of u, denoted by n (u), is
defined as

n (u) = p
h(u)
deg(p) · χA(kerE(u)).

Remark 1.10. We recall that h(u) denotes the height of u. This definition takes into account that
an isogeny and its separable part have the same kernel: the correction by the factor ph(u)/deg(p)

corresponds to the purely inseparable part.

Example 1.11. Let r be the rank of ϕ. For a ∈ A, we have n (ϕa) = arA. If p ≠ 0 then
n (τℓ deg(p) ) = pℓ for all ℓ ∈ Z¾0. In particular, when K is a finite extension of degree d of
Fq, the norm of the Frobenius endomorphism Fϕ is explicitly given by n (Fϕ) = pd/deg(p) .

One proves [Gek91, Lemma 3.10] that the norm is multiplicative: if u and v are composable
isogenies, we have n (v ◦ u) = n (v) · n (u). When u is an endomorphism, its action on the Tate

2More precisely,M is a functor to the category of Anderson motives.
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moduleTq (u) is a linear endomorphism, whose determinant lies inA and generates n (u) [Gek91,
Lemma 3.10.iii]:

n (u) = det(Tq (u)) · A.

Definition 1.12 (Characteristic polynomial). Let u : ϕ → ϕ be an endomorphism. We define
the characteristic polynomial of u as the characteristic polynomial of Tq(u).

SinceTq (ϕ) has rank r overAq, the characteristic polynomial ofuhas degree r. It is also proven
that it has coefficients in A [Gek91, Corollary 3.4].

Example 1.13. In this example, we assume that A = Fq [T ], that K is finite of degree d over Fq,
and that ϕ is a rank two Drinfeld module defined by ϕT = γ(T ) + gτ + Δτ2. The characteristic
polynomial of the Frobenius endomorphism of ϕ takes the form [Gek08, Theorem 2.11]

X2 − tX + (−1)dNK/Fq (Δ)−1pd/deg(p)

where NK/Fq is the norm fromK toFq and, in a slight abuse of notation, the notation p is used to
denote themonic generator of the characteristic. The coefficient t ∈ Fq[T ] is called theFrobenius
trace of ϕ and we have degT (t) ¶ d/2. We refer to Remark 3.7 for more information about
the Frobenius norm. The endeavour of computing this polynomial has been the object of many
research articles, leading to a variety of algorithms. We refer to Appendix A for a review of their
respective complexities.

1.1.4 Restriction of Drinfeld modules

We consider γ′ : A′ → K , a second base for Drinfeld modules satisfying the assumptions of §1.1,
and we assume that we are given in addition an injective homomorphism of rings f : A′ → A

such that γ′ = γ ◦ f . Thanks to our assumptions on A and A′, we find that f endows A′ with a
structure of finite A-algebra. If ϕ : A→ K {τ} is a Drinfeld module, the composite

ϕ ◦ f : A′ → A→ K {τ}

defines a Drinfeld module overA′, denoted by f ∗ϕ and referred to as the restriction of ϕ along f .
Considering two Drinfeld A-modules as well as a morphism u : ϕ → ψ , one checks that

the Ore polynomial defining u also defines an isogeny f ∗ϕ→ f ∗ψ , which we denote by f ∗u. The
construction f ∗ defines a functor from the category ofDrinfeldmodules overA to the category of
Drinfeldmodules overA′. The action of f ∗ on themotives is easy to describe: themotiveM(f ∗ϕ)
is simply M(ϕ) with the restricted action of A and, for any morphism u : ϕ → ψ , the maps
M(f ∗u) andM(u) are the same (up to the above identification).

1.2 Algorithmics

We nowmove to algorithmics and discuss the complexity of performing basic operations on ma-
trices on the one hand, and on Ore polynomials on the other hand.
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1.2.1 Complexity model

We recall the Landau’s notation O, O˜ and O• from the introduction: if f and g are two positive
quantities depending on parameters, we write

• g ∈ O(f ) if there exists an absolute positive constant C such that g ¶ C ·f for all choices
of parameters,

• g ∈ O˜(f ) if there exist absolute positive constantsC and k such that g ¶ C ·f logk f for all
choices of parameters,

• g ∈ O•(f ) if, for all ε > 0, there exists a positive constant Cε such that g ¶ Cε·f 1+ε for all
choices of parameters.

We notice thatO(f ) ⊂ O˜(f ) ⊂ O•(f ) for all f as above. Moreover, if f1 and f2 are two quantities
as above, one checks thatO(f1) +O(f2) ⊂ O(f1 + f2),O˜(f1) +O˜(f2) ⊂ O˜(f1 + f2) and, similarly,
O•(f1) + O•(f2) ⊂ O•(f1 + f2).

In this article, we measure complexity in two different ways. When K is an arbitrary field,
we use arithmetic complexity, meaning that we count separately arithmetic operations (addition,
subtraction, multiplication and division) in K on the one hand, and applications of Frobenius
(that is the computation of xq for a given x ∈ K ) on the other hand.

On the contrary, whenK is a finite field, we rather use bit complexity, meaning that we count
operations on bits. When K is a finite extension of Fq of degree d presented as a quotient K =

Fq[X ]/Q(X ) (for some irreducible polynomialQ(X ) ∈ Fq[X ] of degree d) and when Fq is itself
presented as a quotient of Fp[X ], classical algorithms based on Fast Fourier Transform allows for
performing all arithmetic operations inK for a cost ofO˜(d log q) bit operations (see for instance
[vzGG13, Chapter II]).

Estimating the cost of applying the Frobenius endomorphism ofK is more challenging, even
thoughpartial results are available in the literature. First of all, Kedlaya andUmans’ algorithm[KU11]
for fast modular composition is theoretically capable to compute an image by Frobenius for a cost
ofO•(d log q) bit operations. However, if α denotes the image of X inK , one needs nevertheless
to precompute αq, i.e. to write αq on the canonical monomial basis (1, α, . . . , αd−1). Using a fast
exponentiation algorithm, this can be done for an initial cost of O˜(d log2 q) bit operations. An-
other flawwith this approach is that, as far as we know, one still lacks an efficient implementation
of Kedlaya and Umans’ algorithm.

Another option, which achieves quasi-optimal complexity, is to use the elliptic normal bases
of Couveignes and Lercier [CL09] instead of the classical monomial basis. Indeed, in those bases,
all arithmetic operations and applications of Frobenius can be computed for a cost of O˜(d) op-
erations in Fq, corresponding toO˜(d log q) bit operations. The drawback of this solution is that
constructing an elliptic normal basis can be costly. Nevertheless this needs to be done only once,
at the instanciation ofK .

Taking all of this into account, we choose to follow the convention of [MS23] and opt for the
first option: wemake the assumption that all arithmetic operations and applications of Frobenius
inK costsO• (d log q) bit operations, plus a unique initial cost ofO˜(d log2 q) operations for the
precomputation of αq.
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1.2.2 Polynomial matrices

We give a rough review of the literature on the computation of determinants and characteristic
polynomials of polynomial matrices. We recall from the introduction that the notation ω ∈
[2, 3] refers to feasible exponent for matrix multiplication. When matrices have coefficients in
a field L, both computing determinants and characteristic polynomials reduce tomatrix multipli-
cation [NP21, PS07]. Computing the determinant of a polynomial matrix also reduces to matrix
multiplication [GJV03, JV05]. However, the situation of the characteristic polynomial is more
delicate. Consider a s-by-smatrix with entries in L[T ]. Computing its characteristic polynomial
can be done for a cost ofO˜(sΩn) operations in LwithΩ < 2.69497 [Kal92, KV05].

WhenM is a s-by-smatrix, we use the notation π(M) to be to its monic characteristic poly-
nomial, that is π(M) = det(X ·Is −M) where Is is the identity matrix of size s. In the next two
lemmas, we derive two useful algorithms, for two specific situations.

Lemma 1.14. We assume that L is a finite field of degree d over Fq. LetM be a s-by-smatrix with

coefficients inL[T ]. Let n be a uniform upper bound on the degree of the coefficients of π(M). There
exists a LasVegas algorithm that computes theπ(M) for a cost ofO•(n/d)+O˜((n+d)sω) operations
in Fq.

Proof. LetL′ be an extension ofL of degree ⌈n/d⌉; such an extension, altogether with a generator
α of L′ over Fq, can be found out using Couveignes and Lercier’s Las Vegas algorithm, whose
complexity is in O•( nd ) operations in Fq [CL13]. The degree of the extension L′/Fq is then in
the range [n, n+d]. LetM (α) denote the evaluation ofM at T = α, and write its characteristic
polynomial as follows:

π(M (α)) =
s∑

i=0

n∑
j=0

ai,jα
iX i.

where the coefficients ai,j are in Fq. Then

π(M) =
s∑
i=0

n∑
j=0

ai,jT
iX i .

The generator α being known, computing π(M (α)) costs O˜(sω) operations in L′, which corre-
sponds toO˜((n+d)sω) operations in Fq. �

Lemma 1.15. Let M be a s-by-s matrix with coefficients in Fq [T ] and let n be a uniform upper

bound on the degress of the entries ofM. We assume that the coefficients of π(M) fall in Fq[T s].
There exists a Las Vegas algorithm that computes π(M) with probability at least 1

2 for a cost of

O˜(nsω) operations in Fq.

Proof. Let α1, . . . , αn ∈ Fq be such that αsi ≠ αsj whenever i ≠ j. We compute the matrices
M (α1), . . . ,M (αn) and compute their characteristic polynomials π(M (α1)), . . . , π(M (αn)), for
a total cost ofO˜(nsω) operations in Fq. Thanks to our assumption, π(M) can be seen as having s
polynomial coefficients of degree at most n. Using fast interpolation algorithms [vzGG13, §II.10],
π(M) can therefore be recovered from the π(M (αi))’s for a cost of O˜(ns) operations in Fq. We
end up with a total ofO˜(nsω) operations in Fq.
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This procedure only works if Fq is large enough to pick a valid set {α1, . . . , αn}. Let ρ =
gcd(q−1,s)

q−1 be the proportion of elements in F×q that are d-th roots of unity. A family (α1, . . . , αn) ∈
(F×q )n has probability pn = (1 − ρ) (1 − 2ρ) · · · (1 − nρ) to form a valid set. As pn ¾ 1 − n(n+1)

2 ρ,
the process has a chance of success greater than 1

2 as soon as q > 1 + sn(n + 1). If Fq is not large
enough, we do all computations in a finite extension of Fq. With these estimations, we conclude
that it is enough towork in an extensionwhose degree has order ofmagnitude logq (sn2). Building
this extension, as well as computing in it, does not affect the announced complexity. �

1.2.3 Ore polynomials

In full generality, multiplications and Euclidean divisions of Ore polynomials inK {τ} of degree
at most n can be achieved with the naive algorithm for a cost ofO(n2) operations inK andO(n2)
extra applications of the Frobenius endomorphism.

However, when K is a finite field, we can take advantage of fast Ore polynomial multipli-
cation [CLB17b, CLB17a]. As before, we use the letter d to denote the degree of the extension
K/Fq. Let SM(n, d) denote a function having the following property: the number of bit op-
erations needed for multiplying two Ore polynomials in K {τ} of degree less than n is within
O•(SM(n, d) log q). At the time of writing this article, the best known value of SM is given in
[CLB17a]3,4:

SM(n, d) = n
ω+1
2 d for n ¶ d

2
5−ω ,

= nω−2d2 for d
2

5−ω ¶ n ¶ d,

= ndω−1 for d ¶ n.

Let also SM¾1 be the function defined by

SM¾1 (n, d) = sup
0<m¶n

SM(m, d) n
m
.

The function SM¾1 is the smallest log-concave function above SM. It is proved in [CLB17a] that
computing the right-Euclidean division ofOre polynomials inK {τ} of degree less thann requires
at mostO•(SM¾1 (n, d) log q) bit operations. With the above values for SM(n, d), we have

SM¾1 (n, d) = n
ω+1
2 d for n ¶ d

2
5−ω ,

= nd
4

5−ω for d
2

5−ω ¶ n.

2 Characteristic polynomials of endomorphisms

In this section, we recall that characteristic polynomials of endomorphisms of Drinfeld modules
can be read off at the level of Anderson motives. We then take advantage of this motivic inter-

3In [CLB17a], the complexity is given in number of operations in the ground field Fq, with the assumption that
applying the Frobenius endomorphism of K requires at most O˜(d) operations in Fq. Consequently one operation
in Fq in the setting of [CLB17a] corresponds to O• (log q) bit operations in the complexity model of this article (see
§1.2.1).

4Note that there is a typo in [CLB17a]: the critical exponent is not 5−ω
2 but 2

5−ω .
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pretation to design fast algorithms (including the algorithms F-MFF and F-MKUmentioned in the
introduction) for computing Drinfeld module endomorphism characteristic polynomials.

2.1 Duality between torsion points and A-motives

It is a standard result in the theory ofDrinfeldmodules thatA-motives are duals to the so-calledA-
modules which, in some sense, correspond to torsion points (see for instance [Gos98, Sections 5.4,
5.6] or [Pap23, §3.6]). Wehereby propose a concrete incarnation of this yoga, establishing a duality
between the functors Ea andMa . The material presented in this subsection is somehow classical.
However, we believe that our presentation is more elementary than those from aforementioned
references: for instance, we do not need the introduction of (abelian) A-modules. As such, we
include all proofs, hoping they will be of interest for some readers.

Let a be an ideal of A away from the characteristic. We consider the evaluation map

B : E(ϕ) ×M(ϕ) → K

(z, f ) ↦→ f (z).

It is easily checked thatB isFq-linearwith respect to the variable z andK -linearwith respect to the
variable f . Moreover, it follows from the definitions thatB vanishes on the subsetEa (ϕ)×aM(ϕ)
and therefore induces a bilinear mapping

Ba : Ea (ϕ) ×Ma (ϕ) → K.

We consider the scalar extensions Ea (ϕ)K = K ⊗Fq Ea (ϕ) andMa (ϕ)K = K ⊗K Ma (ϕ). The
mapBa induces aK -bilinear form

B
a,K : Ea (ϕ)K ×Ma (ϕ)K → K.

Proposition 2.1. The bilinear form B
a,K is a perfect pairing.

Proof. Recall that, since a is away from the characteristic, Ea (ϕ) is free with rank r over A/a.
Therefore, dimFq Ea (ϕ) = r · deg(a) = dimK Ma (ϕ), and Ea (ϕ)K andMa (ϕ)K have the same
dimension overK .

It is then enough to prove thatB
a,K is nondegenerate on the left, meaning that if x ∈ Ea (ϕ)K

satisfies B
a,K (x, y) = 0 for all y ∈ Ma (ϕ)K , then x must vanish. More generally, we are going to

prove that there is no nonzero x ∈ Ea (ϕ)K having the following property: B
a,K (x, 1 ⊗ τ j) = 0

for all j large enough. We argue by contradiction and consider an element x ∈ Ea (ϕ)K satisfying
the above property. We write

x = λ1 ⊗ z1 + · · · + λn ⊗ zn.

with λi ∈ K and zi ∈ Ea (ϕ). Moreover, we assume that x is chosen in such a way that the
number of terms n is minimal. This ensures in particular that the zi’s are linearly independent
over Fq. Writing thatB

a,K (x, 1 ⊗ τ j) vanishes, we obtain the relation

(Ej) : λ1z
qj

1 + · · · + λnz
qj

n = 0,
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which, in turn, implies

(E′j ) : λ
q
1z
qj+1

1 + · · · + λ
q
nz

qj+1

n = 0.

Combining the relations (Ej+1) and (E′j ), we find

(λq1 − λ
q−1
n λ1) · z

qj+1

1 + · · · + (λ
q
n−1 − λ

q−1
n λn−1) · z

qj+1

n−1 = 0.

In other words, the vector

y = (λq1 − λ
q−1
n λ1) ⊗ zq

j+1

1 + · · · + (λ
q
n−1 − λ

q−1
n λn−1) ⊗ zq

j+1

n−1 ∈ Ea (ϕ)K

is a new solution to our problem.
Thiswill contradict theminimality condition in the choice of x if we can prove that y does not

vanish. To do this, we again argue by contradiction. Given that the zi’s are linearly independent
over Fq, the vanishing of y would imply λqi − λ

q−1
n λi = 0 for all i, from which we would deduce

that all the quotients λi
λn

lie in Fq. Thanks to the relations (Ej), this again contradicts the linear
independence of the zi’s over Fq. �

Remark 2.2. Proposition 2.1 can be seen as a Drinfeld analogue of the classical pairing between
the singular homology and the de Rham cohomology of a complex abelian variety: the space
Ea (ϕ) plays the role of the singular homology (via the étale viewpoint), while the space Ma (ϕ)
can be thought of as the incarnation of the de Rham cohomology (see [Ang94]).

Proposition 2.1 gives a natural identification

αϕ : Ea (ϕ)K ≃ HomK

(
Ma (ϕ)K , K

)
≃ HomK

(
Ma (ϕ), K

)
,

whereHomK (resp. HomK ) refers to the space of K -linear (resp. K -linear) morphisms. A priori,
the isomorphism αϕ is onlyK -linear; we upgrade it and make it AK -linear.

Definition 2.3. LetM be a module overAK . We setM∗ = HomK (M,K ) and equip it with the
structure of AK -module given by

a · ξ =
(
m ↦→ ξ (am)

)
,

where a ∈ AK and ξ ∈ M∗.

One checks that the constructionM ↦→M∗ is functorial, in the sense that if g : M1 →M2

is a morphism ofAK -modules, then the dual map g∗ : M∗2 →M∗1 isAK -linear as well. We define
Ma (ϕ)∗

K
= K ⊗K Ma (ϕ)∗; it is a module over AK . A direct adaptation of [Pap23, Lemma 3.6.2]

usingNoether’s structure theorem for finitely generatedmodules over aDedekind domain [Eis95,
Theorem A3.2] gives the following lemma.

Lemma 2.4. Any torsion finitely generated AK -module M is (noncanonically) isomorphic to its

dualM∗.
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Theorem 2.5. The perfect pairingB
a,K induces an AK -linear isomorphism:

αϕ : Ea (ϕ)K
∼−→ Ma (ϕ)∗K .

Moreover, given a Drinfeld module morphism u : ϕ→ ψ , the following diagram is commutative:

Ea (ϕ)K Ea (ψ)K

Ma (ϕ)∗
K

Ma (ψ)∗
K

id⊗Ea (u)

αϕ

id⊗Ma (u)∗

αψ

Proof. For the first assertion, we already know that αϕ is a K -linear isomorphism. It then only
remains to verify that it is A-linear. Let a ∈ A and z ∈ Ea (ϕ). By definition a·z = ϕa(z) and
a·f = fϕa for f ∈ M(ϕ). Hence αϕ(a·z) is the function f ↦→ f

(
ϕa(z)

)
= (fϕa) (z) = (a·f ) (z),

which means that αϕ(a·z) = a·αϕ(z) as desired. The second assertion is easily checked. �

Remark 2.6. Theorem 2.5 shows that Ea (ϕ)K determinesMa (ϕ)K and vice versa. One can ac-
tually do much better and obtain a direct correspondence between Ea (ϕ) and Ma (ϕ) without
extending scalars toK (see, for instance, [Pap23, Equation (3.6.9)]). For this, we need to addmore
structures. On the one hand, onMa (ϕ), we retain the τ-action as discussed inRemark 1.7. On the
other hand, on Ea (ϕ), we have a Galois action. Precisely let K sep denote the separable closure of
K insideK . From the fact that a is away from the characteristic, we deduce thatEa (ϕ) lies inK sep,
and endow with an action of the Galois group GK = Gal(K sep/K ). We now have the following
identifications refining those of Theorem 2.5:

Ea (ϕ) ≃ HomK {τ}
(
Ma (ϕ), K sep)

Ma (ϕ) ≃ HomFq [GK ]
(
Ea (ϕ), K sep)

where, in the first (resp. second) line, we consider K -linear morphisms commuting with the τ-
action (resp. Fq-linear morphisms commutating with the Galois action). In other words, the
Galois representation Ea (ϕ) and the τ-moduleMa (ϕ) correspond one to the other under Katz’
anti-equivalence of categories [Kat73, Proposition 4.1.1].

Remark 2.7. In [vdH04], van der Heiden proposes another approach, proving that there is a
canonical A-linear isomorphism:

Ea (ϕ) ≃ HomA/a
(
Ma (ϕ)τ ,ΩA/aΩA

)
whereMa (ϕ)τ denotes the subset of fixed points ofMa (ϕ) by the τ-action andΩA is the module
ofKähler differential formsofAoverFq (seeProposition 4.3 of loc. cit.). However, the formulation
of Theorem 2.5 is better suited for the applications we shall develop in this article.

IfM is a finitely generated projective AK -module of rank n, we let

detM =

n∧
M
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denote the maximal exterior power ofM. Any AK -linear endomorphism f : M →M induces a
linear map det f : detM → detM. The latter is the multiplication by some element of AK , that
we call the determinant of f and denote by det f in a slight abuse of notation. Similarly, we define
the characteristic polynomial of f as the determinant of the AK [X ]-linear map X−f acting on
AK [X ] ⊗AK M.

A classical consequence of Theorem 2.5 is the following.

Theorem 2.8. Let ϕ be a Drinfeld module and let u : ϕ → ϕ be an endomorphism. Let q ⊂ A

be a maximal ideal away from the characteristic. Then the characteristic polynomials ofTq (u) and
M(u) are equal.

In particular, n (u) is the principal ideal generated by det(M(u)).

Proof. Let n ∈ Z¾0. Applying Theorem 2.5 with a = qn, we find

π
(
Eqn (u)

)
= π

(
Eqn (u)K

)
= π

(
Mqn (u)K

)
= π

(
Mqn (u)

)
,

the second equality being a consequence of Theorem 2.5 and the fact that two dual morphisms
have the same determinant (in suitable bases, theirmatrices are transposed one to the other). Thus
we obtain π(Tq (u)) ≡ π(M(u)) (mod qn). Since this holds for all positive integer n, we con-
clude that π(Tq (u)) = π(M(u)).

The last statement now follows from [Gek91, Lemma 3.10]. �

2.2 Algorithms: the case of P1

In this subsection, we assume thatA = Fq[T ], andwe let ϕ be aDrinfeldmodule of rank r. We fix
an endomorphism u : ϕ→ ϕ and aim at designing an algorithm that computes the characteristic
polynomial (resp. norm) of u. Under the assumption that A = Fq[T ], the ring AK ≃ K [T ]
is a principal ideal domain and M(ϕ) is free of rank r. Moreover, a canonical basis is given by
(1, τ, . . . , τr−1). Our strategy is then clear: we compute the matrix representing the K [T ]-linear
map M(u) in the aforementioned canonical basis and then return its characteristic polynomial
(resp. determinant); Theorem 2.8 ensures that it is the characteristic polynomial (resp. norm)
of u.

2.2.1 Generic algorithm

Our first need is to design an algorithm for computing the coordinates of an element f ∈ M(ϕ),
represented as anOre polynomial, in the canonical basis ofM(ϕ). This is achieved byAlgorithm 1,
whose correctness is immediately proved by induction on the τ-degree of f .

Lemma 2.9. For an input f ∈ M(ϕ) of τ-degree n. Algorithm 1 requires O(n2) applications of the
Frobenius endomorphism and O(n2) operations in K.

Proof. The first step of the algorithm consists in computing ϕmX . Using fast exponentiation, this
costs O(n2) applications of the Frobenius endomorphism and O(n2) operations in K . The Eu-
clidean division requires O(n2) applications of the Frobenius endomorphism and O(n2) opera-
tions inK as well.

18



Algorithm 1:MotiveCoordinates

Input: An element f in the motiveM(ϕ)
Output: The coordinates (f0, . . . , fr−1) of f in the canonical basis ofM(ϕ)

1 If deg f < r then
2 Return the vector defined by the coefficients of f
3 Else
4 Setm = max(1, ⌊deg(f )/2r⌋)
5 Write f = a · ϕmX + bwith deg(b) < rm (right Euclidean division)
6 Return Xm ·MotiveCoordinates(a) +MotiveCoordinates(b)
7 Endif

Let C(s) be the cost of running the algorithm on an entry with degree s. By what precedes,
C(s) is less than C(⌈ s2⌉), plus O(s2) operations in K and O(s2) applications of the Frobenius
endomorphism. We conclude using theMaster Theorem [CLRS22, Theorem 4.1]. �

From Algorithm 1, we also derive the following bounds on the size of the coefficients.

Lemma 2.10. Let f ∈ M(ϕ) and let f0, . . . , fr−1 ∈ K [T ] be the coordinates of f in the canonical
basis. Then for 0 ¶ i < r we have

degT (fi) ¶
degτ (f ) − i

r
.

Corollary 2.11. Let (Pi,j)0¶i,j<r be the matrix ofM(u) in the canonical bases. Then for every 0 ¶

i, j ¶ r − 1 we have

deg(Pi,j) ¶
deg(u) + j − i

r
.

Proof. By definition, Pi,j is the coefficient in front of τi in the decomposition of τ ju in the canon-
ical basis. The corollary then follows from Lemma 2.10. �

As a consequence of the previous statements, we obtain an alternative proof of the following
classical result [Pap23, Theorem 4.2.7].

Proposition 2.12. Let π = π0 (T )+· · ·+πr (T )X r be the characteristic polynomial of the Frobenius

endomorphism of ϕ. Then for every 0 ¶ i ¶ r we have

deg(πi) ¶
r − i
r

d.

Proof. Using Theorem 2.8, we know that π is the characteristic polynomial of the matrix P of
M(τd) in the canonical bases. Therefore, for every 0 ¶ i ¶ d, π is the trace of

∧i
M(τd), which

is an alternated sum on the minors of P with size i. We conclude using Corollary 2.11. �

Instead of independently computing all columns using Algorithm 1, a more intelligent ap-
proach can be employed to calculate the matrix ofM(u): in order to speed up the computation
of a column, we may reuse those that are already computed. For this, we write

ϕT = g0 + g1τ + · · · + grτr
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with gi ∈ K , gr ≠ 0. For a polynomial h ∈ K [T ], we let hτ denote the polynomial deduced
from h by raising all its coefficients to the q-th power. An easy computation then shows that if
(f0, . . . , fr−1) are the coordinates of some f ∈ M(ϕ) in the canonical basis, then the coordinates
(f ′0 , . . . , f ′r−1) of τf are defined by the following matrix equality:

©­­­­­­­
«

f ′0

f ′1
...

f ′r−1

ª®®®®®®®
¬
=

©­­­­­­­
«

0 0 . . . 0
T−g0
gr

1 0 . . . 0 − g1gr
. . .

0 0 . . . 1 − gr−1gr

ª®®®®®®®
¬
·

©­­­­­­­
«

f τ0

f τ1
...

f τr−1

ª®®®®®®®
¬
. (1)

This readily yields Algorithm 2.

Algorithm 2:MotiveTauAction

Input: The coordinates (f0, . . . , fr−1) of an element f ∈ M(ρ)
Output: The coordinates of τf ∈ M(ρ)

1 Compute the polynomials f τ0 , . . . , f
τ
r−1

2 Compute the polynomial f ′0 =
T−g0
gr

f τr−1
3 For 1 ¶ i ¶ r − 1
4 Compute the polynomial f ′i = f τi −

gi+1
gr
f τr−1

5 Return (f ′0 , . . . , f ′r−1)

Lemma 2.13. For an input f ∈ M(ϕ) of τ-degree n, Algorithm 2 requires atmost O(n) applications
of the Frobenius endomorphism and O(n) operations in K.

Proof. By Lemma 2.10, the polynomial fi ∈ K [T ] has degree at most n−i
r . As a consequence,

computing f τi requires at most
⌊
n−i
r

⌋
+ 1 applications of the Frobenius endomorphism, and the

pre-computation on line 1 costs

r−1∑
i=0

( ⌊
n − i
r

⌋
+ 1

)
= n + 1

such applications. The remaining steps can be done in O(n) arithmetic operations inK . �

Computing the matrix ofM(u) is now just a matter of computing the coordinates of u and
iteratively applying r times the τ-action. The precise procedure is presented in Algorithm 3.

Lemma 2.14. For an input u of τ-degree n, Algorithm 3 requires at most O(n2 + r2) applications
of the Frobenius endomorphism, and O(n2 + r2) operations in K.

Proof. Computing U0 requires O(n2) applications of the Frobenius endomorphism and O(n2)
operations in K (Lemma 2.9). Then, knowing Ui for some 1 ¶ i ¶ r − 1, the computation of
Ui+1 requires at most O(n + i) applications of the Frobenius and O(n + i) operations in K by
Lemma 2.13. Summing all the contributions, we end up with the announced complexity. �

20



Algorithm 3:MotiveMatrix

Input: An endomorphism u : ϕ→ ϕ encoded by its defining Ore polynomial
Output: The matrix ofM(u) in the canonical bases

1 ComputeU0 = MotiveCoordinates(u, ϕ)
2 For 1 ¶ i ¶ r − 1
3 ComputeUi = MotiveTauAction(Ui−1)
4 Return the matrix whose columns are (U0, . . . , Ur−1)

We now have all the ingredients to write down Algorithm 4, which is the main algorithm of
this section.

Algorithm 4: EndomorphismCharpoly

Input: An endomorphism u : ϕ→ ϕ encoded by its defining Ore polynomial
Output: The characteristic polynomial of u

1 ComputeM = MotiveMatrix(u)
2 Return the characteristic polynomial ofM

Theorem 2.15. For a morphism of Drinfeld modules u : ϕ → ϕ of τ-degree n, Algorithm 4 com-

putes the characteristic polynomial of u for a cost of O(n2 + r2) applications of the Frobenius and
O˜(n2 + (n+r)rΩ−1) operations in K.

Proof. The cost of computing the matrix of M(u) is O(n2 + r2) applications of the Frobenius
endomorphism, and O(n2 + r2) operations in K . The matrix has size r and, thanks to Corollary
2.11, we know that all its entries have degree less than 1 + n

r . Its characteristic polynomial can then
be computed within O˜((n+r)rΩ−1) operations inK (see §1.2.2). The theorem follows. �

2.2.2 The case of finite fields

IfK is a finite field, we can speed up the computation by using specific algorithmic primitives to
compute characteristic polynomial of polynomial matrices (see §1.2.2) on the one hand, and to
compute Ore Euclidean divisions (see §1.2.3) on the other hand.

Theorem 2.16. If K is a finite extension of Fq of degree d and u is an endomorphism of τ-degree n

of a Drinfeld module ϕ of rank r, then Algorithm 4 computes the characteristic polynomial of u for

a cost of

O˜(d log2 q) + O•
( (
SM¾1 (n, d) + ndr + nrω + drω

)
· log q

)
bit operations.

Proof. The complexity analysis is similar to that of Theorem 2.15, except that the Ore Euclidean
division of Algorithm 1 now costsO˜(d log2 q) +O•(SM¾1 (n, d) log q) bit operations. The com-
putation of the matrix ofM(u) therefore requires

O˜(d log2 q) + O•
(
(SM¾1 (n, d) + dr(n + r)) log q

)
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bit operations. Finally, it remains to compute the characteristic polynomial of thematrix. For this,
we first notice that all its coefficients of have degree at most n (Corollary 2.11). Therefore, using
Lemma 1.14, the computation of the characteristic polynomial costs O•((n+d)rω) operations in
Fq. The theorem follows. �

Remark 2.17. Comparing with the algorithms of [MS23], we find that Algorithm 4 exhibits a
better theoretical complexity, except when the degree of γ(T ) is close to d and the rank r is very
small compared to d and n; in this case, the algorithm of [MS23, Theorem 2(1)] has quadratic
complexity inmax(n, d), beating the term SM¾1(n, d).

When u is the Frobenius endomorphism, Algorithm 4 leads to the algorithm F-MFF discussed
in the introduction, whose complexity is given by Corollary 2.18.

Corollary 2.18 (Variant F-MFF). If K is a finite field of degree d over Fq, Algorithm 4 computes the

characteristic polynomial of the Frobenius endomorphism of ϕ for a cost of

O˜(d log2 q) + O•
( (
SM¾1 (d, d) + d2r + drω

)
· log q

)
bit operations.

Proof. This is a direct application of Theorem 2.16 with n = d. �

2.2.3 The case of the Frobenius endomorphism: another approach

Below, we present yet anothermethod to compute the characteristic polynomial of the Frobenius
endomorphism Fϕ. This leads to the algorithm F-MKU, as mentioned in the introduction, which
performs better for some ranges of parameters (at least theoretically). It is based on the two fol-
lowing remarks:

• As the Ore polynomial τd is central in K {τ}, and its action on the motive can unambigu-
ously be defined as a left or right multiplication.

• The left multiplication by τ onM(ϕ) is a semi-linear application, whose matrix is the com-
panion matrix appearing in Equation (1), which is easy to compute.

Moreprecisely, for a nonnegative integer s, let�s be theK [T ]-semi-linear endomorphismofM(ϕ)
defined by f ↦→ τsf . We denote its matrix byMs. In other words,Ms is the matrix whose j-th
column contains the coefficients of τ j+s ∈ M(ϕ) in the canonical basis. The matrix M1 is the
companion matrix of Equation (1) and, by definition, the matrix ofM(u) isMd.

For a polynomial P ∈ Fq[T ], we define Pτ
s
as the polynomial obtained by raising each coef-

ficient of P to power qs. Similarly, given a matrixM with entries in Fq[T ], we writeMτs for the
matrix obtained fromM by applying P ↦→ Pτ

s
to each of its entry. A calculation shows that

Ms = M1 ·Mτ
1 · · ·Mτs−1

1 .

This equation leads to the following square and multiply-like formulas:

M2s = Ms ·Mτs
s , (2)

M2s+1 = M1 ·Mτ
s ·Mτs+1

s . (3)
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Let α be a generator of K over Fq. Elements of K are classically represented as polynomials in
α with coefficients in Fq and degree d − 1. Applying τs to an element

∑r−1
i=0 aiα

i ∈ K amounts
to applying the substitution α ↦→ τs(α). Thus, this can be efficiently computed using Kedlaya-
Umans’ algorithm for modular composition [KU11] for a cost of O•(d log q) bit operations. As
mentioned in §1.2.1, an initial precomputation of αqmust be performed once and for all, for a cost
ofO˜(d log2 q) bit operations.

Theorem 2.19 (Variant F-MKU). If K is a finite extension of Fq of degree d, the characteristic poly-

nomial of the Frobenius endomorphism of a Drinfeld module ϕ of rank r can be computed for a cost

of

O˜(d log2 q) + O•
(
(d2rω−1 + drω) · log q

)
bit operations.

Proof. Let C(s) be the cost, counted in bit operations, of computing the pair Ps = (Ms, τ
s(α)).

To compute P2s and P2s+1, one uses the recurrence relations (2) and (3). AsMs has r2 polyno-
mial coefficients of degree at most s/r (Lemma 2.10), computing τs(M) requires O(sr) modular
compositions of degree d. As previously mentioned, we use Kedlaya-Umans’ algorithm [KU11]
for this task, leading to a total cost ofO•(nrd· log q) bit operations. Similarly τ2s(α) can be com-
puted by composing τs(α) with itself; using again Kedlaya-Umans’ algorithm, this can be done
withinO•(d· log q) bit operations. Moreover, thematrix productMs·τs(M) requiresO˜(dsrω−1)
extra operations in Fq. Given that one operation in Fq corresponds toO˜(log q) ⊂ O•(log q) bit
operations, we conclude that

C(2s) ¶ C(s) + O•(dsrω−1 log q).

A similar analysis provides a similar bound forC(2s+1). Solving the recurrence, we obtainC(s) ∈
O•(dsrω−1 log q). Therefore, the computation ofM(u) can be done within O•(d2rω−1 log q) bit
operations.

Finally, the characteristic polynomial of the matrix ofM(u) is computed as previously, using
Lemma 1.14, for a cost of O˜(drω) operations in Fq, which is no more than O•(drω· log q) bit
operations. Adding both contributions and taking into account the precomputation of αq, we
obtain the corollary. �

2.3 Algorithms: the case of a general curve

We now drop the assumption that A = Fq[T ]. In full generality, it is not true that the motive
M(ϕ) is free over AK , and the matrix of M(u) is not defined. One can nevertheless easily work
around this difficulty, by extending scalars to the fraction field of AK , denoted by Frac(AK ). In-
deed, Frac(AK ) ⊗AK M(ϕ) is obviously free over Frac(AK ) given that the latter is a field. It is also
clear that the determinants ofM(u) and Frac(AK ) ⊗AK M(u) are equal.

Our first need is to design an algorithm for computing a basis of Frac(AK ) ⊗AK M(ϕ). For
this, wewill rely on the case ofFq[T ], previously treated. We consider an elementT ∈ A,T ∉ Fq.
Since the underlying curve C is absolutely irreducible, T must be transcendental over Fq. This
gives an embedding Fq[T ] → A, which extends to an inclusion of fields K (T ) → Frac(AK ).
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The resulting extension is finite of degree t = deg(T ). Let (b1, . . . , bt) be a basis of Frac(AK ) over
K (T ).

In what follows, T and (b1, . . . , bt) are assumed to be known. Finding them depends on the
way C is given, but we believe that our hypothesis is reasonable. For instance, if C is presented as
a plane smooth curve, i.e. if A is given as

A = Fq[X, Y ]/P (X, Y ) with P ∈ Fq[X, Y ]

one may choose T = X , t = degY P and bi = Y i−1 for 1 ¶ j ¶ t.

Remark 2.20. Let g be the genus ofC . TheRiemann-Roch theorem indicates that theRiemann-
Roch space L

(
(g+1)·[∞]

)
has dimension at least 2. Hence it must contain a transcendental func-

tion, which shows that there always exists T for which t ¶ g+1. In practice, T can be computed
through various different algorithms (see [LGS20, ACL22] and the references therein).

Now given a Drinfeld module ϕ : A → K {τ} over A, we restrict it to Fq[T ] via the embed-
ding Fq[T ] → A, obtaining a second Drinfeld module ϕ′ : Fq[T ] → K {τ} (see §1.1.4). Then
M(ϕ′) = M(ϕ), with the same structure ofK [T ]-modules. Moreover, if ϕ has rank r, we have

deg ϕ′T = deg ϕT = r · deg(T ) = rt

showing that ϕ′ has rank rt. The family (1, τ, . . . , τrt−1) is a basis ofM(ϕ) overK [T ], and we can
useAlgorithm 1 to compute the coordinates of any element ofM(ϕ) with respect to this basis. Let
Γ : M(ϕ) → K [T ]rt be the map taking an element ofM(ϕ) to the column vector representing
its coordinate in the above basis. Both Γ and Γ−1 are efficiently computable.

Let e1 be an arbitrary nonzero element ofM(ϕ), e.g. e1 = 1. A K (T )-basis of the Frac(AK )-
line generated by e1 is explicitly given by the family e1ϕb1 , . . . , e1ϕbt . For 1 ¶ j ¶ t, we set C1,j =

Γ(e1ϕbj ) and we form the following matrix, with rt rows and t columns:

M1 =

(
C1,1 · · · C1,t

)
.

We now consider a column vector E2 outside the image ofM1 and define e2 = Γ−1(E2); e2 is not
Frac(AK )-collinear to e1, andwe have constructed a free family of cardinality 2. We then continue
the same process, by setting C2,j = Γ(e2ϕb,j) and considering the rt × 2t matrix

M2 =

(
C1,1 · · · C1,t C2,1 · · · C2,t

)
.

We pick a column vector E3 outside the image ofM2 and define e3 = Γ−1(E3), as well asM3. We
repeat this construction until we reach er . The vectors e1, . . . , er being linearly independent over
Frac(AK ), they form a Frac(AK )-basis of Frac(AK ) ⊗AK M(ϕ). The matrixMr is nothing but
the change-of-basis matrix from the canonical K [T ]-basis ofM(ϕ) to the newly computed basis
B = (e1ϕb1 , . . . , e1ϕbt , . . . , erϕb1 , . . . , erϕbt ). If f ∈ M(ϕ), the product M−1

r · Γ−1(f ) gives the
coordinates of f in B. From this, we eventually read the coordinates of f in the Frac(AK )-basis
(e1, . . . , er).

To summarize, we have constructed a Frac(AK )-basis of Frac(AK ) ⊗AK M(ϕ) and designed
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an algorithm to compute coordinates in this basis. Using these inputs as primitives, it is now
straightforward to extend the results of §2.2 to the case of a general curve.

3 Norms of isogenies

In Section 2, we have only covered the case of endomorphisms between Drinfeld modules. We
now consider general morphisms and isogenies. Let ϕ, ψ be two rank r Drinfeld A-modules, and
let u : ϕ→ ψ be an isogeny. In this setting, the caracteristic polynomial is no longer defined but
the norm of u continues to make sense (see §1.1.3); we recall that it is an ideal of A, denoted by
n (u). The purpose of this section is twofold: first, to establish explicit formulas that recover n (u)
at the motive level, and secondly, to offer efficient algorithms for the computation of n (u) using
those formulas.

3.1 Reading norms on the motive

In our general context, the determinant of u can no longer be defined as previously. In §3.1.1, we
set up important definitions and statements about determinants in projectivemodules. Ourmain
results are stated in §3.1.2.

3.1.1 Determinants on projective modules

LetAbe aDedekind domain. LetM,M′ be twofinitely generated projectiveA-modules of rank
n. Let f : M → M′ be anA-linear mapping. The morphism f gives rise to theA-linear map
det f : detM → detM′. However, when f has different domain and codomain, i.e. M ≠ M′,
it no longermakes sense to interpret det f as themultiplication by some scalar. Instead, we define
the “determinant” of f , denoted by det f , as the ideal quotient (detM′ : im(det f )), that is

det f = (detM′ : im(det f )) =
{
a ∈A : a detM′ ⊂ im(det f )

}
.

Equivalently det f is the annihilator ideal of the cokernel of det f .
SinceA is a Dedekind domain, det f can be decomposed as a product

det f =
∏
q

qvq (det f ) ,

where theproduct runs over allmaximal idealsq ofA and the exponent vq (det f ) is a nonnegative
integer referred to as the q-adic valuation of det f .

For the purpose of this article, it is fundamental to notice that vq (det f ) can be found out by
computing the classical determinant of an actual matrix. Indeed, letting as beforeAq denote the
completion5 ofA at q, we defineMq = Aq ⊗A M andM′q = Aq ⊗A M′. The map f induces
aAq-linear morphism fq : Mq →M′q . We deduce from the flatness ofAq overA that

det fq = Aq ⊗A det f = (q·Aq)vq (det f ) , (4)

5When studying projective modules, it is more common to consider the localizationA(q) instead of the comple-
tionAq . Although the first setting is simpler, the second better suits our needs.
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where det fq is defined, similarly to det f , as the annihilator ideal of the cokernel of fq.
On the other hand, we know that Aq is a principal domain. Hence bothMq andM′q are

free of rank n overAq . We choose bases B(q) and B′(q) ofMq andM′q respectively, and let Fq
denote the matrix of fq in these bases. It follows from the definition that det fq = det(Fq) Aq.
Comparing with Equation (4), we finally conclude that

vq (det f ) = vq (det Fq).

We notice in particular that, although the determinant itself depends on the choices ofB(q) and
B′(q) , its q-adic valuation does not. Indeed, changingB(q) (resp. B

′
(q) ) boils down tomultiplying

Fq by an invertible matrix on the left (resp. on the right), which only multiplies the determinant
a unit, and as such, does not affect its q-adic valuation.

In a similar fashion, one can relate det f to the Euler-Poincaré characteristic of the cokernel
of f , which is essential to establish our main theorem.

Proposition 3.1. We have

det f = χA(coker f ).

Proof. As we have seen, the Euler-Poincaré characteristic commutes with localization. Therefore,
it is enough to prove that det fq = χAq

(coker fq) for each maximal ideal q ofA.
Let thenq be amaximal ideal ofA. It follows from the structure theoremof finitely generated

modules over principal domains that there exist bases Bq and B′q in which the matrix Fq of fq is
diagonal. If δ1, . . . , δr denote its diagonal coefficients, we have

coker fq ≃
(
Aq/δ1Aq

)
× · · · ×

(
Aq/δrAq

)
.

Hence
χAq
(coker fq) = δ1 · · · δr ·Aq = (det Fq)·Aq = det fq

which is what we wanted to prove. �

3.1.2 Main results

Wemay now state and prove the main theoretical results of this subsection.

Theorem 3.2. Let ϕ and ψ be two Drinfeld modules, and let u : ϕ→ ψ be an isogeny. We have

n (u) = detM(u).

Proof. Writing u as the product of a purely inseparable isogenywith a separable isogeny, and notic-
ing that (1) det ismultiplicative and (2)M is functorial, we are reduced to prove the theoremwhen
u = τdeg(p) on the one hand and when u is separable on the other hand.

Purely inseparable case. We assume that u = τdeg(p) . We follow Gekeler’s idea for proving
the multiplicativity of the norm [Gek91, Lemma 3.10]. Let q ⊂ A be a maximal ideal away from
the characteristic. Note that the map Eq (u) : Eq (ϕ) → Eq (ψ) is an isomorphism because τ is
coprime with the right gcd of ϕq for q varying in q. By Theorem 2.5, we conclude thatMq (u) :
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Mq (ψ) → Mq (ϕ) is an isomorphism as well, showing that q is coprime with χAK (cokerM(u)).
Consequently, detM(u) is a power of p. On the other hand, observe that, by definition,

deg(u) = dimK (cokerM(u)) = deg(χAK (M(u))).

Proposition 3.1 then implies that deg(detM(u)) = deg(u) = deg(p). Putting all together, we
conclude that detM(u) = p = n (u).

Separable case. Given that u is nonzero, the kernel of the A-linear map E(u) is a torsion A-
module. Let a ∈ A such that a · kerE(u) = 0. For all elements z ∈ K , we then have the following
implication: if u(z) = 0, then ϕa(z) = 0. Since u is separable, this implies that u right-divides ϕa,
fromwhichwe deduce that a annihilates cokerM(u) as well. Applying successively the right exact
functor−⊗AA/aA and the left exact functorHomK (−, K) to the exact sequence ofAK -modules

0 → M(ψ) → M(ϕ) → cokerM(u) → 0,

we get the following exact sequence of AK -modules

0 →
(
cokerM(u)

)∗ ⊗K K → Ma(ϕ)∗ ⊗K K → Ma(ψ)∗ ⊗K K.

This shows that

(
cokerM(u)

)∗ ⊗K K ≃ ker
(
Ma(u)∗

)
⊗K K ≃ ker

(
Ma(u)∗ ⊗K K

)
.

From Theorem 2.5, we then derive the following isomorphisms of AK -modules:

(
cokerM(u)

)∗ ⊗K K ≃ ker
(
Ea(u) ⊗Fq K

)
= ker

(
E(u) ⊗Fq K

)
≃ kerE(u) ⊗Fq K.

Consequently, u being separable, we find that

n (u) = χA
(
kerE(u)

)
= χAK

(
(cokerM(u))∗

)
.

Using finally Lemma 2.4, we end up with n (u) = χAK (cokerM(u)) = detM(u), proving the
theorem. �

An interesting consequence of Theorem 3.2 is a compatibility result between norms of isoge-
nies and restrictions of Drinfeld modules (see §1.1.4), which will be particularly useful to us when
Drinfeld A-modules are restricted to A′ = Fq[T ].

Corollary 3.3. Let γ′ : A′ → K be a second base for Drinfeld modules satisfying the assumptions

of §1.1, coming together with an injective homomorphism of rings f : A′ → A such that γ = γ′ ◦ f .
Let ϕ, ψ : A→ K {τ} be two Drinfeld A-modules and let u : ϕ→ ψ be a morphism. Then

n
(
f ∗u

)
= NA/A′

(
n (u)

)

27



where NA/A′ : A→ A′ is the normmap from A to A′ via f .

Proof. Let p be a prime ideal of A′K , and let A′K,p be the completion of A′K at p. Write AK,p =

A′K,p ⊗A′K AK ,M(ϕ)p = A′K,p ⊗A′K M(ϕ), andM(ψ)p = A′K,p ⊗A′K M(ψ). SinceAK,p is a product
of local rings, the moduleM(ϕ)p is free overAK,p. We pick a basisBϕ = (eϕ,i)1¶i¶r of it, together
with a basis B = (am)1¶m¶n of AK,p over A′K,p. Note that the familyB′ϕ = (am·eϕ,i)1¶i¶r,1¶m¶n

is a A′K,p-basis ofM(ϕ)p = M(f ∗ϕ)p. We define similarlyBψ andB′ψ . Let C = (cij)1¶i,j¶r be the
matrix ofM(u) with respect to the basesBψ andBϕ and, for a ∈ A′K,p , letM (a) ∈ (A′K,p)n×n be
the matrix of the multiplication by a over AK,p. The matrix of f ∗u in the bases B′ψ andB′ϕ is the
block matrix

D =

©­­­­«

M (c1,1) · · · M (c1,r)
...

...

M (cr,1) · · · M (cr,r)

ª®®®®¬
The main result of [Sil00] implies that detD = NAK,p/A′K,p (detC). The proposition then follows
from Theorem 3.2. �

3.2 Algorithms: the case of P1

LetA = Fq[T ] as in §2.2. Theorem 3.2 readily translates to an algorithm for computing the norm
of an isogeny between Drinfeld modules; this is Algorithm 5.

Algorithm 5: IsogenyNorm

Input: An isogeny u : ϕ→ ψ encoded by its defining Ore polynomial
Output: The norm of u

1 ComputeM = MotiveMatrix(u)
2 Return the ideal generated by determinant ofM

Theorem 3.4. Let ϕ and ψ be two Drinfeld Fq[T ]-modules of rank r and let u : ϕ → ψ be an

isogeny of τ-degree n. Algorithm 5 computes the norm of u for a cost of O(n2 + r2) applications of the
Frobenius endomorphism of K and O˜(n2 + nrω−1 + rω) operations in K.

Proof. Per Lemma 2.14, the cost of computing thematrix ofM(u) isO(n2+r2) applications of the
Frobenius endomorphism, and O(n2+r2) operations in K . Besides, this matrix has size r and its
entries have degrees all less than 1 + n

r (Lemma 2.10, which is also valid for isogenies). Therefore,
using the algorithmic primitives of §1.2.2, computing its determinant requires O˜((n+r)rω−1)
operations inK . �

When K is a finite field, one can speed up Algorithm 5 using the optimized primitives of
§1.2.3 for manipulating Ore polynomials, as for the endomorphism case. Precisely, we have the
following.

Theorem 3.5. If K is a finite field of degree d over Fq, Algorithm 5 computes the norm of the isogeny

u for a cost of

O˜(d log2 q) + O•
( (
SM¾1 (n, d) + ndr + nmin(d, r)rω−1 + drω

)
· log q

)
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bit operations.

Proof. Per the first part of the proof of Theorem 2.16, the computation ofM(u) requires

O˜(d log2 q) + O•
(
(SM¾1 (n, d) + dr(n + r)) log q

)
bit operations. Then, for the computation of the determinant, we distinguish between two cases.
Ifd ¶ r, we keeponusing the algorithmsof [GJV03, JV05], for a cost ofO˜(nrω−1+rω) operations
inK , that isO˜(ndrω−1+drω) operations inFq. On the contrary, when d ¾ r, we use Lemma 1.14,
performing thenO•(nrω + drω) operations in Fq. Putting all together, and remembering that an
operation in Fq corresponds toO˜(log q) bit operations, we get the theorem. �

Remark 3.6. Whenu is an endomorphism, thenormcanbe computed as the constant coefficient
of the characteristic polynomial of u, up to a sign. We notice that the algorithms of the present
subsection in some cases run faster than those of §2.2. This is becausewe compute thedeterminant
of the matrix ofM(u) instead of its whole characteristic polynomial. However, we stress that the
asymptotic costs of computing the characteristic polynomial and the norm of an endomorphism
may be equal. This owes to the fact that in some cases, computing the characteristic polynomial
of a matrix, or computing its determinant, both reduces to matrix multiplication.

Remark 3.7. In the special case where u = Fϕ is the Frobenius endomorphism, the norm is given
by a simple closed-formula (see [Gek08, Theorem 2.11] and [Pap23, Theorem 2.4.7]), namely

n (Fϕ) = (−1)rd−r−dNK/Fq (Δ)−1p
d

deg(p) , (5)

whereΔ is the leading coefficient of ϕT . Computing the Frobenius norm using Equation (5) costs
O˜(d log2 q) + O•(d log q) bit operations [MS19, Proposition 3]. Noticing that the Frobenius
norm is a degree d polynomial in Fq[T ], this complexity is essentially optimal with respect to d,
and asymptotically better than other algorithms mentioned in this paper (see also Appendix A).

3.3 Algorithms: the case of a general curve

When A is arbitrary, determining the norm of an isogeny u : ϕ → ψ becomes more complex
due to the nonfreeness of themotivesM(ϕ) andM(ψ) in general. This necessitates working with
arbitrary torsion-free modules over Dedekind rings. While this approach appears viable, we will
follow an alternative strategy that simplifies the general scenario by reducing the computation to
the previously addressed case of Fq [T ].

From now on, we assume for simplicity thatA is presented as

A = Fq[X, Y ]/P (X, Y )

and that deg(x) > deg(y), where x and y denote the images in A of X and Y respectively. Let
ϕ, ψ : A → K {τ} be two Drinfeld modules of rank r, and let u : ϕ→ ψ be an isogeny between
them. We consider a new variableΛ and form the polynomial ringsK [Λ] and AK [Λ]. We set

M(ϕ) [Λ] = AK [Λ] ⊗AK M(ϕ)
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and endow itwith the structureofK [T,Λ]-module inherited from its structureofAK [Λ]-module
through the ring homomorphism

f : K [T,Λ] → AK [Λ], T ↦→ x + Λ·y, Λ ↦→ Λ.

Similarly, we defineM(ψ) [Λ] and endow it with a structure ofK [T,Λ]-module.
The assumption deg(x) > deg(y) ensures that ϕx + Λ·ϕy is an Ore polynomial of degree

r· deg(x) with leading coefficient lying in K . Writing s = r· deg(x), we deduce that the family
(1, τ, . . . , τs−1) is a K [T,Λ]-basis of bothM(ϕ) [Λ] and M(ψ) [Λ]. On the other hand, we ob-
serve that, after extending scalars to AK [Λ], the morphism M(u) : M(ψ) → M(ϕ) induces a
K [T,Λ]-linear mapM(u) [Λ] : M(ψ) [Λ] → M(ϕ) [Λ]. Its determinant in the aforementioned
distinguished bases is a bivariate polynomial, that we call δ(T,Λ). Evaluating it atT = x +Λy, we
obtain a univariate polynomial inΛwith coefficients in AK .

Theorem 3.8. With the above notation andhypothesis, the leading coefficient of δ(T,Λ)with respect
to T is a nonzero constant c ∈ K×. Moreover, if we write

δ(x+Λy,Λ) = δ0 + δ1·Λ + · · · + δn·Λn (n ∈ Z¾0, δi ∈ AK ),

then c−1δ0, . . . , c−1δn all lie in A and generate n (u).

Proof. For any fixed element λ ∈ K , notice that the degree of the univariate polynomial δ(T, λ)
is equal to the τ-degree of u. Since the latter remains constant when λ varies in K , so does the
former. The first assertion of the theorem follows.

Set I = K ⊗Fq n (u), which is an ideal of AK . Recall that the maximal ideals of AK are all of
the form

m (x0 ,y0 ) = (x − x0)AK + (y − y0)AK

with x0, y0 ∈ K . We write the decomposition of I into a product of prime ideals:

I = m (x1 ,y1 ) ·m (x2 ,y2 ) · · ·m (xℓ ,yℓ ) (6)

where ℓ is a nonnegative integer and xi, yi ∈ K for all i between 1 and ℓ .
We fix an element λ ∈ K and consider the ring homomorphism fλ : K [T ] → AK defined

by T ↦→ x + λy. The map fλ is the specialization of f at λ, and a finite morphism whose degree
does not depend on λ. LetNλ : AK → K [T ] denote the normmap with respect to fλ. It follows
from the decomposition (6) thatNλ (I) is the ideal ofK [T ] generated by the polynomial

Pλ (T ) = (T − x1 − λy1) · · · (T − xℓ − λyℓ ).

On the other hand, repeating the proof of Corollary 3.3, we find thatNλ (I) is also the ideal gen-
erated by δ(T, λ). Therefore δ(T, λ) = c ·Pλ (T ). Since this equality holds for any λ ∈ K , it is safe
to replace λ by the formal variableΛ. Specializing at T = x + Λy, we obtain

δ(x + Λy,Λ) = c ·
ℓ∏
i=1

(
(x − xi) + Λ·(y − yi)

)
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Expanding the latter product and comparing with the definition of I , we find that I is the ideal of
AK generated by δ0, . . . , δn. Finally, the fact that I is defined over A implies that the pairs (xi, yi)
are conjugated under the Galois action, which eventually shows that the c−1·δi’s are in A. The
theorem follows. �

Theorem 3.8 readily translates to an algorithm for computing the norm n (u), namely:

1. we compute the matrix ofM(u) [Λ] using Algorithm 3 (treatingΛ as a formal parameter),

2. we compute the determinant δ(T,Λ) of thismatrix and let c ∈ K× be its leading coefficient
with respect to T ,

3. we write
c−1 · δ(x+Λy,Λ) = δ′0 + δ′1·Λ + · · · + δ′n·Λn (δ′i ∈ AK ).

4. we return the ideal of A generated by δ′0, . . . , δ
′
n.

It follows from the proof of Theorem 3.8 that the degree n of δ(x+Λy,Λ) is equal to ℓ , on the
one hand, and to the τ-degree of the isogeny u, on the other hand. Unfortunately, this quantity
may be large, especially when we compare it with the minimal number of generators of n (u),
which is at most 2 because A is a Dedeking domain.

To overcome this issue, an option could be to compute the δ′i ’s one by one by using relaxed
arithmetics [vdH97]: each time a new δ′i is computed, we form the ideal Ii generated by δ′0, . . . , δ

′
i

and stop the process when Ii has degree n; we then have the guarantee that n (u) = Ii and that we
have computed the ideal we were looking for. When x1, . . . , xℓ are pairwise disjoint (which is the
most favorable case), we already have n (u) = I1, so that the above procedure stops very rapidly.

Another option consists in picking random elements λ ∈ K and computing the evaluations
δ(T, λ) and c−1·δ(x+λy, y). Doing so, we obtain elements in n (u) and we can hope, as above, that
only a few number of them will generate the ideal. Again, this can be checked by looking at the
degree of the candidate ideals.

4 The central simple algebramethod

Throughout this section, we assume that K is a finite extension of Fq and we let d denote the
degree of K/Fq. Our aim is to design an alternative algorithm (namely the algorithm referred
to as F-CSA in the introduction) for computing the characteristic polynomial of the Frobenius
endomorphism Fϕ of a rank r Drinfeld A-module ϕ. We recall that, by definition, Fϕ is the endo-
morphism corresponding to the Ore polynomial τd ∈ K {τ}.

Our algorithm is based on Theorem 4.5, which provides a formula for the characteristic poly-
nomial of Fϕ by means of reduced norms in a certain central simple algebra.

4.1 The characteristic polynomial of the Frobenius as a reduced norm

Theorem 4.5, the main result of this section and stated in §4.1.2, requires a preliminary introduc-
tion on general Ore polynomials and reduced norms. This is the goal of §4.1.1.
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4.1.1 General Ore polynomials and reduced norms

We first recall some standard facts about Ore polynomials6. Given a ring L equipped with a ring
endomorphism θ : L→ L, we form the ring L[t; θ] whose elements are formal expressions of the
form

a0 + a1t + · · · + antn (n ∈ Z¾0, a0, . . . , an ∈ L)

subject to the usual addition and multiplication driven by the rule tb = θ(b)t for b ∈ L. The ring
L[t; θ] is the so-called ring of Ore polynomials over L twisted by θ; it is noncommutative unless θ
is the identity morphism.

From this point onward, we focus on the case where L is a field, as it holds significant impor-
tance for this section. The ringL[t; θ] then sharesmany properties with classical polynomial rings
over a field. Notably, it is equipped with a notion of degree and with an Euclidean division on the
right: given two Ore polynomial A, B ∈ L[t; θ] with B ≠ 0, there exist uniquely determined
Q,R ∈ L[t; θ] such that A = QB + R and degR < deg B. As in the classical commutative case,
this implies that L[t; θ] is left Euclidean, i.e. all left ideals of L[t; θ] are generated by one element.
From this property, we derive the existence of right gcd: given P, Q ∈ L[t; θ], the right gcd of P
andQ, denoted by rgcd(P, Q), is the unique monic polynomial satisfying the relation

L[t; θ]·P + L[t; θ]·Q = L[t; θ]· rgcd(P, Q).

From now on, we assume further that θ has finite order d. This hypothesis ensures in par-
ticular that the center of L[t; θ] is large; precisely, it is the subring F [td] where F denotes the
subfield of L fixed by θ. By standard Galois theory, the extension L/F has degree d and it is Galois
with cyclic Galois group generated by θ. In this situation, the field of fractions of L[t; θ] can be
obtained by inverting the elements in the center, i.e. we have

Frac(L[t; θ]) = F (td) ⊗F [td ] L[t; θ].

Besides, the latter is a central simple algebra over F (td) [Jac96, Theorem 1.4.6]. This provides us
with a reduced normmap

Nrd : Frac(L[t; θ]) → F (td)

which is multiplicative and acts as the d-th power on F (td). Let P ∈ L[t; θ], P ≠ 0. We form
the quotient DP = L[t; θ]/L[t; θ]P, which is a L-vector space of dimension deg(P) with basis
(1, t, . . . , tdeg(P )−1). Since td is a central element in L[t; θ], the multiplication by td defines a L-
linear endomorphism ofDP , which we denote by γP . Its characteristic polynomial π(γP) is then
a monic polynomial of degree deg(P).

Proposition 4.1. For all P ∈ L[t; θ], P ≠ 0, we have

Nrd (P) = NL/F
(
lc(P)

)
· π(γP) (td)

where lc(P) is the leading coefficient of P and NL/F is the norm map from L to F , i.e. NL/F (x) =
x · θ(x) · · · θr−1(x).

6For a more detailed survey on this topic, we refer to [Jac96, §I].
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Proof. See [CLB17b, Lemma 2.1.15]. �

Remark 4.2. Proposition 4.1 implies in particular that Nrd (P) is a polynomial whenever P ∈
L[t; θ] and that π(γP) has coefficients in F . Both of them are not immediate from the definition.

4.1.2 Main results

We come back to our setting: we assume thatK is a finite extension of Fq of degree d and consider
a Drinfeldmodule ϕ : A→ K {τ} of rank r. We notice thatK {τ} can be alternatively depicted as
the ring of Ore polynomials K [t; Frob] where Frob : K → K is the Frobenius endomorphism
taking x to xq. Recall that we have set AK = K ⊗Fq A, and define θ = Frob⊗ idA, which is a
ring endomorphism of AK of order d with fixed subring A. We form the Ore algebra AK [t; θ];
it contains K [t; θ] ≃ K {τ} as a subring. In particular, the elements ϕa (a ∈ A) naturally sit in
AK [t; θ].

We define the ideal
I (ϕ) =

∑
a∈A

AK [t; θ]·(ϕa − a).

In other words, I (ϕ) is the left ideal ofAK [t; θ] generated by the elements (ϕa − a) for a running
overA.

Lemma 4.3. We assume that A is generated as a Fq-algebra by the elements a1, . . . , an. Then I (ϕ)
is generated as a left ideal of AK [t; θ] by ϕa1−a1, . . . , ϕan−an.

Proof. Let I ′ be the left ideal of AK [t; θ] generated by ϕa1−a1, . . . , ϕan−an. We need to prove
that I ′ = I (ϕ). The inclusion I ′ ⊂ I (ϕ) is obvious. For the reverse inclusion, consider λ ∈ Fq

and a, b ∈ A such that ϕa−a, ϕb−b ∈ I ′. The equalities

ϕλa − λa = λ · (ϕa − a)
ϕa+b − (a+b) = (ϕa − a) + (ϕb − b)

ϕab − ab = ϕa · (ϕb − b) + b · (ϕa − a)

(recall that b is central, so it commutes with ϕa) show that the three elements on the left hand side
belong to I ′ as well. This stability property eventually ensures that I ′ contains all elements of the
form ϕa − a. Hence I (ϕ) ⊂ I ′ as desired. �

We recall from §1.1.2 that the A-motive of ϕ, denoted by M(ϕ), is isomorphic to K {τ} as a
K -vector space. This gives aK -linear inclusionM(ϕ)→ AK [t; θ] (mapping τ to t). We consider
the composite

αϕ : M(ϕ) → AK [t; θ] → AK [t; θ]/I (ϕ).

Proposition 4.4. The map αϕ is a AK -linear isomorphism.

Proof. We first check linearity. Let λ ∈ K , a ∈ A and f ∈ M(ϕ). By definition, we have (λ ⊗
a)·f = λfϕa. Hence

αϕ
(
(λ ⊗ a)·f

)
= λfϕa ≡ λfa (mod I (ϕ)).
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Moreover a is a central element in AK [t; θ]. We conclude that αϕ
(
(λ ⊗ a)·f

)
= λaf and linearity

follows.
In order to prove that αϕ is an isomorphism, we observe thatAK [t; θ] ≃ K {τ} ⊗Fq A and we

define the K -linear map βϕ : AK [t; θ] → K {τ} (as sets, K {τ} = M(ϕ)) that takes f ⊗ a to fϕa
(for f ∈ K {τ} and a ∈ A). We claim that βϕ vanishes on I (ϕ). Indeed, for a, b ∈ A and g ∈ K {τ},
we have

βϕ
(
(g ⊗ b)·(ϕa ⊗ 1 − 1 ⊗ a)

)
= βϕ(gϕa ⊗ b − g ⊗ ab)
= gϕaϕb − gϕab = 0.

Consequently, βϕ induces amapping β̄ϕ : AK [t; θ]/I (ϕ) → M(ϕ). It is now formal to check that
β̄ϕ is a left and right inverse of αϕ, showing that αϕ is an isomorphism. �

We write Frac(AK ) for the field of fractions of AK . The morphism θ extends to a ring en-
domorphism of Frac(AK ) that, in a slight abuse of notation, we continue to denote by θ. On
Frac(AK ), θ has order d and its fixed subfield is Frac(A). We consider the Ore polynomial ring
Frac(AK ) [t; θ]. By what we have seen previously, its center is Frac(A) [td] and there is a reduced
normmap

Nrd : Frac(AK ) [t; θ] → Frac(A) [td].

We define I0 (ϕ) = Frac(AK ) ⊗AK I (ϕ); it is a left ideal of Frac(AK ) [t; θ]. Since the latter is a
principal ideal domain, I0 (ϕ) is generatedby aunique element g(ϕ), whichweassume tobemonic.
Concretely g(ϕ) is the right gcd of the elements (ϕa−a) when a varies inA. After Lemma 4.3, we
even have g(ϕ) = rgcd

(
ϕa1−a1, . . . , ϕan−an

)
as soon as a1, . . . , an generate A as an Fq-algebra.

Theorem 4.5. We keep the previous notation and assumptions. Let Fϕ be the Frobenius endomor-

phism of ϕ and let π(Fϕ) be its monic characteristic polynomial. Then

π(Fϕ) (td) = Nrd
(
g(ϕ)

)
.

Proof. WriteM0(ϕ) = Frac(AK ) ⊗AK M(ϕ). On the one hand, it follows from Proposition 4.4
that αϕ induces an isomorphism

M0 (ϕ) ≃ Frac(AK ) [t; θ] / Frac(AK ) [t; θ]·g(ϕ).

With Proposition 4.4, we realize that Nrd (g(ϕ)) is equal to the characteristic polynomial of the
right multiplication by td onM0 (ϕ), that is

Nrd
(
g(ϕ)

)
= π

(
Frac(AK ) ⊗AK M(Fϕ)

)
= π

(
M(Fϕ)

)
.

We conclude by invoking Theorem 2.8. �

Remark 4.6. When A = Fq[T ], we recover a result given in [Pap23] (see Lemma 4.3.1, Theo-
rems4.2.2 and 1.7.16, andEquation (4.1.3)). It follows fromLemma4.3 that g(ϕ) isK (T )-collinear
to ϕT − T . Therefore, the reduced norm of ϕT − T corresponds to the reduced characteristic
polynomial of ϕT . Let χ (τd, V ) ∈ Fq[τd] [V ] be this characteristic polynomial, and let π be

34



the characteristic polynomial of the Frobenius endomorphism of ϕ. Then we have shown the
polynomials π(T, X ) and χ (X, T ) are equal up to a nonzero element in Fq.

4.2 Algorithms: the case of P1

We move to algorithmical purpose. By Theorem 4.5, the computation of the characteristic poly-
nomial of Fϕ reduces to the computation of a reduced norm. On the other hand, it is a classical
fact that the reduced norm of a polynomial P ∈ AK [t; θ] can be computed as a usual norm. Pre-
cisely, we consider the subalgebra A[t] of AK [t; θ]; it is commutative and étale over the center
A[td]. Moreover AK [t; θ] appears as a free left module of rank d over A[t]. Thus, there exists a
norm mapNAK [t;θ]/A[t] which takes a polynomial P to the determinant of the A[t]-linear endo-
morphism of

�P : AK [t; θ] → AK [t; θ]
Q ↦→ QP.

With this notation, we have

Nrd (P) = NAK [t;θ]/A[t] (P) ∈ A[t].

We now assume that A = Fq[T ] and fix a Drinfeld module ϕ : Fq[T ] → K {τ}. It follows
from Lemma 4.3 that g(ϕ) isK (T )-collinear to ϕT − T . Fix a basisB = (e1, . . . , ed) ofK over Fq
and observe thatB is anA[t]-basis ofAK [t; θ] aswell. LetM be thematrix of �ϕT inB. Its entries
all lie in Fq[t] given that ϕT has coefficients in K . Observing moreover that �g (ϕ) = �ϕT − �T =

�ϕT − T , we conclude that
π(Fϕ) (td) = π(M) (T ) (7)

where π(M) is the characteristic polynomial ofM. We emphasize that the two variables t and
T play different roles in the two sides of the Equality (7): in the left hand side, t appears in the
variable at which the characteristic polynomial is evaluated whereas, in the right hand side, it is an
internal variable appearing in the matrixM; and conversely for T .

In order to explicitly compute the matrix of �P for a given Ore polynomial P ∈ K [t; θ], we
can proceed as follows. We write P = g0 + g1t + · · · + gntn (gi ∈ K ) and notice that

�P = �g0 + �t ◦ �g1 + · · · + �nt ◦ �gn .

Moreover the set of equalities eit = te
1/q
i for 1 ¶ i ¶ d shows that the matrix of �t is t·F −1

where F is the matrix of the Frobenius endomorphism acting on K (which is Fq-linear). These
observations readily lead to Algorithm 6.

Lemma 4.7. IfB is the working basis ofK/Fq, Algorithm 6 requires d applications of the Frobenius

endomorphism and O˜(ndω) operations in Fq.

Proof. SinceB is theworking basis, writing the coordinates of an element ofK inB costs nothing.
Therefore, computing the matrix F amounts to computing each gqi for 1 ¶ i ¶ d. This then
requires d applications of the Frobenius endomorphism. Similarly computing each Gj requires
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Algorithm 6:Matrix-CSA

Input: An Ore polynomial P =
∑n
j=0 gjt

j ∈ K [t; θ], a basisB = (e1, . . . , ed) ofK over Fq
Output: The matrix of �P in the basisB

1 Compute the matrix F ∈ Fd×dq of the FrobeniusK → K, x ↦→ xq in the basisB
2 For 0 ¶ j ¶ n
3 Compute the matrix Gj ∈ Fd×dq of the mapK → K, x ↦→ gjx in the basisB

4 Return
∑n
j=0 F

−j ·Gj ·tj

d multiplications in K , corresponding to O˜(d2) operations in Fq. Finally, the computation on
line 4 requires one inversion andO(n) multiplications of r × r matrices over Fq. The cost of this
computation is thenO˜(ndω) operations in Fq. �

We now have everything we need to compute the characteristic polynomial of the Frobenius
endomorphism: see Algorithm 7.

Algorithm 7: FrobeniusCharpoly-CSA

Input: A Drinfeld Fq[T ]-module ϕ
Output: The characteristic polynomial of the Frobenius endomorphism of ϕ

1 ComputeM = Matrix-CSA(ϕT )
2 Compute the characteristic polynomial ofM and write it

∑d
i=0(

∑r
j=0 λi,jt

jd)X i

3 Return
∑r
j=0 (

∑d
i=0 λi,jT

j)X i

Theorem4.8 (VariantF-CSA). Algorithm7 computes the characteristic polynomial of the Frobenius

endomorphism of ϕ for a cost of O˜(d log2 q) + O•(rdω log q) bit operations.

Proof. Per Lemma 4.7, computing the matrix of �ϕT requiresO(d) applications of the Frobenius
andO˜(rdω) operations in Fq. Using Lemma 1.15, computing its characteristic polynomial can be
achieved for an extra cost of O˜(rdω) operations in Fq. All of this correspond to O˜(d log2 q) +
O•(rdω log q) bit operations in our complexity model (see §1.2.1). �

4.3 Algorithms: the case of a general curve

When A is a general curve, it is possible to follow the same strategy as before. However several
simplifications that were previously applicable cannot be implemented in this case. First of all,
finding g(ϕ) requires some computation. By Lemma 4.3, however, g(ϕ) can be obtained as the
right gcd of a finite number of Ore polynomials, as soon as we have a finite presentation of the
ringA. Fortunately, such a right gcd can be computed using a noncommutative variant of the Eu-
clidean algorithm. Once g(ϕ) is known, one can compute its reduced norm using the method of
§4.2: we form thematrix of the Frac(A) [t]-linear map �g (ϕ) : Frac(AK ) [t; θ] → Frac(AK ) [t; θ],
defined byQ ↦→ Q·g(ϕ), and viewNrd (g(ϕ)) as the determinant of �g (ϕ) .

This approach yields a working algorithm for computing π(Fϕ). It has nevertheless two draw-
backs. First, the computation of the right gcd may be costly and have an impact on the size of the
coefficients in the base ring Frac(AK ), which is not finite. One may gain a certain level of control
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byusing the theory of noncommutative subresultants introducedbyLi in [Li98], but this requires
additional caution. The second disadvantage is that the Ore polynomial g(ϕ) is in general not of
the form ϕa − a, implying that the computation of its reduced norm no longer boils down to
finding the characteristic polynomial of a matrix with entries in Fq. Instead, we need to compute
the determinant of a general matrix over Frac(A) [t], which can be a more costly operation.

It turns out that we can overcome these two issues by following the same strategy as in §3.3 and
reducing the problem to the case of Fq [T ]. For simplicity, we assume again thatA is presented as

A = Fq[X, Y ]/P (X, Y ) with P ∈ Fq[X, Y ]

and that deg(x) > deg(y) where x and y denote the images in A of the variables X and Y . We
introduce a new variableΛ and the Ore polynomial ringK [T,Λ] [t; θ] where θ acts onK via the
Frobenius map x ↦→ xq and acts trivially on T and Λ. In this setting, we have a reduced norm
map

Nrd : K [T,Λ] [t; θ] → Fq[T,Λ] [td].

We consider the trivariate polynomial ϖ (T,Λ, td) = Nrd
(
ϕx + Λ·ϕy − T

)
and write

ϖ (x + Λy,Λ, td) = ϖ0(td) + ϖ1(td)·Λ + · · · + ϖn(td)·Λn

where the ϖi’s are univariate polynomials over Frac(A). This gives the following theorem, which
is an analogue of Theorem 3.8 and whose proof is similar.

Theorem 4.9. We keep the previous notation and assumptions. Let Fϕ be the Frobenius endomor-

phism of ϕ and let π(Fϕ) be its monic characteristic polynomial. Then

π(Fϕ) = gcd(ϖ0, ϖ1, . . . , ϖn).

The formula of Theorem 4.9 readily provides an algorithm for computing π(Fϕ). This strat-
egy is not hindered by the two aforementioned disadvantages. Moreover, as mentioned in §3.3, it
may occur that π(Fϕ) is already the gcd of the first polynomials ϖ0, . . . , ϖi, for some i < n. There-
fore, it can be beneficial to compute the ϖi’s one by one (using relaxed arithmetics), determining
the corresponding gcd at each step, and stopping the computation as soon as the resulting poly-
nomial reaches degree d. As also discussed in §3.3, another option is to work with evaluations at
random values λ ∈ K instead of working with the formal variableΛ.
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A Review of existing algorithms

In all this Section, ϕ is a rank r Drinfeld Fq[T ]-module over a field K . The field K may not be
finite, but when it is, its degree overFq is denoted by d. The function field characteristic ofK is an
ideal p of Fq[T ] whose degree is denoted bym. We consider an endomorphism or an isogeny u
whose degree as an Ore polynomial is n. We let ω be a feasible exponent for matrix multiplication
andΩ be a feasible exponent for matrix characteristic polynomial computation.

We underline that any algorithm the computes the characteristic polynomial of an endomor-
phism computes its norm as a byproduct. Furthermore, the Frobenius norm can be computed in
O˜(d log2 q) +O•(d log q) bit operations (see Remark 3.7), which is strictly better than any other
algorithmmentioned in this paper.

In all the tables below, the termO˜(d log2 q) which appears in blue onmany lines always corre-
spond to the precompution of the image of a generator ofK/Fq by the Frobenius endomorphism
(see §1.2.1).

Table 1: Algorithms for the characteristic polynomial of the Frobenius endomorphism in rank two

Algorithm Bit complexity Constraints

[Gek08] 1 O• (d3 log q) + O˜(d log2 q)

[MS19, § 5] 2 O• (d1.885 log q) + O˜(d log2 q) m = d

[MS19, § 7] 3 O• (d2 log2 q)

[MS19, § 6] 4 O• (d2 log q) + O˜(d log2 q)

[GP20, § 5.1]
\

O˜(d3 log q) m = d

[DNS21, Th 1] 5 O• (d1.5 log q) + O˜(d log2 q) m = d

[MS23, Th. 1(1)]
\

O• (d1.5 log q) + O˜(d log2 q) m = d

[MS23, Th. 1(2)]
\

O•
( d2√

m
log q

)
+ O˜(d log2 q) m < d

[MS23, Th. 2(1)]
Z

O• (d2 d+mm log q) + O˜(d log2 q)

[MS23, Th. 2(2)]
Z

O• (SM¾1 (d, d) log q) + O˜(d log2 q)
Cor. 2.18, F-MFF

\
O• (SM¾1 (d, d) log q) + O˜(d log2 q)

Th. 2.19, F-MKU
\

O• (d2 log q) + O˜(d log2 q)

Th. 4.8, F-CSA
\

O• (dω log q) + O˜(d log2 q)
1 Deterministic algorithm by Gekeler. The Frobenius norm is directly computed, and the Frobenius trace is
computed as the solution of a linear system. See also [MS19, § 4.1].

2 Monte-Carlo algorithm by Musleh and Schost. The algorithm is inspired by ideas from ideas of Narayanan in
[Nar18, § 3.1], as well as Copersmith’s blockWiedemann algorithm.

3 Monte-Carlo algorithmbyMusleh and Schost. The algorithm computes the Frobenius norm, and theminimal
polynomial of ϕT using a Monte-Carlo algorithm. After, it recovers Fϕ by solving a Hankel system.

4 Deterministic algorithm byMusleh and Schost. Drinfeld analogue of Schoof’s algorithm for elliptic curves.
5 Deterministic Algorithm by Doliskani, Narayanan and Schost, introduced to factorize polynomials in Fq [T ].
The algorithmactually computes theHasse invariant of theDrinfeldmodule, fromwhich the Frobenius trace is
recovered thanks to the assumption thatm = d. The algorithm gets inspiration from elliptic curve algorithms
and computes the Hasse invariant as an element in a recursive sequence discovered by Gekeler. See [DNS21,
§ 2.1].
\
Algorithm described in Table 2.
Z
Algorithm described in Table 3.
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Table 2: Algorithms for the characteristic polynomial of the Frobenius endomorphism in any rank r

Algorithm Bit complexity Constraints

[GP20, § 5.1] 1 O˜(r2d3 log q) m = d

[MS23, Th. 1(1)] 2 O• (rωd 3

2 log q) + O˜(d log2 q) m = d

[MS23, Th. 1(2)] 2 O•
( ( rΩ

m +
rω√
m

)
d2 log q

)
+ O˜(d log2 q) m < d

[MS23, Th. 2(1)]
Z

O•
( (
rΩ +min(dr2, (d+r)rω−1)

) d(d+m)
m log q

)
+ O˜(d log2 q)

[MS23, Th. 2(2)]
Z

O•
( (
rΩ d(d+m)

m + r·SM¾1 (d + r, d)
)
log q

)
+ O˜(d log2 q)

Cor. 2.18, F-MFF 3 O• ((SM¾1 (d, d) + rd2 + drω) log q) + O˜(d log2 q)

Th. 2.19, F-MKU 4 O• ((d2rω−1 + drω) log q) + O˜(d log2 q)

Th. 4.8, F-CSA 5 O• (rdω log q) + O˜(d log2 q)
1 Deterministic algorithm by Garai and Papikian. With Proposition 2.12 and the hypothesis m = d, the coeffi-
cients of Fϕ are uniquely determined by their images under γ : Fq [T ] → K . The Frobenius norm is computed
using Equation (5) and the other coefficients are recursively computed.

2 Two deterministic algorithms by Musleh and Schost. The characteristic polynomial of any endomorphism is
the characteristic polynomial of its action on the crystaline cohomology. In the case of the Frobenius endomor-
phism, algorithmic speed-ups are possible using a baby step-giant stepmethod.

3 Probabilistic algorithm. The characteristic polynomial of the Frobenius endomorphism is the characteristic
polynomial of its action on the motive.

4 Probabilistic algorithm. The characteristic polynomial of the Frobenius endomorphism is the characteristic
polynomial of its action on the motive. The corresponding matrix is recursively computed using a square and
multiply-like procedure.

5 Probabilistic algorithm. The characteristic polynomial of the Frobenius endomorphism is interpreted as the
reduced characteristic polynomial of ϕT in the central simple Fq[τd]-algebraK{τ}.
Z
Algorithm described in Table 3.

Table 3: Algorithms for characteristic polynomials of degree n endomorphisms, in any rank r, over a finite field of
degree d over Fq

Algorithm Bit complexity Constraints

[MS23, Th. 2(1)] 1 O•
( (
rΩ +min(nr2, (n+r)rω−1)

) d(n+m)
m log q

)
+ O˜(d log2 q)

[MS23, Th. 2(2)] 1 O•
( (
rΩ d(n+m)

m + rSM¾1 (n + r, d)
)
log q

)
+ O˜(d log2 q)

Th. 2.16, F-MFF 2 O• ((SM¾1 (n, d) + ndr + nrω + drω) log q) + O˜(d log2 q)
1 Two deterministic algorithms by Musleh and Schost. The characteristic polynomial of any endomorphism is
the characteristic polynomial of its action on the crystalline cohomology of the Drinfeld module.

2 Probabilistic algorithm. The characteristic polynomial of any endomorphism is the characteristic polynomial
of its action on the motive of the Drinfeld module.

Table 4: Algorithms for characteristic polynomials of degree n endomorphisms, in any rank r, over a generic field

Algorithm Operations in the base field& Frobenius applications Constraints

Th. 2.15 1 O˜(n2 + (n + r)rΩ−1) & O(n2 + r2)
1 Probabilistic algorithm. The characteristic polynomial of any endomorphism is the characteristic polynomial
of its action on the motive of the Drinfeld module.
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Table 5: Algorithms for computing norms of degree n isogenies, in any rank r, over a finite field of degree d over Fq

Algorithm Bit complexity Constraints

Th. 3.5 1 O•
( (
SM¾1 (n, d)+ndr+nmin(d, r)rω−1+drω

)
log q) + O˜(d log2 q)

See also Table 3.

1 Probabilistic algorithm. The norm of any isogeny is the determinant of the motivic application associated to
the isogeny.

Table 6: Algorithms for computing norms of degree n isogenies, in any rank r over a finite field of degree d over Fq

Algorithm Operations in the base field& Frobenius applications Constraints

Th. 3.4 1 O˜(n2 + (n + r)rω−1) & O(n2 + r2)
1 Probabilistic algorithm. The norm of any isogeny is the determinant of the motivic application associated to
the isogeny.
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