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#### Abstract

Starting from a reference partial differential equation model of the complex transverse water proton magnetization in a voxel due to diffusion-encoding magnetic field gradient pulses, one can use periodic homogenization theory to establish macroscopic models. A previous work introduced an asymptotic model that accounted for permeable interfaces in the imaging medium. In this paper we formulate a higher order asymptotic model to treat higher values of permeability. We explicitly solved this new asymptotic model to obtain a system of ordinary differential equations that can model the diffusion MRI signal and we present numerical results showing the improved accuracy of the new model in the regime of higher permeability.
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## 1. Introduction

Diffusion Magnetic Resonance Imaging (dMRI) is a non-invasive imaging technique to investigate structural and transport properties of porous media as well as to study anatomical, physical, and functional properties of biological tissues and organs such as brain, muscles and bones $[7,10,18,22,27,30]$. The results contained in this paper came out of the process of providing mathematical justifications, through homogenization theory [4], for the use of higher order diffusion tensors in the modeling of diffusion MRI. For example, the imaging community has proposed the so-called diffusion kurtosis imaging (DKI) (see, for instance, $[3,15,16,20,25]$ ). DKI is used to directly measure the non-Gaussian property of water diffusion characterized by a fourth-order tensor referred to as the diffusion kurtosis tensor. In three-dimensional space, the kurtosis tensor has 81 components, but, owing to the full symmetry with respect to an interchange of indices, only 15 elements are independent. Higher-order homogenization expansions have been employed in many other contexts in the literature and we refer the reader to $[1,2,9,23,28]$ and the references therein for an account of the vast literature on the subject.

The classical dMRI experiment consists in applying two pulsed gradient magnetic fields with a 180 degree spin reversal between the two pulses in order to encode the displacement of water molecules between them [5,6,21,26]. Following the approach proposed in $[8,12]$, we consider the Bloch-Torrey partial differential equation as a

[^0]reference fine scale model for the complex-valued transverse water proton magnetization due to diffusionencoding magnetic field gradient pulses. The goal of this paper is to determine higher-order asymptotic expansions of the solution in terms of the ratio of the cell-size to the voxel-size. This ratio is assumed to be small in the dMRI application. The new model of this paper can be seen as a higher order extension of the lower ordered model derived in $[8,19]$. Similarly to $[8,11]$, we then rely on the interpretation of the macroscopic model in the Fourier domain to derive a system of ordinary differential equations (ODEs) whose solution directly gives the dMRI signal. We then validated the accuracy of the new higher ordered model through some two-dimensional numerical simulations. We show in particular that the new model is more accurate in the regime of higher interface permeability.

The paper is organized as follows. We present the reference fine-scale Bloch-Torrey PDE model and periodic homogenization in Section 2. In Section 3 we provide the key steps to compute the different terms of the two-scale asymptotic expansions and give explicit expressions up to order 2. We present in Section 4 the system of ODEs that results from the order 2 asymptotic model. We give in Section 5 numerical validation using two dimension geometries and in Section 6 we show improvement for higher permeability. For the readers' convenience, we complement our paper with an Appendix A containing some technical details associated with Section 3.

## 2. Mathematical COntext

Let $\Omega$ be a domain (open set) containing biological tissue, excluding the boundaries of the biological cells, and let $\Gamma$ be the union of the cell boundaries. The open set $\Omega$ is the union of the extra-cellular domain $\Omega^{e}$ and the intra-cellular domain $\Omega^{c}$ :

$$
\Omega=\Omega^{e} \cup \Omega^{c}
$$

Suppose $\mathcal{D}$ is the intrinsic diffusion coefficient:

$$
\mathcal{D}= \begin{cases}\mathcal{D}^{e}, & \text { in } \Omega^{e} \\ \mathcal{D}^{c}, & \text { in } \Omega^{c}\end{cases}
$$

The effective time profile, $f(t)$, represents the sequence of applied diffusion-encoding gradient pulses, and obeys the following property:

$$
\begin{equation*}
\int_{0}^{T_{E}} f(t) \mathrm{d} t=0 \tag{2.1}
\end{equation*}
$$

where $T_{E}$ is the time at which the signal is measured called the echo time.
A reference model for the complex-valued transverse water proton magnetization $M=M_{x}+\iota M_{y}$ subject to diffusion-encoding is the following Bloch-Torrey equation [29]:

$$
\begin{cases}\frac{\partial \boldsymbol{M}}{\partial t}(\boldsymbol{x}, t)+\iota f(t) \boldsymbol{q} \cdot \boldsymbol{x} \boldsymbol{M}(\boldsymbol{x}, t)-\operatorname{div}(\mathcal{D}(\boldsymbol{x}) \nabla \boldsymbol{M}(\boldsymbol{x}, t))=0, & \text { in } \Omega \times] 0, T_{E}[,  \tag{2.2}\\ {[\mathcal{D}(\boldsymbol{x}) \nabla \boldsymbol{M}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}]=0,} & \text { on } \Gamma \times] 0, T_{E}[, \\ \mathcal{D}(\boldsymbol{x}) \nabla \boldsymbol{M}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}=\kappa[\boldsymbol{M}(\boldsymbol{x}, t)], & \text { on } \Gamma \times] 0, T_{E}[, \\ \boldsymbol{M}(\cdot, 0)=\boldsymbol{M}_{\text {init }}, & \text { in } \Omega,\end{cases}
$$

where $\boldsymbol{\nu}$ is the unit normal vector pointing exterior to the intra-cellular domain, the brackets $[\cdot]$ denote the jump across the interfaces $\Gamma, \kappa$ is the membrane permeability, $\iota$ in the imaginary unit, $T_{E}>0$ is the echo time, $\boldsymbol{M}_{\text {init }}$ is the initial spin density. The constant vector in $\mathbb{R}^{d}, \boldsymbol{q}=q \boldsymbol{n}$, contains the amplitude $q$, which is the product of the diffusion-encoding gradient amplitude multiplied by the gyro-magnetic ratio of the water proton, the unit vector $\boldsymbol{n}$ points in the direction of the applied diffusion-encoding magnetic field gradient.

The dMRI signal at echo time $T_{E}$ is the integral of magnetization $\boldsymbol{M}\left(\boldsymbol{x}, T_{E}\right)$, normalized by the mass:

$$
\begin{equation*}
S:=\frac{1}{|\Omega|} \int_{\Omega} \boldsymbol{M}\left(\boldsymbol{x}, T_{E}\right) \mathrm{d} \boldsymbol{x} \tag{2.3}
\end{equation*}
$$



Figure 1. Periodicity box $Y$ containing 3 biological cells. It is composed of $Y^{e}$, the exra-cellular domain (red), $Y^{c}$ the intra-cellular domain (green), $\Gamma^{m}$ the boundary of $Y^{c}$ (dark green), and the sides of the box (dark red).

Numerically, the signal is usually plotted against a quantity called the $b$-value

$$
\begin{equation*}
b(|\boldsymbol{q}|):=|\boldsymbol{q}|^{2} \int_{0}^{T_{E}}(F(t))^{2} \mathrm{~d} t \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
F(t)=\int_{0}^{t} f(s) \mathrm{d} s \tag{2.5}
\end{equation*}
$$

### 2.1. Periodic homogenization

In this work, we will apply periodic homogenization to derive asymptotic solutions of the Bloch-Torrey equation, assuming that the size of the period, $\varepsilon$, is small. We define the unit periodicity box

$$
\begin{equation*}
Y=] 0,1\left[^{d}, Y=Y^{e} \cup Y^{c}, \Gamma^{m}=\partial Y^{c}=\partial Y^{e} \backslash \partial \bar{Y}\right. \tag{2.6}
\end{equation*}
$$

with the analogous intra-cellular and extra-cellular subsets. See illustration in Figure 1.
The geometric assumption of periodic homogenization is that the domain $\Omega$ contains the union of periodic copies of $Y$. If the domain $\Omega$ is finite, the notation is more complicated than if $\Omega=\mathbb{R}^{\text {dim }}$. See illustration in Figure 2.

First, we give the notation when $\Omega$ is finite. The intra-cellular and extra-cellular domains are defined as periodic extensions of $Y^{e}$ and $Y^{c}$ :

$$
\Omega_{\varepsilon}^{c}=\cup_{\xi \in \mathbb{Z}^{d}}\left\{\varepsilon\left(\xi+Y^{c}\right) \cap \Omega\right\}, \Omega_{\varepsilon}^{e}=\cup_{\xi \in \mathbb{Z}^{d}}\left\{\varepsilon\left(\xi+Y^{e}\right) \cap \Omega\right\}, \Omega_{\varepsilon}=\Omega_{\varepsilon}^{c} \cup \Omega_{\varepsilon}^{e}
$$

The interior boundaries are defined as the periodic extension of $\Gamma^{m}$ :

$$
\Gamma_{\varepsilon}^{m}=\underset{\xi \in \mathbb{Z}^{d}}{\cup}\left\{\varepsilon\left(\xi+\Gamma^{m}\right) \cap \Omega\right\}
$$

However, to simplify the presentation in this paper by avoiding complications coming from imposing external boundary conditions on $\partial \Omega$, we will choose to take $\Omega=\mathbb{R}^{d}$, $d$ is the space dimension. This assumption is reasonable if the diffusion distance is small compared to the size of the imaging voxel.

$\Omega$
Figure 2. Periodic extension of the periodicity box, contained inside a finite $\Omega$.

Finally, on $\Omega_{\varepsilon}$ defined as the union of infinite periodic extensions, the PDE becomes:

$$
\begin{cases}\frac{\partial \boldsymbol{M}_{\varepsilon}}{\partial t}(\boldsymbol{x}, t)+\iota f(t) \boldsymbol{q} \cdot \boldsymbol{x} \boldsymbol{M}_{\varepsilon}(\boldsymbol{x}, t)-\operatorname{div}\left(\mathcal{D}_{\varepsilon}(\boldsymbol{x}) \nabla \boldsymbol{M}_{\varepsilon}(\boldsymbol{x}, t)\right)=0, & \text { in } \left.\Omega_{\varepsilon} \times\right] 0, T[,  \tag{2.7}\\ \mathcal{D}_{\varepsilon}(\boldsymbol{x}) \nabla \boldsymbol{M}_{\varepsilon}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}=\kappa_{\varepsilon}\left[\boldsymbol{M}_{\varepsilon}(\boldsymbol{x}, t)\right], & \text { on } \left.\Gamma_{\varepsilon}^{m} \times\right] 0, T[, \\ {\left[\mathcal{D}_{\varepsilon}(\boldsymbol{x}) \nabla \boldsymbol{M}_{\varepsilon}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}\right]=0,} & \text { on } \left.\Gamma_{\varepsilon}^{m} \times\right] 0, T[, \\ \boldsymbol{M}_{\varepsilon}(\cdot, 0)=\boldsymbol{M}_{\text {init }}, & \text { in } \Omega_{\varepsilon},\end{cases}
$$

where $\mathcal{D}_{\varepsilon}(\boldsymbol{x}):=\mathcal{D}\left(\frac{\boldsymbol{x}}{\varepsilon}\right)$. We assume that the initial data $\boldsymbol{M}_{\text {init }}$ defined on $\Omega$ are independent of $\varepsilon$ and belong to $L^{2}(\Omega) \cap L^{1}(\Omega)$.

## 3. Derivation of asymptotic model

Following the classical periodic homogenization technique [4, 17, 28], we use the two-scale asymptotic expansions for the solution $\boldsymbol{M}_{\varepsilon}$ in $\Omega_{\varepsilon}^{e}$ and $\Omega_{\varepsilon}^{c}$ :

$$
\boldsymbol{M}_{\varepsilon}(\boldsymbol{x}, t)= \begin{cases}\boldsymbol{M}_{\varepsilon}^{e}(\boldsymbol{x}, t)=\sum_{n=0}^{+\infty} \varepsilon^{n} \boldsymbol{M}_{n}^{e}\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\varepsilon}, t\right), & \text { in } \Omega_{\varepsilon}^{e}  \tag{3.1}\\ \boldsymbol{M}_{\varepsilon}^{c}(\boldsymbol{x}, t)=\sum_{n=0}^{+\infty} \varepsilon^{n} \boldsymbol{M}_{n}^{c}\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\varepsilon}, t\right), & \text { in } \Omega_{\varepsilon}^{c}\end{cases}
$$

where the component functions $\boldsymbol{M}_{n}^{\alpha}(\boldsymbol{x}, \boldsymbol{y}, t)$ are defined on $\left.\Omega \times Y^{\alpha} \times\right] 0, T[, \alpha \in\{e, c\}$ and are $Y$-periodic in $\boldsymbol{y}$. The aim is to separate the macroscopic variations and the microscopic ones to obtain a new problem involving only macroscopic quantities.

### 3.1. Preliminaries

We substitute the asymptotic expansions (3.1) into the periodic model (2.7), and multiply the first equation in $(2.7)$ by $\varepsilon^{2}$ to obtain

$$
\left\{\begin{array}{l}
\sum_{n=0}^{+\infty} \varepsilon^{n+2} \frac{\partial}{\partial t} \boldsymbol{M}_{n}^{\alpha}+\iota \boldsymbol{q} \cdot \boldsymbol{x} f(t) \sum_{n=0}^{+\infty} \varepsilon^{n+2} \boldsymbol{M}_{n}^{\alpha}-\sum_{n=0}^{+\infty} \varepsilon^{n+2} \operatorname{div}_{\boldsymbol{x}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{n}^{\alpha}\right)  \tag{3.2}\\
\quad-\sum_{n=0}^{+\infty} \varepsilon^{n+1}\left(\operatorname{div}_{\boldsymbol{x}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{n}^{\alpha}\right)+\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{n}^{\alpha}\right)\right)-\sum_{n=0}^{+\infty} \varepsilon^{n} \operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{n}^{\alpha}\right)=0
\end{array}\right.
$$

for $(\boldsymbol{x}, \boldsymbol{y})$ in $\Omega \times Y_{\alpha}$. In order to obtain the condition for the traces on the interface $\Gamma_{\varepsilon}^{m}$, we observe that

$$
\begin{equation*}
\left[\boldsymbol{M}_{\varepsilon}(\boldsymbol{x}, t)\right]_{\Gamma_{\varepsilon}^{m}}=\sum_{n=0}^{+\infty} \varepsilon^{n}\left(\boldsymbol{M}_{n}^{e}\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\varepsilon}, t\right)-\boldsymbol{M}_{n}^{c}\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\varepsilon}, t\right)\right) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\hat{\mathcal{D}}_{\varepsilon}(\boldsymbol{x}) \nabla \boldsymbol{M}_{\varepsilon}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}\right]_{\Gamma_{\varepsilon}^{m}}=\sum_{n=0}^{+\infty} \varepsilon^{n}\left(\mathcal{D}^{e} \nabla \boldsymbol{M}_{n}^{e}\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\varepsilon}, t\right) \cdot \boldsymbol{\nu}-\mathcal{D}^{c} \nabla \boldsymbol{M}_{n}^{c}\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\varepsilon}, t\right) \cdot \boldsymbol{\nu}\right) \tag{3.4}
\end{equation*}
$$

By identifying each power of $\varepsilon$, the no-jump relation for the flux becomes

$$
\left\{\begin{array}{l}
\mathcal{D}^{e} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{0}^{e} \cdot \boldsymbol{\nu}=\mathcal{D}^{c} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{0}^{c} \cdot \boldsymbol{\nu}  \tag{3.5}\\
\mathcal{D}^{e} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{n}^{e} \cdot \boldsymbol{\nu}+\mathcal{D}^{e} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{n-1}^{e} \cdot \boldsymbol{\nu}=\mathcal{D}^{c} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{n}^{c} \cdot \boldsymbol{\nu}+\mathcal{D}^{c} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{n-1}^{c} \cdot \boldsymbol{\nu}, \quad \text { for } n \geq 1
\end{array}\right.
$$

Using (3.3), the jump relation for the fields becomes

$$
\left\{\begin{align*}
\varepsilon^{0} \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{0}^{\alpha} \cdot \boldsymbol{\nu}+\varepsilon^{1} \mathcal{D}^{\alpha}\left(\nabla_{\boldsymbol{y}} \boldsymbol{M}_{1}^{\alpha} \cdot \boldsymbol{\nu}+\nabla_{\boldsymbol{x}} \boldsymbol{M}_{0}^{\alpha} \cdot \boldsymbol{\nu}\right)+\varepsilon^{2} \mathcal{D}^{\alpha}\left(\nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha} \cdot \boldsymbol{\nu}+\nabla_{\boldsymbol{x}} \boldsymbol{M}_{1}^{\alpha} \cdot \boldsymbol{\nu}\right)  \tag{3.6}\\
\quad+\sum_{n=2}^{+\infty} \varepsilon^{n+1} \mathcal{D}^{\alpha}\left(\nabla_{\boldsymbol{y}} \boldsymbol{M}_{n+1}^{\alpha} \cdot \boldsymbol{\nu}+\nabla_{\boldsymbol{x}} \boldsymbol{M}_{n}^{\alpha} \cdot \boldsymbol{\nu}\right)=\sum_{n=0}^{+\infty} \varepsilon^{n+1} \kappa^{\varepsilon}\left(\boldsymbol{M}_{n}^{e}-\boldsymbol{M}_{n}^{c}\right)
\end{align*}\right.
$$

for $(\boldsymbol{x}, \boldsymbol{y})$ in $\Omega \times \Gamma^{m}$. The initial conditions are,

$$
\begin{equation*}
\boldsymbol{M}_{0}^{\alpha}(\boldsymbol{x}, \boldsymbol{y}, 0)=\boldsymbol{M}_{\mathrm{init}}(\boldsymbol{x}) \quad \text { and } \quad \boldsymbol{M}_{n}^{\alpha}(\boldsymbol{x}, \boldsymbol{y}, 0)=0 \text { for } n>0, \quad \alpha \in\{e, c\} \tag{3.7}
\end{equation*}
$$

We define the following volume fractions and surface to volume ratios:

$$
\begin{align*}
\eta^{\alpha} & :=\frac{\left|Y^{\alpha}\right|}{|Y|}  \tag{3.8}\\
\theta^{\alpha} & :=\frac{\left|\Gamma^{m}\right|}{\left|Y^{\alpha}\right|}  \tag{3.9}\\
\theta & :=\frac{\left|\Gamma^{m}\right|}{|Y|} \tag{3.10}
\end{align*}
$$

## Notation

In order to shorten the formulas, we respectively denote by $:, \therefore$ and $::$ the contraction products with respect to the last 2,3 and 4 indices of the given two tensors. For instance, for any fourth-order tensors $\mathcal{C}$ and $\mathcal{P}$,

$$
(\mathcal{C}: \mathcal{P})_{i, l}=\sum_{j, k} \mathcal{C}_{i l j k} \mathcal{P}_{i l j k}, \quad(\mathcal{C} \therefore \mathcal{P})_{i}=\sum_{l, j, k} \mathcal{C}_{i l j k} \mathcal{P}_{i l j k}, \quad(\mathcal{C}:: \mathcal{P})=\sum_{i, l, j, k} \mathcal{C}_{i l j k} \mathcal{P}_{i l j k}
$$

The tensor product of two vectors $\boldsymbol{u}$ and $\boldsymbol{v}$ is defined by

$$
(\boldsymbol{u} \otimes \boldsymbol{v})_{i j}=u_{i} v_{j}
$$

### 3.2. Second order asymptotic model under scaling $\kappa_{\varepsilon}=\sigma_{0} \varepsilon$

From homogenization theory, we know that the choice of a scaling for the permeability coefficient $\kappa_{\varepsilon}$ has an influence on the nature of the asymptotic model. We take a special form of the scaling of the permeability coefficient corresponding to

$$
\begin{equation*}
\kappa_{\varepsilon}=\sigma_{0} \varepsilon \tag{3.11}
\end{equation*}
$$

that was used previously in [8]. This case corresponds to moderately permeable membranes and leads to a two-compartment macroscopic model [8]. In this paper, we derive higher order asymptotic for this choice of $\kappa$.

First we need to define averages and jumps of functions that are solutions of PDEs that will appear later.

Definition 3.1. These are the average and jump quantities in the domain and on the interfaces.

$$
\begin{align*}
\widehat{\boldsymbol{M}}_{n}^{\alpha}(\boldsymbol{x}, t) & :=\left\langle\boldsymbol{M}_{n}^{\alpha}(\boldsymbol{x}, \cdot, t)\right\rangle_{Y^{\alpha}}:=\frac{1}{\left|Y^{\alpha}\right|} \int_{Y^{\alpha}} \boldsymbol{M}_{n}^{\alpha}(\boldsymbol{x}, \boldsymbol{y}, t) \mathrm{d} \boldsymbol{y}, \quad \alpha \in\{e, c\}  \tag{3.12}\\
{\left[\widehat{\boldsymbol{M}}_{n}(\boldsymbol{x}, t)\right] } & :=\widehat{\boldsymbol{M}}_{n}^{e}(\boldsymbol{x}, t)-\widehat{\boldsymbol{M}}_{n}^{c}(\boldsymbol{x}, t)  \tag{3.13}\\
\langle\omega\rangle_{\Gamma^{m}} & :=\frac{1}{\left|\Gamma^{m}\right|} \int_{\Gamma^{m}} \omega \mathrm{~d} s(\boldsymbol{y})  \tag{3.14}\\
{[\omega] } & :=\omega^{e}-\omega^{c} \tag{3.15}
\end{align*}
$$

Now we summarize the equations satisfied by $\widehat{\boldsymbol{M}}_{0}^{\alpha}, \widehat{\boldsymbol{M}}_{1}^{\alpha}$ and $\widehat{\boldsymbol{M}}_{2}^{\alpha}$ which are obtained after substituting (3.1) into (2.7) and equating the same powers of $\varepsilon$. The formal procedure is detailed in Appendix A.

We obtain the homogenized equations for $\widehat{\boldsymbol{M}}_{0}^{\alpha}$ :

$$
\begin{cases}\frac{\widetilde{\partial}}{\partial t} \widehat{\boldsymbol{M}}_{0}^{e}-\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{e} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{e}\right)+\theta^{e} \sigma_{0}\left[\widehat{\boldsymbol{M}}_{0}\right]=0, & \text { in } \Omega \times] 0, T[  \tag{3.16}\\ \widehat{\boldsymbol{M}}_{0}^{e}(\cdot, 0)=\boldsymbol{M}_{\mathrm{init}}, & \text { in } \Omega \\ \frac{\widetilde{\partial}}{\partial t} \widehat{\boldsymbol{M}}_{0}^{c}-\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{c} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{c}\right)-\theta^{c} \sigma_{0}\left[\widehat{\boldsymbol{M}}_{0}\right]=0, & \text { in } \Omega \times] 0, T[ \\ \widehat{\boldsymbol{M}}_{0}^{c}(\cdot, 0)=\boldsymbol{M}_{\mathrm{init}}, & \text { in } \Omega\end{cases}
$$

with the homogenized second-order tensor $\mathbb{D}^{\alpha}$ defined by

$$
\begin{equation*}
\mathbb{D}_{i j}^{\alpha}:=\left\langle\mathcal{D}^{\alpha} \nabla \omega_{j}^{\alpha} \cdot \boldsymbol{e}_{i}+\mathcal{D}^{\alpha} \boldsymbol{e}_{i} \cdot \boldsymbol{e}_{j}\right\rangle_{Y^{\alpha}}=\left\langle\mathcal{D}^{\alpha}\left(\nabla \omega_{j}^{\alpha}+\boldsymbol{e}_{j}\right) \cdot\left(\nabla \omega_{i}^{\alpha}+\boldsymbol{e}_{i}\right)\right\rangle_{Y_{\alpha}}, i, j=1, \ldots, d, \alpha \in\{c, e\} \tag{3.17}
\end{equation*}
$$

where to obtain $\mathbb{D}^{\alpha}$ we need to compute solutions of $d$ time-independent problems posed on the unit box $Y$ :

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \omega_{i}^{\alpha}+\mathcal{D}^{\alpha} \boldsymbol{e}_{i}\right)=0, & \text { in } Y^{\alpha}  \tag{3.18}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \omega_{i}^{\alpha} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \boldsymbol{e}_{i} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m} \\ \omega_{i}^{\alpha} \text { is } Y \text {-periodic, } \quad\left\langle\omega_{i}^{\alpha}\right\rangle_{Y^{\alpha}}=0, & \end{cases}
$$

with $\boldsymbol{e}_{i}, i=1, \ldots, d$ are the vectors of the canonical basis of $\mathbb{R}^{d}$.
Likewise, the equations for $\widehat{\boldsymbol{M}}_{1}^{\alpha}$ can be written as

$$
\begin{cases}\frac{\widetilde{\partial}}{\partial t} \widehat{\boldsymbol{M}}_{1}^{e}-\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{e} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{1}^{e}\right)+\theta^{e} \sigma_{0}\left[\widehat{\boldsymbol{M}}_{1}\right]+\theta^{e} \sigma_{0}\langle[\omega]\rangle_{\Gamma^{m}} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{c}=0, & \text { in } \Omega \times] 0, T[  \tag{3.19}\\ \widehat{\boldsymbol{M}}_{1}^{e}(\cdot, 0)=0, & \text { in } \Omega \\ \frac{\widetilde{\partial}}{\partial t} \widehat{\boldsymbol{M}}_{1}^{c}-\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{c} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{1}^{c}\right)-\theta^{c} \sigma_{0}\left[\widehat{\boldsymbol{M}}_{1}\right]-\theta^{c} \sigma_{0}\langle[\omega]\rangle_{\Gamma^{m}} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{e}=0, & \text { in } \Omega \times] 0, T[, \\ \widehat{\boldsymbol{M}}_{1}^{c}(\cdot, 0)=0, & \text { in } \Omega\end{cases}
$$

No new homogenized tensors are needed.

Finally, the equations for $\widehat{\boldsymbol{M}}_{2}^{\alpha}$ involve new homogenized tensors and can be written as

The needed tensors are $\mathbb{B}^{\alpha}, \mathbb{S}^{\alpha}, \mathbb{Z}^{\alpha, \beta}, \mathbb{I}^{\alpha}$ and they require the solutions $\omega_{i}^{\alpha}, \chi_{i j}^{\alpha}, \varphi_{i j}^{\alpha}$ and $\psi^{\alpha}$ for $i, j, k=1, \ldots, d$. The functions $\omega_{i}^{\alpha}$ are defined as solutions to the problem (3.18) and the rest of the required functions are solutions to the following box problems:

$$
\begin{align*}
& \begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \chi_{i j}^{\alpha}\right)=\frac{\partial}{\partial y_{i}}\left(\mathcal{D}^{\alpha} \omega_{j}^{\alpha}\right), & \text { in } Y^{\alpha}, \\
\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \chi_{i j}^{\alpha} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \omega_{j}^{\alpha} \nu_{i}=0, & \text { on } \Gamma^{m}, \\
\chi_{i j}^{\alpha} \text { is } Y \text {-periodic, }\left\langle\chi_{i j}^{\alpha}\right\rangle_{Y^{\alpha}}=0,\end{cases}  \tag{3.21}\\
& \left\{\begin{array}{ll}
-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \varphi_{i j}^{\alpha}\right)=\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{i}} \omega_{j}^{\alpha}+\mathcal{D}^{\alpha} \delta_{i j}-\mathbb{D}_{i j}^{\alpha}, & \text { in } Y^{\alpha}, \\
\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \varphi_{i j}^{\alpha} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m}, \\
\varphi_{i j}^{\alpha} \text { is } Y \text {-periodic, }\left\langle\varphi_{i j}^{\alpha}\right\rangle_{Y^{\alpha}}=0, & \text { in } Y^{\alpha}, \\
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \psi^{\alpha}\right)=\mp \theta^{\alpha}, & \text { on } \Gamma^{m}, \\
\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \psi^{\alpha} \cdot \boldsymbol{\nu}=1, & \\
\psi^{\alpha} \text { is } Y \text {-periodic, }\left\langle\psi^{\alpha}\right\rangle_{Y^{\alpha}}=0 . & \end{cases}
\end{array}{ }_{\text {- }},\right. \tag{3.22}
\end{align*}
$$

The symmetric second-order tensor $\mathbb{S}^{\alpha}$ is defined by

$$
\begin{equation*}
\mathbb{S}_{i j}^{\alpha}=-\left\langle\omega_{i}^{\alpha} \cdot \omega_{j}^{\alpha}\right\rangle_{Y^{\alpha}} \tag{3.24}
\end{equation*}
$$

The symmetric fourth-order tensor $\mathbb{B}^{\alpha}$ is the Burnett tensor that is defined by Allaire et al. $[1,2]$

$$
\begin{equation*}
\mathbb{B}^{\alpha}=-\mathbb{T}^{\alpha}+\mathbb{D}^{\alpha} \otimes \mathbb{S}^{\alpha} \tag{3.25}
\end{equation*}
$$

where the fourth-order tensor $\mathbb{T}^{\alpha}$ is defined by

$$
\begin{equation*}
\mathbb{T}_{i j k l}^{\alpha}=\left\langle-\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{i}}\left(\chi_{j k}^{\alpha}+\varphi_{j k}^{\alpha}\right) \omega_{l}^{\alpha}+\mathcal{D}^{\alpha}\left(\chi_{j k}^{\alpha}+\varphi_{j k}^{\alpha}\right) \frac{\partial}{\partial y_{i}} \omega_{l}^{\alpha}\right\rangle_{Y^{\alpha}}-\left\langle\mathcal{D}^{\alpha} \omega_{k}^{\alpha} \omega_{l}^{\alpha} \delta_{i j}\right\rangle_{Y^{\alpha}} \tag{3.26}
\end{equation*}
$$

The coefficients of the second-order tensor $\mathbb{Z}^{\alpha, \beta}$ and $\mathbb{I}^{\alpha}$ are defined by

$$
\begin{equation*}
\mathbb{Z}_{i j}^{\alpha, \beta}= \pm \theta^{\alpha}\left\langle\omega_{i}^{\beta} \omega_{j}^{\alpha}\right\rangle_{\Gamma^{m}}- \pm \theta^{\alpha}\left\langle\chi_{i j}^{\beta}+\varphi_{i j}^{\beta}\right\rangle_{\Gamma_{m}} \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{I}_{i j}^{\alpha}=\left\langle-\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{j}} \psi^{\alpha} \omega_{i}^{\alpha}+\mathcal{D}^{\alpha} \psi^{\alpha} \frac{\partial}{\partial y_{j}} \omega_{i}^{\alpha}\right\rangle_{Y^{\alpha}} \pm \theta^{\alpha} \mathbb{S}_{i j}^{\alpha} \tag{3.28}
\end{equation*}
$$

respectively. We will use $\pm$ sign where + corresponds to $\alpha=e$ and - corresponds to $\alpha=c$ and $\mp$ inversely. These simplified expressions (3.26), (3.24), (3.27) and (3.28) are justified in the Appendix A.

By combining the equations for $\widehat{\boldsymbol{M}}_{0}^{\alpha}, \widehat{\boldsymbol{M}}_{1}^{\alpha}$ and $\widehat{\boldsymbol{M}}_{2}^{\alpha}$ given in (3.16), (3.19) and (3.20), we get the following equations for the second order approximation of (2.7), $\boldsymbol{M}_{\varepsilon} \approx \boldsymbol{M}_{\varepsilon, 2}^{e}+\boldsymbol{M}_{\varepsilon, 2}^{c}$,

$$
\begin{equation*}
\boldsymbol{M}_{\varepsilon, 2}^{e} \equiv \eta_{e}\left(\widehat{\boldsymbol{M}}_{0}^{e}+\varepsilon \widehat{\boldsymbol{M}}_{1}^{e}+\varepsilon^{2} \widehat{\boldsymbol{M}}_{2}^{e}\right) \quad \text { and } \quad \boldsymbol{M}_{\varepsilon, 2}^{c} \equiv \eta_{c}\left(\widehat{\boldsymbol{M}}_{0}^{c}+\varepsilon \widehat{\boldsymbol{M}}_{1}^{c}+\varepsilon^{2} \widehat{\boldsymbol{M}}_{2}^{c}\right) \tag{3.29}
\end{equation*}
$$

namely,

$$
\left\{\begin{array}{rlr}
\frac{\widetilde{\partial}}{\partial t} \boldsymbol{M}_{\varepsilon, 2}^{e}-\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{e} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{e}\right)+\left(\sigma_{0} \theta^{e}+\varepsilon^{2} \sigma_{0}^{2} \theta^{e}\langle[\psi]\rangle_{\Gamma^{m}}\right) \boldsymbol{M}_{\varepsilon, 2}^{e}-\left(\sigma_{0} \theta^{c}+\varepsilon^{2} \sigma_{0}^{2} \theta^{c}\langle[\psi]\rangle_{\Gamma^{m}}\right) \boldsymbol{M}_{\varepsilon, 2}^{c} & \\
\quad+\varepsilon \sigma_{0} \theta^{c}\langle[\omega]\rangle_{\Gamma^{m}} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{c}=-\varepsilon^{2} \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{B}^{e} \therefore \nabla_{\boldsymbol{x}}^{3} \boldsymbol{M}_{\varepsilon, 2}^{e}\right)+\varepsilon^{2} \iota f(t) \mathbb{S}^{e}: \boldsymbol{q} \otimes \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{e} & \\
\quad+\varepsilon^{2} \sigma_{0} \operatorname{div}_{\boldsymbol{x}}\left(\left(\mathbb{I}^{e}+\mathbb{Z}^{e, e}\right) \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{e}\right)-\frac{\eta^{e}}{\eta^{c}} \varepsilon^{2} \sigma_{0} \operatorname{div}_{\boldsymbol{x}}\left(\left(\mathbb{I}^{e}+\mathbb{Z}^{e, c}\right) \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{c}\right), & \text { in } \Omega \times] 0, T[, \\
\boldsymbol{M}_{\varepsilon, 2}^{e}(\cdot, 0)=\eta_{e} \boldsymbol{M}_{\mathrm{init}}, & \text { in } \Omega, \\
\frac{\widetilde{\partial}}{\partial t} \boldsymbol{M}_{\varepsilon, 2}^{c}-\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{c} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{c}\right)-\left(\sigma_{0} \theta^{e}+\varepsilon^{2} \sigma_{0}^{2} \theta^{e}\langle[\psi]\rangle_{\Gamma^{m}}\right) \boldsymbol{M}_{\varepsilon, 2}^{e}+\left(\sigma_{0} \theta^{c}+\varepsilon^{2} \sigma_{0}^{2} \theta^{c}\langle[\psi]\rangle_{\Gamma^{m}}\right) \boldsymbol{M}_{\varepsilon, 2}^{c} & \\
\quad-\varepsilon \sigma_{0} \theta^{e}\langle[\omega]\rangle_{\Gamma^{m}} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{e}=-\varepsilon^{2} \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{B}^{c} \therefore \nabla_{\boldsymbol{x}}^{3} \boldsymbol{M}_{\varepsilon, 2}^{c}\right)+\varepsilon^{2} \iota f(t) \mathbb{S}^{c}: \boldsymbol{q} \otimes \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{c} & \\
\quad+\frac{\eta^{c}}{\eta^{e}} \varepsilon^{2} \sigma_{0} \operatorname{div}_{\boldsymbol{x}}\left(\left(\mathbb{I}^{c}+\mathbb{Z}^{c, e}\right) \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{e}\right)-\varepsilon^{2} \sigma_{0} \operatorname{div}_{\boldsymbol{x}}\left(\left(\mathbb{I}^{c}+\mathbb{Z}^{c, c}\right) \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{c}\right), & \text { in } \Omega \times] 0, T[,  \tag{3.30}\\
\boldsymbol{M}_{\varepsilon, 2}^{c}(\cdot, 0)=\eta^{c} \boldsymbol{M}_{\mathrm{init}}, & \text { in } \Omega .
\end{array}\right.
$$

We note in the case that the intra-cellular domain is finite, then the tensor $\mathbb{D}^{c}$ defined by (3.17) is identically zero [8], hence $\mathbb{B}^{c}=-\mathbb{T}^{c}$.

## 4. COUPLED ODE MODEL FOR DMRI SIGNAL

In this section, we derive a system of ODEs whose solution gives the dMRI signal of the new asymptotic model. The reference normalized signal is measured at the echo time $T_{E}$ and it is given by

$$
S_{\varepsilon}^{B T}(\boldsymbol{q}):=\frac{\int_{\mathbb{R}^{d}} \boldsymbol{M}_{\varepsilon}\left(\boldsymbol{x}, T_{E}\right) \mathrm{d} \boldsymbol{x}}{\int_{\mathbb{R}^{d}} \boldsymbol{M}_{\mathrm{init}} \mathrm{~d} \boldsymbol{x}}
$$

where $M_{\varepsilon}$ is the solution of the reference Bloch-Torrey equation (2.7). For the new second order asymptotic model, we have

$$
\begin{equation*}
\widetilde{S}_{\varepsilon}^{2}(\boldsymbol{q}):=\frac{\int_{\mathbb{R}^{d}} \boldsymbol{M}_{\varepsilon, 2}^{e}\left(\boldsymbol{x}, T_{E}\right) \mathrm{d} \boldsymbol{x}+\int_{\mathbb{R}^{d}} \boldsymbol{M}_{\varepsilon, 2}^{c}\left(\boldsymbol{x}, T_{E}\right) \mathrm{d} \boldsymbol{x}}{\int_{\mathbb{R}^{d}} \boldsymbol{M}_{\mathrm{init}} \mathrm{~d} \boldsymbol{x}} \tag{4.1}
\end{equation*}
$$

where $\boldsymbol{M}_{\varepsilon, 2}^{e}$ and $\boldsymbol{M}_{\varepsilon, 2}^{c}$ are the solutions of (3.30).
We now prove that the second order signal obtained from solving (3.30) can be equivalently obtained by solving a simpler system of coupled ODEs.

Theorem 4.1. If we assume that $f$ satisfies (2.1), the signal $\widetilde{S}_{\varepsilon}^{2}$ is well defined and can computed as

$$
\begin{equation*}
\widetilde{S}_{\varepsilon}^{2}(\boldsymbol{q})=m_{\varepsilon}^{e}\left(T_{E}\right)+m_{\varepsilon}^{c}\left(T_{E}\right) \tag{4.2}
\end{equation*}
$$

where $\left(m_{\varepsilon}^{e}, m_{\varepsilon}^{c}\right)$ is the solution of the second-order ODE model

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} m_{\varepsilon}^{e}(t)+\left(\left(\mathbf{D}_{0}^{e}(\boldsymbol{q}, t)+\sigma_{0} \theta^{e}\right)+\varepsilon^{2} \mathbf{E}_{2}^{e}(\boldsymbol{q}, t)\right) m_{\varepsilon}^{e}(t)-\left(\sigma_{0} \theta^{c}+\varepsilon \mathbf{G}_{1}^{c}(\boldsymbol{q}, t)+\varepsilon^{2} \mathbf{G}_{2}^{c}(\boldsymbol{q}, t)\right) m_{\varepsilon}^{c}(t)=0  \tag{4.3}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} m_{\varepsilon}^{c}(t)+\left(\sigma_{0} \theta^{c}\right)+\varepsilon^{2} \mathbf{E}_{2}^{c}(\boldsymbol{q}, t) m_{\varepsilon}^{c}(t)-\left(\sigma_{0} \theta^{e}+\varepsilon \mathbf{G}_{1}^{e}(\boldsymbol{q}, t)+\varepsilon^{2} \mathbf{G}_{2}^{e}(\boldsymbol{q}, t)\right) m_{\varepsilon}^{e}(t)=0 \\
m_{\varepsilon}^{e}(0)=\eta_{e} \quad \text { and } \quad m_{\varepsilon}^{c}(0)=\eta_{c}
\end{array}\right.
$$

where

$$
\begin{align*}
\mathbf{D}_{0}^{e}(\boldsymbol{q}, t):= & F(t)^{2} q^{2} \mathbb{D}^{e}:(\boldsymbol{n} \otimes \boldsymbol{n})  \tag{4.4}\\
\mathbf{G}_{1}^{e}(\boldsymbol{q}, t):= & -\iota \sigma_{0} \theta^{e} F(t) q\langle[\omega]\rangle_{\Gamma^{m}} \cdot \boldsymbol{n}  \tag{4.5}\\
\mathbf{G}_{1}^{c}(\boldsymbol{q}, t):= & \iota \sigma_{0} \theta^{c} F(t) q\langle[\omega]\rangle_{\Gamma^{m}} \cdot \boldsymbol{n}  \tag{4.6}\\
\mathbf{E}_{2}^{e}(\boldsymbol{q}, t):= & \sigma_{0}^{2} \theta^{e}\langle[\psi]\rangle_{\Gamma^{m}}+F(t)^{4} q^{4} \mathbb{B}^{e}::(\boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n})-f(t) F(t) q^{2} \mathbb{S}^{e}:(\boldsymbol{n} \otimes \boldsymbol{n}) \\
& +\sigma_{0} F^{2}(t) q^{2}\left(\mathbb{I}^{e}+\mathbb{Z}^{e, e}\right):(\boldsymbol{n} \otimes \boldsymbol{n}),  \tag{4.7}\\
\mathbf{E}_{2}^{c}(\boldsymbol{q}, t):= & \sigma_{0}^{2} \theta^{c}\langle[\psi]\rangle_{\Gamma^{m}}+F(t)^{4} q^{4} \mathbb{B}^{c}::(\boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n})-f(t) F(t) q^{2} \mathbb{S}^{c}:(\boldsymbol{n} \otimes \boldsymbol{n}) \\
& -\sigma_{0} F^{2}(t) q^{2}\left(\mathbb{I}^{c}+\mathbb{Z}^{c, c}\right):(\boldsymbol{n} \otimes \boldsymbol{n}),  \tag{4.8}\\
\mathbf{G}_{2}^{e}(\boldsymbol{q}, t):= & \sigma_{0}^{2} \theta^{e}\langle[\psi]\rangle_{\Gamma^{m}}-\sigma_{0} \frac{\eta^{c}}{\eta^{e}} F^{2}(t) q^{2}\left(\mathbb{I}^{c}+\mathbb{Z}^{c, e}\right):(\boldsymbol{n} \otimes \boldsymbol{n}),  \tag{4.9}\\
\mathbf{G}_{2}^{c}(\boldsymbol{q}, t):= & \sigma_{0}^{2} \theta^{c}\langle[\psi]\rangle_{\Gamma^{m}}+\sigma_{0} \frac{\eta^{e}}{\eta^{c}} F^{2}(t) q^{2}\left(\mathbb{I}^{e}+\mathbb{Z}^{e, c}\right):(\boldsymbol{n} \otimes \boldsymbol{n}) . \tag{4.10}
\end{align*}
$$

To give an idea of the proof, we first transform the macroscopic model (3.30) by introducing new unknown variables $\widetilde{M}_{\varepsilon, 2}^{e}$ and $\widetilde{M}_{\varepsilon, 2}^{c}$ defined almost everywhere on $\left.\mathbb{R}^{d} \times\right] 0, T[$ as

$$
\widetilde{M}_{\varepsilon, 2}^{e}(\boldsymbol{x}, t)=\boldsymbol{M}_{\varepsilon, 2}^{e}(\boldsymbol{x}, t) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)} \quad \text { and } \quad \widetilde{M}_{\varepsilon, 2}^{c}(\boldsymbol{x}, t)=\boldsymbol{M}_{\varepsilon, 2}^{c}(\boldsymbol{x}, t) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}
$$

After the calculations detailed in Section $A .4$ of the appendix, we obtain the system of equations for $\widetilde{M}_{\varepsilon, 2}^{e}$ and $\widetilde{M}_{\varepsilon, 2}^{c}$. After that, we denote by $\mathcal{M}_{\varepsilon, 2}^{e}$ and $\mathcal{M}_{\varepsilon, 2}^{c}$ the Fourier transform with respect to the space variable of respectively $\widetilde{M}_{\varepsilon, 2}^{e}$ and $\widetilde{M}_{\varepsilon, 2}^{c}$, and denote the dual variable by $\xi$ :

$$
\mathcal{M}_{\varepsilon, 2}^{\alpha}(\xi, t)=\int_{\mathbb{R}^{d}} \widetilde{M}_{\varepsilon, 2}^{\alpha}(\boldsymbol{x}, t) e^{-\iota \xi x} \mathrm{~d} \boldsymbol{x} \Leftrightarrow \widetilde{M}_{\varepsilon, 2}^{\alpha}(\boldsymbol{x}, t)=\frac{1}{2 \pi} \int_{\mathbb{R}^{d}} \mathcal{M}_{\varepsilon, 2}^{\alpha}(\xi, t) e^{\iota \xi x} \mathrm{~d} \boldsymbol{\xi}
$$

We apply the Fourier transform to the system of equations satisfied by $\widetilde{M}_{\varepsilon, 2}^{e}$ and $\widetilde{M}_{\varepsilon, 2}^{c}$, and set

$$
m_{\varepsilon}^{e}(t):=\mathcal{M}_{\varepsilon, 2}^{e}(0, t) \quad \text { and } \quad m_{\varepsilon}^{c}(t):=\mathcal{M}_{\varepsilon, 2}^{c}(0, t)
$$

which can be formally written as

$$
\begin{aligned}
& m_{\varepsilon}^{e}(t)=\int_{\mathbb{R}^{d}} \widetilde{M}_{\varepsilon, 2}^{e}(\boldsymbol{x}, t) \mathrm{d} \boldsymbol{x} \quad \text { and } \quad m_{\varepsilon}^{c}(t)=\int_{\mathbb{R}^{d}} \widetilde{M}_{\varepsilon, 2}^{c}(\boldsymbol{x}, t) \mathrm{d} \boldsymbol{x} \\
& m_{\varepsilon}^{e}(0)=\eta_{e} \int_{\mathbb{R}^{d}} \boldsymbol{M}_{\text {init }} \mathrm{d} \boldsymbol{x} \quad \text { and } \quad m_{\varepsilon}^{c}(0)=\eta_{c} \int_{\mathbb{R}^{d}} \boldsymbol{M}_{\mathrm{init}} \mathrm{~d} \boldsymbol{x}
\end{aligned}
$$

We observe that for $\xi=0$, the system of equations for $\mathcal{M}_{\varepsilon, 2}^{e}$ and $\mathcal{M}_{\varepsilon, 2}^{c}$ directly implies the ODE model (4.3). Finally, for the signal, we have the result that for $\alpha=e, c$, using $F\left(T_{E}\right)=0$,

$$
\int_{\mathbb{R}^{d}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}\left(\boldsymbol{x}, T_{E}\right) \mathrm{d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \widetilde{M}_{\varepsilon, 2}^{\alpha}\left(\boldsymbol{x}, T_{E}\right) e^{-\iota q \boldsymbol{x} \cdot \boldsymbol{n} F\left(T_{E}\right)} \mathrm{d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \widetilde{M}_{\varepsilon, 2}^{\alpha}\left(\boldsymbol{x}, T_{E}\right) \mathrm{d} \boldsymbol{x}=m_{\varepsilon}^{\alpha}\left(T_{E}\right)
$$

We refer to Section $A .4$ in the appendix for more details on the proof of Theorem 4.1.
Remark 4.2. We recall that the Bloch-Torrey signal $S$ is in theory complex-valued. The real part of $\boldsymbol{M}$ represents the solution due to diffusion, the imaginary part is not relevant to diffusion. We note that the function $\mathbf{G}_{1}^{\alpha}, \alpha \in\{e, c\}$ is imaginary.

For this reason, the second-order ODE model (4.3) can be simplified by removing $\mathbf{G}_{1}^{c}$ and $\mathbf{G}_{1}^{c}$ to get the ODE system

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} m_{\varepsilon}^{e}(t)+\left(\left(\mathbf{D}_{0}^{e}(\boldsymbol{q}, t)+\sigma_{0} \theta^{e}\right)+\varepsilon^{2} \mathbf{E}_{2}^{e}(\boldsymbol{q}, t)\right) m_{\varepsilon}^{e}(t)-\left(\sigma_{0} \theta^{c}+\varepsilon^{2} \mathbf{G}_{2}^{c}(\boldsymbol{q}, t)\right) m_{\varepsilon}^{c}(t)=0  \tag{4.11}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} m_{\varepsilon}^{c}(t)+\left(\left(\sigma_{0} \theta^{c}\right)+\varepsilon^{2} \mathbf{E}_{2}^{c}(\boldsymbol{q}, t)\right) m_{\varepsilon}^{c}(t)-\left(\sigma_{0} \theta^{e}+\varepsilon^{2} \mathbf{G}_{2}^{e}(\boldsymbol{q}, t)\right) m_{\varepsilon}^{e}(t)=0 \\
m_{\varepsilon}^{e}(0)=\eta_{e} \quad \text { and } \quad m_{\varepsilon}^{c}(0)=\eta_{c}
\end{array}\right.
$$

Suppose one only wants the first order approximation, the signal $\widetilde{S}_{\varepsilon}^{1}$ can be computed as

$$
\begin{equation*}
\widetilde{S}_{\varepsilon}^{1}(\boldsymbol{q})=m_{\varepsilon}^{e}\left(T_{E}\right)+m_{\varepsilon}^{c}\left(T_{E}\right) \tag{4.12}
\end{equation*}
$$

where $\left(m_{\varepsilon}^{e}, m_{\varepsilon}^{c}\right)$ is the solution of the first-order ODE model.

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} m_{\varepsilon}^{e}(t)+\left(\mathbf{D}_{0}^{e}(\boldsymbol{q}, t)+\sigma_{0} \theta^{e}\right) m_{\varepsilon}^{e}(t)-\left(\sigma_{0} \theta^{c}+\varepsilon \mathbf{G}_{1}^{c}(\boldsymbol{q}, t)\right) m_{\varepsilon}^{c}(t)=0  \tag{4.13}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} m_{\varepsilon}^{c}(t)+\left(\sigma_{0} \theta^{c}\right) m_{\varepsilon}^{c}(t)-\left(\sigma_{0} \theta^{e}+\varepsilon \mathbf{G}_{1}^{e}(\boldsymbol{q}, t)\right) m_{\varepsilon}^{e}(t)=0 \\
m_{\varepsilon}^{e}(0)=\eta_{e} \quad \text { and } \quad m_{\varepsilon}^{c}(0)=\eta_{c}
\end{array}\right.
$$

Suppose one wants the zeroth order approximation, the signal $\widetilde{S}_{\varepsilon}^{0}$ that can be computed as

$$
\begin{equation*}
\widetilde{S}_{\varepsilon}^{0}(\boldsymbol{q})=m_{0}^{e}\left(T_{E}\right)+m_{0}^{c}\left(T_{E}\right) \tag{4.14}
\end{equation*}
$$

where $\left(m_{0}^{e}, m_{0}^{c}\right)$ is the solution of the zeroth-order ODE model

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} m_{0}^{e}(t)+\left(\mathbf{D}_{0}^{e}(\boldsymbol{q}, t)+\sigma_{0} \theta^{e}\right) m_{0}^{e}(t)-\sigma_{0} \theta^{c} m_{0}^{c}(t)=0  \tag{4.15}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} m_{0}^{c}(t)+\left(\sigma_{0} \theta^{c}\right) m_{0}^{c}(t)-\sigma_{0} \theta^{e} m_{0}^{e}(t)=0 \\
m_{0}^{e}(0)=\eta_{e} \quad \text { and } \quad m_{0}^{c}(0)=\eta_{c}
\end{array}\right.
$$

The above is precisely the asymptotic model derived previously in [8].
Remark 4.3. We recall that the Bloch-Torrey signal $S$ is in theory complex-valued. The real part of $\boldsymbol{M}$ represents the solution due to diffusion, the imaginary part is not relevant to diffusion. For this reason, the real part of the dMRI signal can be obtained just by solving the zeroth-order ODE model (4.15), there is no need to compute the first-order ODE model (4.13).

Remark 4.4. The new second order model we derived is not unconditionally stable. Its stability depends on the choice of the model parameters. For a given choice of parameters one can show stability numerically by computing the eigenvalues of the time-dependent matrix in the ODE system.

## 5. Numerical ReSUlTS

Our objective is to validate the accuracy of the new second-order asymptotic model and measure its improvement over the previously derived zeroth-order asymptotic model of [8]. Our reference solution will be provided by the numerical solution of the reference Bloch-Torrey model (2.7). The three models we compare will be denoted by:
(1) "Ref": the reference solution from solving the Bloch-Torrey PDE.
(2) " $R 0$ ": the zeroth-order asymptotic model given in (4.15).
(3) " $R 2$ ": the newly derived second-order asymptotic model given in (4.11).


Figure 3. Periodicity box $Y=[0,1]^{2}$ with two different configurations.

We use the classical Pulsed Gradient Spin Echo (PGSE) sequence, with two rectangular pulses of duration $\delta$, separated by a time interval $\Delta-\delta$ :

$$
f(t)= \begin{cases}1, & \text { if } 0<t \leq \delta \\ -1, & \text { if } \Delta<t \leq \Delta+\delta \\ 0, & \text { elsewhere }\end{cases}
$$

We take the echo time $T_{E}=\delta+\Delta$. We remind that for this time profile the $b$-value is written as

$$
b(q)=q^{2} \int_{0}^{T_{E}}\left(\int_{0}^{t} f(s) \mathrm{d} s\right)^{2} \mathrm{~d} t=q^{2} \delta^{2}\left(\Delta-\frac{\delta}{3}\right) .
$$

We choose the gradient direction to be $\boldsymbol{n}=e_{y}$. We fix $\sigma_{0}, \Delta, \delta$ and $b$ and vary the non-dimensional parameter $\varepsilon$ in order to stay within physically reasonable parameters. The values of the intrinsic diffusivities $\mathcal{D}_{e}=3 \times$ $10^{-3} \mathrm{~mm}^{2} / \mathrm{s}, \mathcal{D}_{c}=1.7 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}$, are chosen close to the values often used in the literature [13,31].

We validate the convergence in simple two-dimensional geometries, see Figure 3.

### 5.1. Finite element solution

To compute numerical solutions, we used the finite element method ( $P_{1}$ elements on triangular elements in two dimensions), implemented in the open software FreeFem++ [14]. For example for the geometry on the left in Figure 3 we use 15380 triangles in $Y_{e}$ and 15664 triangles in $Y_{c}$.

### 5.1.1. Reference signal

In order to solve the Bloch-Torrey problem (2.7), we will consider the case of constant $\boldsymbol{M}_{\text {init }}$ and recall that we take $\Omega=\mathbb{R}^{d}$. Following the approach of [24], we transform the Bloch-Torrey equation by defining a new unknown $\widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}$ almost everywhere on $\left.\mathbb{R}^{d} \times\right] 0, T[$ by

$$
\widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\boldsymbol{x}, t)=\boldsymbol{M}_{\varepsilon}(\boldsymbol{x}, t) e^{\ell q \boldsymbol{x} \cdot \boldsymbol{n F}(t)} .
$$

Multiplying the equation of the system (2.7) by $e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}$ and using the definition of $\widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\boldsymbol{x}, t)$, we obtain the following transformed PDE on the box:

$$
\left\{\begin{array}{rlr}
\frac{\partial}{\partial t} \widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\boldsymbol{x}, t)-\operatorname{div}\left(\mathcal{D}_{\varepsilon}(\boldsymbol{x}) \nabla \widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\boldsymbol{x}, t)-\iota q \boldsymbol{n} F(t) \mathcal{D}_{\varepsilon}(\boldsymbol{x}) \widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\boldsymbol{x}, t)\right) &  \tag{5.1}\\
& \quad+\iota q \boldsymbol{n} F(t) \mathcal{D}_{\varepsilon}(\boldsymbol{x}) \nabla \widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\boldsymbol{x}, t)+q^{2} F(t)^{2} \mathcal{D}_{\varepsilon}(\boldsymbol{x}) \widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\boldsymbol{x}, t)=0, & \text { in } \left.Y_{\varepsilon} \times\right] 0, T[, \\
{\left.\left[\mathcal{D}_{\varepsilon}(\boldsymbol{x}) \nabla \widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}-\iota q \boldsymbol{n} F(t) \mathcal{D}_{\varepsilon}(\boldsymbol{x}) \widetilde{\boldsymbol{M}}_{\varepsilon}^{B T} \cdot \boldsymbol{\nu}\right]\right|_{\Gamma_{\varepsilon}^{m}}=0,} & \text { on } \left.\Gamma_{\varepsilon}^{m} \times\right] 0, T[, \\
\mathcal{D}_{\varepsilon}(\boldsymbol{x}) \nabla \widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\boldsymbol{x}, t) \cdot \boldsymbol{\nu}-\left.\iota q \boldsymbol{n} F(t) \mathcal{D}_{\varepsilon}(\boldsymbol{x}) \widetilde{M}_{\varepsilon}^{B T} \cdot \boldsymbol{\nu}\right|_{\Gamma_{\varepsilon}^{m}}=\kappa_{\varepsilon}\left[\widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\boldsymbol{x}, t)\right], & & \text { on } \left.\Gamma_{\varepsilon}^{m} \times\right] 0, T[, \\
\widetilde{\boldsymbol{M}}_{\varepsilon}^{B T}(\cdot, 0)=\boldsymbol{M}_{\text {init }}, & \text { in } Y_{\varepsilon}, \\
\widetilde{\boldsymbol{M}}_{\varepsilon}^{B T} \text { is } Y_{\varepsilon} \text {-periodic, } &
\end{array}\right.
$$

where $Y_{\varepsilon}=\varepsilon Y$. The normalized signal is

$$
S_{\varepsilon}^{\mathrm{Ref}}=\frac{1}{\boldsymbol{M}_{\mathrm{init}}\left|Y_{\varepsilon}\right|} \int_{Y_{\varepsilon}} \boldsymbol{M}_{\varepsilon}\left(\boldsymbol{x}, T_{E}\right) \mathrm{d} \boldsymbol{x}
$$

### 5.1.2. Second-order reduced model

To obtain the second order reduced model, we observe that the ODE model (4.11) is

$$
\frac{\mathrm{d}}{\mathrm{~d} t} m(t)+A(\boldsymbol{q}, t) m(t)=0
$$

where $m(t)=\binom{m_{\varepsilon}^{e}(t)}{m_{\varepsilon}^{c}(t)}$ and

$$
A(\boldsymbol{q}, t)=\left(\begin{array}{cc}
\left(\left(\mathbf{D}_{0}^{e}(\boldsymbol{q}, t)+\sigma_{0} \theta^{e}\right)+\varepsilon^{2} \mathbf{E}_{2}^{e}(\boldsymbol{q}, t)\right) & -\left(\sigma_{0} \theta^{c}+\varepsilon^{2} \mathbf{G}_{2}^{c}(\boldsymbol{q}, t)\right)  \tag{5.2}\\
-\left(\sigma_{0} \theta^{e}+\varepsilon^{2} \mathbf{G}_{2}^{e}(\boldsymbol{q}, t)\right) & \left(\left(\sigma_{0} \theta^{c}\right)+\varepsilon^{2} \mathbf{E}_{2}^{c}(\boldsymbol{q}, t)\right)
\end{array}\right)
$$

The above quantities are written as functions of 11 tensors $\mathbb{D}^{e}, \mathbb{B}^{e}, \mathbb{B}^{c}, \mathbb{S}^{e}, \mathbb{S}^{c}, \mathbb{I}^{e}, \mathbb{I}^{c}, \mathbb{Z}^{e, e}, \mathbb{Z}^{e, c}, \mathbb{Z}^{c, c}, \mathbb{Z}^{c, e}(3.17)$, (3.26), (3.24), (3.25), (3.27) and (3.28). In order to obtain these tensors, we need to solve four periodic box problems (3.18), (3.21), (3.22) and (3.23) on $Y$. Numerically, we solve these four box problems by using the finite element method ( $P_{1}$ on triangular elements in two dimensions). We solved the variational problems and obtained the tensors. To solve the ODE model we used the $\theta$-method.

### 5.1.3. Zeroth-order Reduced model

To obtain the zeroth order reduced model, the ODE model (4.15) only requires

$$
A(\boldsymbol{q}, t)=\left(\begin{array}{cc}
\left(\left(\mathbf{D}_{0}^{e}(\boldsymbol{q}, t)+\sigma_{0} \theta^{e}\right)\right) & -\left(\sigma_{0} \theta^{c}\right) \\
-\left(\sigma_{0} \theta^{e}\right) & \left(\left(\mathbf{D}_{0}^{c}(\boldsymbol{q}, t)+\sigma_{0} \theta^{c}\right)\right)
\end{array}\right)
$$

### 5.2. Convergence

In Figure 4 we display the logarithm of the computed signals as a function of $\varepsilon$ for the reference signal Ref, the order zero approximation $R 0$ and the order two approximation $R 2$. The zeroth-order signal is a horizontal line because the model (4.15) does not depend on $\varepsilon$. One clearly observes the improvement of the second-order approximation over the zeroth-order approximation.

In Figure 5 we show the convergence of the approximation errors $\left|S_{\text {Ref }}-S_{R 0}\right|$ and $\left|S_{\text {Ref }}-S_{R 2}\right|$ as functions of $\varepsilon$ for three different choices of $(\Delta, b)$. The convergence order is numerically computed to be 1.8 for the zerothorder model and it is numerically computed to be around 3.5 for the new second-order asymptotic model. The convergence orders are consistent in that R2 converges 2 orders faster than R0. The apparence of the half order is typical for diffusion problems.


Figure 4. Logarithm of the normalized signals versus $\varepsilon$, which is varied between $1 \times 10^{-3}$ and $1 \times 10^{-2}$. The geometry is a single disk of radius $R=0.2 \mathrm{~mm}$. The experiment parameters are $\mathcal{D}_{e}=3 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}, \mathcal{D}_{c}=1.7 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}, \sigma_{0}=2 \times 10^{-2} \mathrm{~m} / \mathrm{s}, \boldsymbol{n}=e_{y}$ and $\delta=5 \mathrm{~ms}$. (a) $\Delta=15 \mathrm{~ms}, b=850 \mathrm{~s} / \mathrm{mm}^{2}$. (b) $\Delta=30 \mathrm{~ms}, b=2500 \mathrm{~s} / \mathrm{mm}^{2}$.

## 6. Improvement for higher permeability

For application to dMRI, we observe that the ODE models (4.15) and (4.11) are independent from the choice of the measuring unit of the unit box $Y$. For instance, if one replaces $Y$ by $Y^{\prime}=\rho Y$ where $\rho$ is a scaling factor and $y$ by $y^{\prime}=\rho y$, then one should change $\varepsilon$ by $\varepsilon / \rho$. If we denote by $\omega_{\rho}^{\alpha}, \chi_{\rho}^{\alpha}, \varphi_{\rho}^{\alpha}, \psi_{\rho}^{\alpha}$ and $\lambda_{\rho}^{\alpha}$ the solution of the box problems computed by replacing $Y$ with $Y^{\prime}$, one can easily check that

$$
\begin{aligned}
& \theta_{\rho}^{\alpha}=\frac{1}{\rho} \theta^{\alpha}, \quad \theta_{\rho}=\frac{1}{\rho} \theta, \quad \eta_{\rho}^{\alpha}=\eta^{\alpha} \\
& \omega_{\rho}^{\alpha}\left(y^{\prime}\right)=\rho \omega^{\alpha}(y), \quad\left(\chi_{\rho}^{\alpha}+\varphi_{\rho}^{\alpha}\right)\left(y^{\prime}\right)=\rho^{2}\left(\chi^{\alpha}+\varphi^{\alpha}\right)(y) \\
& \psi_{\rho}^{\alpha}\left(y^{\prime}\right)=\rho \psi^{\alpha}(y,) \quad \text { and } \quad \lambda_{\rho}^{\alpha}\left(y^{\prime}\right)=\lambda^{\alpha}(y)
\end{aligned}
$$

where $\omega^{\alpha}, \chi^{\alpha}, \varphi^{\alpha}$ and $\psi^{\alpha}$ are the solutions of the box problems (3.18), (3.21), (3.22) and (3.23), respectively. These equalities confirm the independence of the ODE models from the box size.

We will choose a value of $\varepsilon=1 \times 10^{-2}$ which allows us to use the periodicity box $Y_{\varepsilon}=\varepsilon Y$ of $10 \mu \mathrm{~m}^{2}$. This means that we assume that the periodicity is on the order of the sizes of brain cells $(O(\mu \mathrm{~m}))$. Let us emphasize that we did not check that this periodicity length assumption is valid with experimental data. Our comparison will be done with the solution to the Bloch-Torrey equation. Physically, diffusion time in the brain in the range of $1 \mathrm{~ms}-100 \mathrm{~ms}$ can be measured which correspond to average diffusion distance of $2.5 \mu \mathrm{~m}-25 \mu \mathrm{~m}$. In addition, the permeability coefficient $\kappa$ varies among the different tissues from sub $10^{-6} \mathrm{~m} / \mathrm{s}$ to more than $10^{-3} \mathrm{~m} / \mathrm{s}$. For instance, for values of $\kappa$ between $10^{-6} \mathrm{~m} / \mathrm{s}$ and $10^{-4} \mathrm{~m} / \mathrm{s}$, the membranes are semi-permeable while bigger values of $\kappa$ correspond to very permeable membranes. If $\kappa$ is below $10^{-6} \mathrm{~m} / \mathrm{s}$, the membranes can be considered as impermeable.

In our numerical tests, we will vary the diffusion time $\Delta$ and the cell permeability $\kappa$. We see clearly in Figures 6 a and 6 b that the signal of $R 2$ is closer to the reference signal when we use a long diffusion time $\Delta$. In Figures 6 c and 6 d , we consider the effect of the membrane permeability. We can see with varing $\kappa$ that at higher permeability, $R 2$ is closer to Ref.

Two interesting quantities in dMRI are the ADC (the apparent diffusion coefficient) and the AK (the apparent kurtosis). According to [16], the ADC and the AK can be fitted from the signal using

$$
S \approx S_{0} e^{-\mathrm{ADCb}+\frac{1}{6} \mathrm{AK}(\mathrm{ADC} b)^{2}}
$$

In Figure 7, we see that the ADC and AK of the $R 2$ model are closer to the reference values than the $R 0$ model.
We show in Figure 8 that in a configuration of 4 biological cells, the $R 2$ model is more accurate than the $R 0$ model for a wide range of $b$-values and especially at higher permeability.


Figure 5. Signal convergence for a single disk of radius $R=0.2 \mathrm{~mm}$ in the periodicity unit box. The experiment other parameters are $\mathcal{D}_{e}=3 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}, \mathcal{D}_{c}=1.7 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}$, $\sigma_{0}=2 \times 10^{-2} \mathrm{~m} / \mathrm{s}, \boldsymbol{n}=e_{y}$ and $\delta=5 \mathrm{~ms}$. (a) $R 0$. (b) $R 2$.

The new second order model is not unconditionally stable. Its numerical stabililty depends on the choice of the model parameters. For the choice of parameters in the previous simulations, we show the stability numerically, by computing the eigenvalues of the matrix $A(\boldsymbol{q}, t)$ in (5.2). Recall that the new second order model can be written as the ODE system

$$
\frac{\mathrm{d}}{\mathrm{~d} t} m(t)+A(\boldsymbol{q}, t) m(t)=0
$$

Therefore, to have stability, both eigenvalues of $A(\boldsymbol{q}, t)$ must be non-negative. In Figure 9, we plot the two eigenvalues as a function of time for two values of $\kappa$ and different values of $b$ and $\Delta$. According to Figure 9 , we can see that both eigenvalues are always non-negative which shows numerical stability.


Figure 6. $\log _{10}$ Normalized signals versus the $b$-value for a single circular biological cell of radius $R=4 \mu \mathrm{~m}$ in a periodicity box $Y_{\varepsilon}$ of $10 \mu \mathrm{~m}^{2}$, with $\mathcal{D}_{e}=3 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}, \mathcal{D}_{c}=1.7 \times$ $10^{-3} \mathrm{~mm}^{2} / \mathrm{s}, \boldsymbol{n}=e_{y}$ and $\delta=5 \mathrm{~ms}$. (a) $\Delta=25 \mathrm{~ms}, \kappa=5 \times 10^{-5} \mathrm{~m} / \mathrm{s}$. (b) $\Delta=50 \mathrm{~ms}$, $\kappa=5 \times 10^{-5} \mathrm{~m} / \mathrm{s}$. (c) $\Delta=25 \mathrm{~ms}, \kappa=7 \times 10^{-5} \mathrm{~m} / \mathrm{s}$. (d) $\Delta=25 \mathrm{~ms}, \kappa=1 \times 10^{-4} \mathrm{~m} / \mathrm{s}$.


Figure 7. ADC and AK of homogenized models and the reference model for one circular biological cell of radius $R=4 \mu \mathrm{~m}$ in a periodicity box $Y_{\varepsilon}$ of $10 \mu \mathrm{~m}^{2}$, with $\mathcal{D}_{e}=3 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}$, $\mathcal{D}_{c}=1.7 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}, \boldsymbol{n}=e_{y}, \delta=5 \mathrm{~ms}$ and $\kappa=5 \times 10^{-5} \mathrm{~m} / \mathrm{s}$.

Remark 6.1. Finally, we say a few words about the practical utility of the derived model for diffusion MRI applications. This question depends very much on whether the regime of validity of this model coincides with the achievable experimental settings, given the physical sizes and membrane permeabilty of the biological cells. We have shown in the numerical results that at least for the sizes of cells in the micron range and membrane permeability in the larger range of what is found in the literature, the second order model offers an improvement over the zeroth order model. However, since brain cells have many different scales depending on whether one is examining the somas of neurons or the axons and dendrite trees, the validity of the new model may be


Figure 8. $\log _{10}$ Normalized signals versus the $b$-value for 4 circular biological cells in a periodicity box $Y_{\varepsilon}$ of $2 \mu \mathrm{~m}^{2}$, with $\mathcal{D}_{e}=3 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}, \mathcal{D}_{c}=1.7 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}, \boldsymbol{n}=e_{y}$ and $\delta=5 \mathrm{~ms}$. (a) $\Delta=5 \mathrm{~ms}, \kappa=3 \times 10^{-4} \mathrm{~m} / \mathrm{s}$. (b) $\Delta=5 \mathrm{~ms}, \kappa=6 \times 10^{-4} \mathrm{~m} / \mathrm{s}$. (c) $\Delta=10 \mathrm{~ms}$, $\kappa=3 \times 10^{-4} \mathrm{~m} / \mathrm{s}$. (d) $\Delta=10 \mathrm{~ms}, \kappa=6 \times 10^{-4} \mathrm{~m} / \mathrm{s}$. (e) $\Delta=15 \mathrm{~ms}, \kappa=3 \times 10^{-4} \mathrm{~m} / \mathrm{s}$. (f) $\Delta=15 \mathrm{~ms}, \kappa=6 \times 10^{-4} \mathrm{~m} / \mathrm{s}$.
questionable or it may not offer improved accuracy over the zeroth order model when the cells or cell components in questions are much larger or much smaller than what we have simulated in this paper.

## 7. CONCLUSIONS

In this paper, we formulated a second order asymptotic model to treat higher values of permeability. We explicitly solved this new asymptotic model to obtain a system of ordinary differential equations that can model the diffusion MRI signal and we present numerical results showing the improved accuracy of the new model in the regime of higher permeability.

Higher-order homogenization expansions have been employed in many other contexts in the literature and we made ample use of higher dimensional tensors in the development of our asymptotic model. We hope our work will offer insight into the role higher dimensional tensors play in multiple scale diffusion phenomena.


Figure 9. The two matrix eigenvalues (the smaller one on the left, the larger one on the right) of the second order model as a function of time for the geometry of 4 circular biological cells in a periodicity box $Y_{\varepsilon}$ of $2 \mu \mathrm{~m}^{2}$, for different values of $\Delta$, with $\mathcal{D}_{e}=3 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}$, $\mathcal{D}_{c}=1.7 \times 10^{-3} \mathrm{~mm}^{2} / \mathrm{s}, \boldsymbol{n}=e_{y}, \delta=5 \mathrm{~ms}$. (a) $\Delta=5 \mathrm{~ms}$. (b) $\Delta=5 \mathrm{~ms}$. (c) $\Delta=10 \mathrm{~ms}$. (d) $\Delta=10 \mathrm{~ms}$. (e) $\Delta=15 \mathrm{~ms}$. (f) $\Delta=15 \mathrm{~ms}$.

## Appendix A.

We here give some details of the calculations that lead to the macroscopic equations for $\widehat{M}_{0}^{\alpha}, \widehat{M}_{1}^{\alpha}$ and $\widehat{\boldsymbol{M}}_{2}^{\alpha}$ as well as some symmetry properties for the homogenized tensors. The convention of summation on repeated indices is adopted in the following expressions. Using the differentiation rules we observe that

$$
\nabla \boldsymbol{M}_{n}^{\alpha}\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\varepsilon}, t\right)=\nabla_{\boldsymbol{x}} \boldsymbol{M}_{n}^{\alpha}\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\varepsilon}, t\right)+\varepsilon^{-1} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{n}^{\alpha}\left(\boldsymbol{x}, \frac{\boldsymbol{x}}{\varepsilon}, t\right), \quad \alpha \in\{c, e\},
$$

and therefore

$$
\begin{aligned}
\operatorname{div}\left(\mathcal{D}^{\alpha} \nabla \boldsymbol{M}_{n}^{\alpha}\right)= & \operatorname{div}_{\boldsymbol{x}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{n}^{\alpha}+\mathcal{D}^{\alpha} \varepsilon^{-1} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{n}^{\alpha}\right)+\varepsilon^{-1} \operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{n}^{\alpha}+\mathcal{D}^{\alpha} \varepsilon^{-1} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{n}^{\alpha}\right) \\
= & \operatorname{div}_{\boldsymbol{x}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{n}^{\alpha}\right)+\varepsilon^{-1} \operatorname{div}_{\boldsymbol{x}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{n}^{\alpha}\right)+\varepsilon^{-1} \operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{n}^{\alpha}\right) \\
& +\varepsilon^{-2} \operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{n}^{\alpha}\right) .
\end{aligned}
$$

Substituting $M_{\varepsilon}$ by the asymptotic expansion (3.1) in problem (2.7) and multiplying the first two equations by $\varepsilon^{2}$, we then obtain (3.5)-(3.7).

To derive the averaged equations, we need the following theorem, which can be proved using the Green's identities.
Theorem A.1. For problem of the form

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha}(\boldsymbol{y}) \nabla_{\boldsymbol{y}} u^{\alpha}(\boldsymbol{y})\right)=g^{\alpha}(\boldsymbol{y}), & \text { in } Y^{\alpha} \\ \mathcal{D}^{\alpha}(\boldsymbol{y}) \nabla_{\boldsymbol{y}} u^{\alpha}(\boldsymbol{y}) \cdot \boldsymbol{\nu}=h^{\alpha}(\boldsymbol{y}), & \text { on } \Gamma^{m} \\ u^{\alpha}(\boldsymbol{y}) \text { is } Y \text {-periodic, } & \end{cases}
$$

for some regular data $g^{\alpha}$ and $h^{\alpha}$, there is a unique solution, up to an additive constant, if and only if the compatibility condition holds

$$
\begin{equation*}
\int_{Y^{\alpha}} g^{\alpha}(\boldsymbol{y}) \mathrm{d} \boldsymbol{y}+\int_{\Gamma^{m}} h^{\alpha}(\boldsymbol{y}) \mathrm{d} s(\boldsymbol{y})=0 \tag{A.1}
\end{equation*}
$$

## A.1. Macroscopic model for $\widehat{\boldsymbol{M}}_{0}$

By equating the zeroth-order terms in $\varepsilon$ we get

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{0}^{\alpha}\right)=0, & \text { in } Y^{\alpha}  \tag{A.2}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{0}^{\alpha} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m} \\ \boldsymbol{M}_{0}^{\alpha} \text { is } Y \text {-periodic. } & \end{cases}
$$

It is clear that $\boldsymbol{M}_{0}^{\alpha}$ does not depend on $\boldsymbol{y}$ and therefore $\left\langle\left[\boldsymbol{M}_{0}\right]\right\rangle_{\Gamma^{m}}=\left[\boldsymbol{M}_{0}\right]=\left[\widehat{\boldsymbol{M}}_{0}\right]$.
By equating the first-order terms in $\varepsilon$ we get

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{1}^{\alpha}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right)=0, & \text { in } Y^{\alpha}  \tag{A.3}\\ \mathcal{D}^{\alpha}\left(\nabla_{\boldsymbol{y}} \boldsymbol{M}_{1}^{\alpha}+\nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right) \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m} \\ \boldsymbol{M}_{1}^{\alpha} \text { is } Y \text {-periodic. } & \end{cases}
$$

The compatibility condition (A.1) is automatically verified which guarantees a unique (up to an additive constant) solution $\boldsymbol{M}_{1}^{\alpha}$ that depends on $\nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}_{0}^{\alpha}}$. Then, by linearity we obtain

$$
\begin{equation*}
\boldsymbol{M}_{1}^{\alpha}=\omega^{\alpha} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{\alpha}+\widehat{\boldsymbol{M}}_{1}^{\alpha}, \quad \text { in } Y^{\alpha} \tag{A.4}
\end{equation*}
$$

where $\widehat{\boldsymbol{M}}_{1}^{\alpha}=\left\langle\boldsymbol{M}_{1}^{\alpha}\right\rangle_{Y^{\alpha}}$ and for $i=1, \ldots, d \omega_{i}^{\alpha}$ are solutions of box problems (3.18).
Next, by equating the second-order terms in $\varepsilon$ we get

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{1}^{\alpha}\right)=W^{\alpha}, & \text { in } Y^{\alpha}  \tag{A.5}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{1}^{\alpha} \cdot \boldsymbol{\nu}=\sigma_{0}\left[\boldsymbol{M}_{0}\right], & \text { on } \Gamma^{m} \\ \boldsymbol{M}_{2}^{\alpha} \text { is } Y \text {-periodic } & \end{cases}
$$

where

$$
\begin{equation*}
W^{\alpha}:=\operatorname{div}_{\boldsymbol{x}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{1}^{\alpha}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right)-\frac{\widetilde{\partial}}{\partial t} \widehat{\boldsymbol{M}}_{0}^{\alpha} \tag{A.6}
\end{equation*}
$$

We use the notation

$$
\frac{\widetilde{\partial}}{\partial t} \widehat{\boldsymbol{M}}_{0}^{\alpha}=\frac{\partial}{\partial t} \widehat{\boldsymbol{M}}_{0}^{\alpha}+\iota Q(\boldsymbol{x}) f(t) \widehat{\boldsymbol{M}}_{0}^{\alpha}
$$

It is easy to see that the compatibility condition (A.1) for problem (A.5) implies

$$
\left\{\begin{array}{l}
\left\langle W^{e}\right\rangle_{Y_{e}}+\sigma_{0} \theta^{e}\left\langle\left[\boldsymbol{M}_{0}\right]\right\rangle_{\Gamma^{m}}=0  \tag{A.7}\\
\left\langle W^{c}\right\rangle_{Y_{c}}-\sigma_{0} \theta^{c}\left\langle\left[\boldsymbol{M}_{0}\right]\right\rangle_{\Gamma^{m}}=0
\end{array}\right.
$$

Replacing $\boldsymbol{M}_{1}^{\alpha}$ by its expression (A.4) we obtain the macroscopic model (3.16) satisfied by $\widehat{\boldsymbol{M}}_{0}^{\alpha}$.

## A.2. Macroscopic model for $\widehat{M}_{1}^{\alpha}$

We here would like to determine the correction given by first-order terms. To derive the macroscopic model for $\widehat{\boldsymbol{M}}_{1}^{\alpha}$, we need to get the expression of $\boldsymbol{M}_{2}^{\alpha}$. By inserting the expression of $\boldsymbol{M}_{1}^{\alpha}$ (A.4) into (A.5), we can look for a solution $\boldsymbol{M}_{2}^{\alpha}$ such that

$$
M_{2}^{\alpha}=M_{2}^{\alpha, 1}+M_{2}^{\alpha, 2}+M_{2}^{\alpha, 3}+M_{2}^{\alpha, 4}+\widehat{M}_{2}^{\alpha}
$$

where $\widehat{\boldsymbol{M}}_{2}^{\alpha}=\left\langle\boldsymbol{M}_{2}^{\alpha}\right\rangle_{Y^{\alpha}}$

- $\boldsymbol{M}_{2}^{\alpha, 1}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha, 1}\right)=\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{1}^{\alpha}\right), & \text { in } Y^{\alpha}  \tag{A.8}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha, 1} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{1}^{\alpha} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m}, \\ \boldsymbol{M}_{2}^{\alpha, 1} \text { is } Y \text {-periodic. } & \end{cases}
$$

Thus, using for $i=1, \ldots, d$ the cell problems (3.18), which are well posed according to (A.1), one can express the solution as

$$
\begin{equation*}
\boldsymbol{M}_{2}^{\alpha, 1}=\omega^{\alpha} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{1}^{\alpha}+\widehat{\boldsymbol{M}}_{2}^{\alpha, 1}, \quad \text { in } Y^{\alpha}, \tag{A.9}
\end{equation*}
$$

where $\widehat{\boldsymbol{M}}_{2}^{\alpha, 1}=\left\langle\boldsymbol{M}_{2}^{\alpha, 1}\right\rangle_{Y^{\alpha}}$.

- $\boldsymbol{M}_{2}^{\alpha, 2}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha, 2}\right)=\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}}\left(\omega^{\alpha} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right)\right), & \text { in } Y^{\alpha},  \tag{A.10}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha, 2} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}}\left(\omega^{\alpha} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right) \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m}, \\ \boldsymbol{M}_{2}^{\alpha, 2} \text { is } Y \text {-periodic. } & \end{cases}
$$

For $i, j=1, \ldots, d$ the cell problems (3.21) are well posed, one can express the solution as

$$
\begin{equation*}
\boldsymbol{M}_{2}^{\alpha, 2}=\chi^{\alpha}: \nabla_{\boldsymbol{x}}^{2} \widehat{\boldsymbol{M}}_{0}^{\alpha}+\widehat{\boldsymbol{M}}_{2}^{\alpha, 2}, \quad \text { in } Y^{\alpha}, \tag{A.11}
\end{equation*}
$$

where $\widehat{\boldsymbol{M}}_{2}^{\alpha, 2}=\left\langle\boldsymbol{M}_{2}^{\alpha, 2}\right\rangle_{Y^{\alpha}}$.
According to (A.7), we can write

$$
\left\{\begin{array}{l}
W^{e}=W^{e}-\left\langle W^{e}\right\rangle_{Y^{e}}-\theta^{e} \sigma_{0}\left[\boldsymbol{M}_{0}\right],  \tag{A.12}\\
W^{c}=W^{c}-\left\langle W^{c}\right\rangle_{Y^{c}}+\theta^{c} \sigma_{0}\left[\boldsymbol{M}_{0}\right]
\end{array}\right.
$$

$\boldsymbol{M}_{2}^{\alpha, 3}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha, 3}\right)=W^{\alpha}-\left\langle W^{\alpha}\right\rangle_{Y_{\alpha}}, & \text { in } Y^{\alpha}  \tag{A.13}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha, 3} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m}, \\ \boldsymbol{M}_{2}^{\alpha, 3} \text { is } Y \text {-periodic. } & \end{cases}
$$

We have

$$
W^{\alpha}-\left\langle W^{\alpha}\right\rangle_{Y_{\alpha}}=\left(\nabla_{\boldsymbol{x}}^{2} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right)_{i j}\left(\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{i}} \omega_{j}^{\alpha}+\mathcal{D}^{\alpha} \delta_{i j}-\mathbb{D}_{i j}^{\alpha}\right) .
$$

So, we can express the solution of (A.13) as

$$
\begin{equation*}
\boldsymbol{M}_{2}^{\alpha, 3}=\varphi^{\alpha}: \nabla_{\boldsymbol{x}}^{2} \widehat{\boldsymbol{M}}_{0}^{\alpha}+\widehat{\boldsymbol{M}}_{2}^{\alpha, 3} \quad \text { in } Y^{\alpha}, \tag{A.14}
\end{equation*}
$$

where $\widehat{\boldsymbol{M}}_{2}^{\alpha, 3}=\left\langle\boldsymbol{M}_{2}^{\alpha, 3}\right\rangle_{Y^{\alpha}}$ and for $i, j=1, \ldots, d \varphi_{i j}^{\alpha}$ are solutions of box problems (3.22).

- $\boldsymbol{M}_{2}^{\alpha, 4}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha, 4}\right)=\mp \theta^{\alpha} \sigma_{0}\left[\widehat{\boldsymbol{M}}_{0}\right], & \text { in } Y^{\alpha}  \tag{A.15}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha, 4} \cdot \boldsymbol{\nu}=\sigma_{0}\left[\widehat{\boldsymbol{M}}_{0}\right], & \text { on } \Gamma^{m} \\ \boldsymbol{M}_{2}^{\alpha, 4} \text { is } Y \text {-periodic }, & \end{cases}
$$

which can be expressed as

$$
\begin{equation*}
\boldsymbol{M}_{2}^{\alpha, 4}=\sigma_{0} \psi^{\alpha}\left[\widehat{\boldsymbol{M}}_{0}\right]+\widehat{\boldsymbol{M}}_{2}^{\alpha, 4} \tag{A.16}
\end{equation*}
$$

where $\widehat{\boldsymbol{M}}_{2}^{\alpha, 4}=\left\langle\boldsymbol{M}_{2}^{\alpha, 4}\right\rangle_{Y^{\alpha}}$ and $\psi^{\alpha}$ is solution of box problem (3.23).
Finally, we regroup all the solutions obtained $\boldsymbol{M}_{2}^{\alpha, i}$ for $i \in\{1,2,3,4\}$

$$
\begin{equation*}
\boldsymbol{M}_{2}^{\alpha}=\omega^{\alpha} \cdot \nabla_{x} \widehat{\boldsymbol{M}}_{1}^{\alpha}+\left(\chi^{\alpha}+\varphi^{\alpha}\right):\left(\nabla_{\boldsymbol{x}}^{2} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right)+\sigma_{0} \psi^{\alpha}\left[\widehat{\boldsymbol{M}}_{0}\right]+\widehat{\boldsymbol{M}}_{2}^{\alpha} \quad \text { in } Y^{\alpha} \tag{A.17}
\end{equation*}
$$

where $\omega^{\alpha}, \chi^{\alpha}, \varphi^{\alpha}$ and $\psi^{\alpha}$ are the solutions of cell problems which are defined in (3.18), (3.21), (3.22) and (3.23), respectively.

By equating the third-order terms in $\varepsilon$ we get

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{2}^{\alpha}\right)=G^{\alpha}, & \text { in } Y^{\alpha}  \tag{A.18}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{2}^{\alpha} \cdot \boldsymbol{\nu}=\sigma_{0}\left[\boldsymbol{M}_{1}\right], & \text { on } \Gamma^{m} \\ \boldsymbol{M}_{3}^{\alpha} \text { is } Y \text {-periodic. } & \end{cases}
$$

Let us define

$$
\begin{equation*}
G^{\alpha}:=\operatorname{div}_{\boldsymbol{x}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{2}^{\alpha}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{1}^{\alpha}\right)-\frac{\widetilde{\partial}}{\partial t} \boldsymbol{M}_{1}^{\alpha} \tag{A.19}
\end{equation*}
$$

Then, the compatibility condition for (A.18) implies

$$
\left\{\begin{array}{l}
\left\langle G^{e}\right\rangle_{Y_{e}}-\sigma_{0} \theta^{e}\left\langle\left[\boldsymbol{M}_{1}\right]\right\rangle_{\Gamma^{m}}=0  \tag{A.20}\\
\left\langle G^{c}\right\rangle_{Y_{c}}+\sigma_{0} \theta^{c}\left\langle\left[\boldsymbol{M}_{1}\right]\right\rangle_{\Gamma^{m}}=0
\end{array}\right.
$$

By replacing $\boldsymbol{M}_{1}^{\alpha}$ and $\boldsymbol{M}_{2}^{\alpha}$ by their expressions (A.4) and (A.17) and after recollection we obtain

$$
\begin{equation*}
\left\langle\left[\boldsymbol{M}_{1}\right]\right\rangle_{\Gamma^{m}}=\left[\widehat{\boldsymbol{M}}_{1}\right]+\left\langle\omega_{e}\right\rangle_{\Gamma^{m}} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{e}-\left\langle\omega_{c}\right\rangle_{\Gamma^{m}} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{c} \tag{A.21}
\end{equation*}
$$

Then,

$$
\begin{aligned}
\frac{\tilde{\partial}}{\partial t} \widehat{\boldsymbol{M}}_{1}^{\alpha}-\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{\alpha} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{1}^{\alpha}\right) \pm \theta^{\alpha} \sigma_{0}\left[\widehat{\boldsymbol{M}}_{1}\right]= & \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{H}^{\alpha}: \nabla_{\boldsymbol{x}}^{2} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right)+\sigma_{0} \boldsymbol{p}^{\alpha} \cdot \nabla_{\boldsymbol{x}}\left[\boldsymbol{M}_{0}\right] \\
& - \pm \sigma_{0} \theta^{\alpha}\left(\left\langle\omega^{e}\right\rangle_{\Gamma^{m}} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{e}-\left\langle\omega^{c}\right\rangle_{\Gamma^{m}} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{c}\right)
\end{aligned}
$$

Since $\mathbb{H}^{\alpha}$ is antisymmetric in its last two indices, it follows that $\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{H}^{\alpha}: \nabla_{\boldsymbol{x}}^{2} \widehat{\boldsymbol{M}_{0}^{\alpha}}\right)=0$.
We introduce the vector $\boldsymbol{p}^{\alpha}$ through

$$
\begin{equation*}
\boldsymbol{p}_{i}^{\alpha}=\left\langle\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{i}} \psi^{\alpha}\right\rangle_{Y^{\alpha}}, \quad i=1, \ldots, d \tag{A.22}
\end{equation*}
$$

which can also be expressed in the simplified form

$$
\begin{equation*}
\boldsymbol{p}_{i}^{\alpha}= \pm \theta^{\alpha}\left\langle\omega_{i}^{\alpha}\right\rangle_{\Gamma^{m}} \tag{A.23}
\end{equation*}
$$

Then, we obtain the macroscopic model (3.19) satisfied by $\widehat{\boldsymbol{M}}_{1}^{\alpha}$.

## A.3. Macroscopic model for $\widehat{M}_{2}^{\alpha}$

To derive the macroscopic model for $\widehat{\boldsymbol{M}}_{2}^{\alpha}$ in this case of scaling, we need to have an expression for $\boldsymbol{M}_{3}^{\alpha}$ in terms of $\widehat{\boldsymbol{M}}_{0}^{\alpha}, \widehat{\boldsymbol{M}}_{1}^{\alpha}$ and $\widehat{\boldsymbol{M}}_{2}^{\alpha}$. So we consider the problem (A.18) and replace $\boldsymbol{M}_{1}^{\alpha}$ and $\boldsymbol{M}_{2}^{\alpha}$ by their expressions (A.4) and (A.17). We look for a solution $\boldsymbol{M}_{3}^{\alpha}$ such that

$$
M_{3}^{\alpha}=M_{3}^{\alpha, 1}+M_{3}^{\alpha, 2}+M_{3}^{\alpha, 3}+M_{3}^{\alpha, 4}+M_{3}^{\alpha, 5}+M_{3}^{\alpha, 6}+\widehat{M}_{3}^{\alpha}
$$

where $\widehat{\boldsymbol{M}}_{3}^{\alpha}=\left\langle\boldsymbol{M}_{3}^{\alpha}\right\rangle_{Y_{\alpha}}$.

- $\boldsymbol{M}_{3}^{\alpha, 1}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 1}\right)=\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{2}^{\alpha}\right), & \text { in } Y^{\alpha},  \tag{A.24}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 1} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{2}^{\alpha} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m}, \\ \boldsymbol{M}_{3}^{\alpha, 1} \text { is } Y \text {-periodic, } & \end{cases}
$$

which can be expressed as

$$
\begin{equation*}
\boldsymbol{M}_{3}^{\alpha, 1}=\omega^{\alpha} \cdot \nabla_{\boldsymbol{x}} \widehat{M}_{2}^{\alpha}+\widehat{\boldsymbol{M}}_{3}^{\alpha, 1}, \quad \text { in } Y^{\alpha} \tag{A.25}
\end{equation*}
$$

where $\omega_{i}^{\alpha}$ is the solution of the cell problem (3.18). Since we have $\left\langle\omega^{\alpha}\right\rangle_{Y^{\alpha}}=0, \widehat{\boldsymbol{M}}_{3}^{\alpha, 1}=\left\langle\boldsymbol{M}_{3}^{\alpha, 1}\right\rangle_{Y^{\alpha}}$.

- $\boldsymbol{M}_{3}^{\alpha, 2}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 2}\right)=\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{2}^{\alpha, 1}\right), & \text { in } Y^{\alpha},  \tag{A.26}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 2} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{2}^{\alpha, 1} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m}, \\ \boldsymbol{M}_{3}^{\alpha, 2} \text { is } Y \text {-periodic. } & \end{cases}
$$

By linearity, we obtain

$$
\begin{equation*}
\boldsymbol{M}_{3}^{\alpha, 2}=\left(\nabla_{\boldsymbol{x}}^{2} \widehat{\boldsymbol{M}}_{1}^{\alpha}\right): \chi^{\alpha}+\widehat{\boldsymbol{M}}_{3}^{\alpha, 2}, \quad \text { in } Y^{\alpha} \tag{A.27}
\end{equation*}
$$

where $\chi^{\alpha}$ is the solution of the cell problem (3.21) and $\widehat{\boldsymbol{M}}^{\alpha, 2}=\left\langle\boldsymbol{M}_{3}^{\alpha, 2}\right\rangle_{Y^{\alpha}}$.
$-\boldsymbol{M}_{3}^{\alpha, 3}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 3}\right)=\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}}\left(\boldsymbol{M}_{2}^{\alpha, 2}+\boldsymbol{M}_{2}^{\alpha, 3}\right)\right), & \text { in } Y^{\alpha},  \tag{A.28}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 3} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}}\left(\boldsymbol{M}_{2}^{\alpha, 2}+\boldsymbol{M}_{2}^{\alpha, 3}\right) \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m}, \\ \boldsymbol{M}_{3}^{\alpha, 3} \text { is } Y \text {-periodic, } & \end{cases}
$$

which can be expressed as

$$
\begin{equation*}
M_{3}^{\alpha, 3}=\left(\nabla_{\boldsymbol{x}}^{3} \widehat{M}_{0}\right) \therefore \mathcal{R}_{\alpha}+\widehat{M}_{3}^{\alpha, 3}, \quad \text { in } Y^{\alpha} \tag{A.29}
\end{equation*}
$$

The third-order tensor $\mathcal{R}^{\alpha}$ is defined as the solution to:

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \mathcal{R}_{i j k}^{\alpha}\right)=\frac{\partial}{\partial y_{i}}\left(\mathcal{D}^{\alpha}\left(\chi_{j k}^{\alpha}+\varphi_{j k}^{\alpha}\right)\right), & \text { in } Y^{\alpha},  \tag{A.30}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \mathcal{R}_{i j k}^{\alpha} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha}\left(\chi_{j k}^{\alpha}+\varphi_{j k}^{\alpha}\right) \nu_{i}=0, & \text { on } \Gamma^{m}, \\ \mathcal{R}_{i j k}^{\alpha} \text { is } Y \text {-periodic, }\left\langle\mathcal{R}_{i j k}^{\alpha}\right\rangle_{Y^{\alpha}}=0, & \end{cases}
$$

where $\chi_{j k}^{\alpha}$ and $\varphi_{j k}^{\alpha}$ are solutions to (3.21) and (3.22), respectively.
We have assumed $\left\langle\mathcal{R}_{i j k}^{\alpha}\right\rangle_{Y^{\alpha}}=0$ and so $\widehat{\boldsymbol{M}}_{3}^{\alpha, 3}=\left\langle\boldsymbol{M}_{3}^{\alpha, 3}\right\rangle_{Y^{\alpha}}$.

- $\boldsymbol{M}_{3}^{\alpha, 4}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 4}\right)=\sigma_{0} \operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}}\left(\psi^{\alpha}\left[\boldsymbol{M}_{0}\right]\right)\right), & \text { in } Y^{\alpha}  \tag{A.31}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 4} \cdot \boldsymbol{\nu}+\sigma_{0} \mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}}\left(\psi^{\alpha}\left[\boldsymbol{M}_{0}\right]\right) \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m} \\ \boldsymbol{M}_{3}^{\alpha, 4} \text { is } Y \text {-periodic. } & \end{cases}
$$

Then, $\boldsymbol{M}_{3}^{\alpha, 4}$ can be expressed as

$$
\begin{equation*}
\boldsymbol{M}_{3}^{\alpha, 4}=\sigma_{0} \nabla_{\boldsymbol{x}}\left[\widehat{\boldsymbol{M}}_{0}\right] \cdot \xi^{\alpha}+\widehat{\boldsymbol{M}}_{3}^{\alpha, 4}, \quad \text { in } Y^{\alpha} \tag{A.32}
\end{equation*}
$$

where $\widehat{\boldsymbol{M}}_{3}^{\alpha, 4}=\left\langle\boldsymbol{M}_{3}^{\alpha, 4}\right\rangle_{Y^{\alpha}}$ and for $i=1, \ldots, d \xi_{i}^{\alpha}$ are solutions of box problems:

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \xi_{i}^{\alpha}\right)=\frac{\partial}{\partial y_{i}}\left(\mathcal{D}^{\alpha} \psi^{\alpha}\right), & \text { in } Y^{\alpha}  \tag{A.33}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \xi_{i}^{\alpha} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \psi^{\alpha} \nu_{i}=0, & \text { on } \Gamma^{m} \\ \xi_{i}^{\alpha} \text { is } Y \text {-periodic, }\left\langle\xi_{i}^{\alpha}\right\rangle_{Y^{\alpha}}=0 & \end{cases}
$$

According to (A.20), we note that

$$
\left\{\begin{array}{l}
G^{e}=G^{e}-\left\langle G^{e}\right\rangle_{Y^{e}}+\sigma_{0} \theta^{e}\left\langle\left[\boldsymbol{M}_{1}\right]\right\rangle_{\Gamma^{m}}=0 \\
G^{c}=G^{c}-\left\langle G^{c}\right\rangle_{Y^{c}}-\sigma_{0} \theta^{c}\left\langle\left[\boldsymbol{M}_{1}\right]\right\rangle_{\Gamma^{m}}=0
\end{array}\right.
$$

$\boldsymbol{M}_{3}^{\alpha, 5}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 5}\right)=G^{\alpha}-\left\langle G^{\alpha}\right\rangle_{Y^{\alpha}}, & \text { in } Y^{\alpha}  \tag{A.34}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 5} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m} \\ \boldsymbol{M}_{3}^{\alpha, 5} \text { is } Y \text {-periodic. } & \end{cases}
$$

Then, we have that

$$
\begin{aligned}
G^{\alpha}-\left\langle G^{\alpha}\right\rangle_{Y^{\alpha}}= & \left(\nabla_{\boldsymbol{x}}^{2} \widehat{\boldsymbol{M}}_{1}^{\alpha}\right)_{i j}\left(\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{i}} \omega_{j}^{\alpha}+\mathcal{D}^{\alpha} \delta_{i j}-\mathbb{D}_{i j}^{\alpha}\right) \\
& +\left(\nabla_{\boldsymbol{x}}^{3} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right)_{i j k}\left(\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{i}}\left(\chi_{j k}^{\alpha}+\varphi_{j k}^{\alpha}\right)+\mathcal{D}^{\alpha} \omega_{k}^{\alpha} \delta_{i j}-\mathbb{H}_{i j k}^{\alpha}\right) \\
& -\omega^{\alpha} \cdot \nabla_{\boldsymbol{x}} \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{\alpha} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right)+\iota \omega^{\alpha} \cdot \boldsymbol{q} f(t) \widehat{\boldsymbol{M}}_{0}^{\alpha} \\
& +\sigma_{0}\left(\nabla_{\boldsymbol{x}}\left[\widehat{\boldsymbol{M}}_{0}\right]\right)_{i}\left(\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{i}} \psi^{\alpha}-\boldsymbol{p}_{i}^{\alpha}\right) \\
& \pm \sigma_{0} \theta^{\alpha} \omega^{\alpha} \cdot \nabla_{\boldsymbol{x}}\left[\widehat{\boldsymbol{M}}_{0}\right]
\end{aligned}
$$

One can express the solution of (A.34) as

$$
\begin{align*}
\boldsymbol{M}_{3}^{\alpha, 5}= & \nabla_{\boldsymbol{x}}^{2} \widehat{\boldsymbol{M}}_{1}^{\alpha}: \varphi^{\alpha}+\nabla_{\boldsymbol{x}}^{3} \widehat{\boldsymbol{M}}_{0}^{\alpha} \therefore \mathcal{Q}^{\alpha}-\mathcal{L}^{\alpha} \cdot \nabla_{\boldsymbol{x}} \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{\alpha} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right)+\iota f(t) \mathcal{L}^{\alpha} \cdot \boldsymbol{q} \widehat{\boldsymbol{M}}_{0}^{\alpha} \\
& +\sigma_{0} \nabla_{\boldsymbol{x}}\left[\widehat{\boldsymbol{M}}_{0}\right]\left(\mathcal{E}^{\alpha} \pm \theta^{\alpha} \mathcal{L}^{\alpha}\right)+\widehat{\boldsymbol{M}}_{3}^{\alpha, 5}, \quad \text { in } Y^{\alpha} \tag{A.35}
\end{align*}
$$

where $\widehat{\boldsymbol{M}}_{3}^{\alpha, 5}=\left\langle\boldsymbol{M}_{3}^{\alpha, 5}\right\rangle_{Y^{\alpha}}$. The tensor $\mathcal{Q}^{\alpha}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{y} \mathcal{Q}_{i j k}^{\alpha}\right)=\frac{\partial}{\partial y_{k}}\left(\mathcal{D}^{\alpha}\left(\chi_{i j}^{\alpha}+\varphi_{i j}^{\alpha}\right)+\mathcal{D}^{\alpha} \omega_{i}^{\alpha} \delta_{j k}-\mathbb{H}_{i j k}^{\alpha},\right. & \text { in } Y^{\alpha},  \tag{A.36}\\ \mathcal{D}^{\alpha} \nabla_{y} \mathcal{Q}_{i j k}^{\alpha} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m}, \\ \mathcal{Q}_{i j k}^{\alpha} \text { is } Y \text {-periodic, }\left\langle\mathcal{Q}_{i j k}^{\alpha}\right\rangle_{Y^{\alpha}}=0 . & \end{cases}
$$

For $i=1, \ldots, d$, we also obtain the cell problems

$$
\begin{align*}
& \begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \mathcal{L}_{i}^{\alpha}\right)=\omega_{i}^{\alpha}, & \text { in } Y^{\alpha}, \\
\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \mathcal{L}_{i}^{\alpha} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m}, \\
\mathcal{L}_{i}^{\alpha} \text { is } Y \text {-periodic, } & \left\langle\mathcal{L}_{i}^{\alpha}\right\rangle_{Y^{\alpha}}=0,\end{cases}  \tag{A.37}\\
& \begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \mathcal{E}_{i}^{\alpha}\right)=\frac{\partial}{\partial y_{j}}\left(\mathcal{D}^{\alpha} \psi^{\alpha}\right)-\left\langle\frac{\partial}{\partial y_{j}}\left(\mathcal{D}^{\alpha} \psi^{\alpha}\right)\right\rangle_{Y^{\alpha}}, & \text { in } Y^{\alpha}, \\
\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \mathcal{E}_{i}^{\alpha} \cdot \boldsymbol{\nu}=0, & \text { on } \Gamma^{m}, \\
\mathcal{E}_{i}^{\alpha} \text { is } Y \text {-periodic, } & \left\langle\mathcal{E}_{i}^{\alpha}\right\rangle_{Y^{\alpha}}=0 .\end{cases}
\end{align*}
$$

$M_{3}^{\alpha, 6}$ is the solution of

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 6}\right)= \pm \theta^{\alpha} \sigma_{0}\left\langle\left[\boldsymbol{M}_{1}\right]\right\rangle_{\Gamma^{m}}, & \text { in } Y^{\alpha}  \tag{A.39}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha, 6} \cdot \boldsymbol{\nu}=\sigma_{0}\left[\boldsymbol{M}_{1}\right], & \text { on } \Gamma^{m} \\ \boldsymbol{M}_{3}^{\alpha, 6} \text { is } Y \text {-periodic. } & \end{cases}
$$

According to (A.21), one can express the solution of (A.39) as

$$
\begin{equation*}
\boldsymbol{M}_{3}^{\alpha, 6}=\sigma_{0} \psi^{\alpha}\left[\widehat{\boldsymbol{M}}_{1}\right]+\sigma_{0} \mathcal{N}^{\alpha, e} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{e}-\sigma_{0} \mathcal{N}^{\alpha, c} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{c}+\widehat{\boldsymbol{M}}_{3}^{\alpha, 6}, \quad \text { in } Y^{\alpha}, \tag{A.40}
\end{equation*}
$$

where $\widehat{\boldsymbol{M}}^{\alpha, 6}=\left\langle\boldsymbol{M}_{3}^{\alpha, 6}\right\rangle_{Y^{\alpha}}$. For $\alpha, \beta \in\{e, c\}$, we take

$$
\begin{cases}-\operatorname{div}_{y}\left(\mathcal{D}^{\alpha} \nabla_{y} \mathcal{N}_{i}^{\alpha, \beta}\right)= \pm \theta^{\alpha}\left\langle\omega_{i}^{\beta}\right\rangle_{\Gamma^{m}}, & \text { in } Y^{\alpha}  \tag{A.41}\\ \mathcal{D}^{\alpha} \nabla_{y} \mathcal{N}_{i}^{\alpha, \beta} \cdot \boldsymbol{\nu}=\omega_{i}^{\beta}, & \text { on } \Gamma^{m}, \\ \mathcal{N}_{i}^{\alpha, \beta} \text { is } Y \text {-periodic, }\left\langle\mathcal{N}_{i}^{\alpha, \beta}\right\rangle_{Y^{\alpha}}=0 . & \end{cases}
$$

We will use $\pm$ sign where + corresponds to $\alpha=e$ and - corresponds to $\alpha=c$.
Therefore, the expression of $\boldsymbol{M}_{3}^{\alpha}$ is written as (A.42). To derive the macroscopic model for $\widehat{\boldsymbol{M}}_{2}^{\alpha}$, we will look for the expression of $\boldsymbol{M}_{3}^{\alpha}$. Therefore, we can express the solution to (A.18) as

$$
\begin{align*}
\boldsymbol{M}_{3}^{\alpha}= & \omega^{\alpha} \cdot \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{2}^{\alpha}+\nabla_{\boldsymbol{x}}^{2} \widehat{\boldsymbol{M}}_{1}^{\alpha}:\left(\chi^{\alpha}+\varphi^{\alpha}\right)+\nabla_{\boldsymbol{x}}^{3} \widehat{\boldsymbol{M}}_{0}^{\alpha} \therefore\left(\mathcal{R}^{\alpha}+\mathcal{Q}^{\alpha}\right) \\
& +\sigma_{0} \nabla_{\boldsymbol{x}}\left[\widehat{\boldsymbol{M}}_{0}\right]\left(\xi^{\alpha}+\mathcal{E}^{\alpha} \pm \theta^{\alpha} \mathcal{L}^{\alpha}\right)+\sigma_{0} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{e} \cdot \mathcal{N}^{\alpha, e}-\sigma_{0} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{c} \cdot \mathcal{N}^{\alpha, c}  \tag{A.42}\\
& -\mathcal{L}^{\alpha} \cdot \nabla_{\boldsymbol{x}} \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{\alpha} \nabla_{\boldsymbol{x}} \widehat{\boldsymbol{M}}_{0}^{\alpha}\right)+\iota f(t) \mathcal{L}^{\alpha} \cdot \boldsymbol{q} \widehat{M}_{0}^{\alpha}+\sigma_{0} \psi^{\alpha}\left[\widehat{\boldsymbol{M}}_{1}\right]+\widehat{\boldsymbol{M}}_{3}^{\alpha}, \quad \text { in } Y^{\alpha} .
\end{align*}
$$

By equating the fourth-order terms in $\varepsilon$ we get

$$
\begin{cases}-\operatorname{div}_{\boldsymbol{y}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{4}^{\alpha}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{3}^{\alpha}\right)=V^{\alpha}, & \text { in } Y^{\alpha},  \tag{A.43}\\ \mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{4}^{\alpha} \cdot \boldsymbol{\nu}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{3}^{\alpha} \cdot \boldsymbol{\nu}=\sigma_{0}\left[\boldsymbol{M}_{2}\right], & \text { on } \Gamma^{m} \\ \boldsymbol{M}_{4}^{\alpha} \text { is } Y \text {-periodic. } & \end{cases}
$$

where

$$
\begin{equation*}
V^{\alpha}:=\operatorname{div}_{\boldsymbol{x}}\left(\mathcal{D}^{\alpha} \nabla_{\boldsymbol{y}} \boldsymbol{M}_{3}^{\alpha}+\mathcal{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{2}^{\alpha}\right)-\frac{\widetilde{\partial}}{\partial t} \boldsymbol{M}_{2}^{\alpha} . \tag{A.44}
\end{equation*}
$$

The compatibility condition for this problem implies

$$
\left\{\begin{array}{l}
\left\langle V^{e}\right\rangle_{Y^{e}}-\sigma_{0} \theta^{e}\left\langle\left[\boldsymbol{M}_{2}\right]\right\rangle_{\Gamma^{m}}=0,  \tag{A.45}\\
\left\langle V^{c}\right\rangle_{Y^{c}}+\sigma_{0} \theta^{c}\left\langle\left[\boldsymbol{M}_{2}\right]\right\rangle_{\Gamma^{m}}=0 .
\end{array}\right.
$$

Substituting the expressions (A.17) and (A.42) for $\boldsymbol{M}_{2}^{\alpha}$ and $\boldsymbol{M}_{3}^{\alpha}$ in (A.45), and after some simplification, we obtain the macroscopic model (3.20) for $\widehat{\boldsymbol{M}}_{2}^{\alpha}$.
$\mathbb{T}$ is the homogenized fourth-order tensor $\mathbb{T}=\eta_{e} \mathbb{T}^{e}+\eta_{c} \mathbb{T}^{c}$. The coefficients of the homogenized fourth-order tensor $\mathbb{T}^{\alpha}$ are given by

$$
\mathbb{T}_{i j k l}^{\alpha}=\left\langle\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{l}}\left(\mathcal{R}_{i j k}^{\alpha}+\mathcal{Q}_{i j k}^{\alpha}\right)\right\rangle_{Y^{\alpha}}, \quad i, j, k, l=1, \ldots, d
$$

which can be simplified as (3.26) and $\mathbb{S}$ is the symmetric homogenized second-order tensor $\mathbb{S}=\eta_{e} \mathbb{S}^{e}+\eta_{c} \mathbb{S}^{c}$. The components of the symmetric second-order tensor $\mathbb{S}^{\alpha}$ are

$$
\mathbb{S}_{i j}^{\alpha}=\left\langle\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{j}} \mathcal{L}_{i}^{\alpha}\right\rangle_{Y^{\alpha}},
$$

which can be simplified as (3.24).
For $\{\alpha, \beta\} \in\{e, c\}, \mathbb{Z}_{i j}^{\alpha, \beta}$ and $\mathbb{I}_{i j}^{\alpha}$ are defined by

$$
\begin{equation*}
\mathbb{Z}_{i j}^{\alpha, \beta}=\left\langle\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{j}} \mathcal{N}_{i}^{\alpha, \beta}\right\rangle_{Y^{\alpha}}- \pm \theta^{\alpha}\left\langle\chi_{i j}^{\beta}+\varphi_{i j}^{\beta}\right\rangle_{\Gamma^{m}}, \tag{A.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{I}_{i j}^{\alpha}=\left\langle\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{j}}\left(\xi_{i}^{\alpha}+\mathcal{E}_{i}^{\alpha}\right)\right\rangle_{Y^{\alpha}} \pm \theta^{\alpha} \mathbb{S}_{i j}^{\alpha}, \tag{A.47}
\end{equation*}
$$

Using again the divergence theorem, we get

$$
\begin{equation*}
\left\langle\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{j}} \mathcal{N}_{i}^{\alpha, \beta}\right\rangle_{Y^{\alpha}}= \pm \theta^{\alpha}\left\langle\omega_{i}^{\beta} \omega_{j}^{\alpha}\right\rangle_{\Gamma_{m}}, \tag{A.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{j}}\left(\xi_{i}^{\alpha}+\mathcal{E}_{i}^{\alpha}\right)\right\rangle_{Y^{\alpha}}=\left\langle-\mathcal{D}^{\alpha} \frac{\partial}{\partial y_{j}} \psi^{\alpha} \omega_{i}^{\alpha}+\mathcal{D}^{\alpha} \psi^{\alpha} \frac{\partial}{\partial y_{j}} \omega_{i}^{\alpha}\right\rangle_{Y^{\alpha}} . \tag{A.49}
\end{equation*}
$$

Then, we obtain (3.27) and (3.28).

## A.4. The proof of Theorem 4.1

Our object if is to show the first equation of the ODE model (4.3). We start by transforming the macroscopic model (3.30) by introducing new unknown variables $\widetilde{M}_{\varepsilon, 2}^{e}$ and $\widetilde{M}_{\varepsilon, 2}^{c}$ defined almost everywhere on $\left.\mathbb{R}^{d} \times\right] 0, T[$ by

$$
\begin{equation*}
\widetilde{M}_{\varepsilon, 2}^{e}(\boldsymbol{x}, t)=\boldsymbol{M}_{\varepsilon, 2}^{e}(\boldsymbol{x}, t) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)} \quad \text { and } \quad \widetilde{M}_{\varepsilon, 2}^{c}(\boldsymbol{x}, t)=\boldsymbol{M}_{\varepsilon, 2}^{c}(\boldsymbol{x}, t) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)} \tag{A.50}
\end{equation*}
$$

To simplify the exposition, we shall use the following notation.

$$
\begin{equation*}
\frac{\widetilde{\partial}}{\partial t} \boldsymbol{M}_{n}^{\alpha}=\frac{\partial}{\partial t} \boldsymbol{M}_{n}^{\alpha}+\iota \boldsymbol{q} \cdot \boldsymbol{x} f(t) \boldsymbol{M}_{n}^{\alpha} \tag{A.51}
\end{equation*}
$$

Using definition (2.5) and (A.51), we obtain

$$
\begin{equation*}
\frac{\partial}{\partial t} \widetilde{M}_{\varepsilon, 2}^{\alpha}=\left(\frac{\partial}{\partial t} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}+\iota q f(t) \boldsymbol{x} \cdot \boldsymbol{n} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}:=\frac{\widetilde{\partial}}{\partial t} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)} \tag{A.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\alpha}=\left(\nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}+\iota F(t) q \boldsymbol{n} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)} \tag{A.53}
\end{equation*}
$$

So, we have

$$
\begin{equation*}
\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{\alpha} \nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\alpha}\right)=\left(\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}\right)+\iota q F(t) \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} \cdot \boldsymbol{n}\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}+\iota q F(t) \mathbb{D}^{\alpha}:\left(\nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\alpha} \otimes \boldsymbol{n}\right) \tag{A.54}
\end{equation*}
$$

According to the equation (A.53),

$$
\begin{equation*}
\nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}=\nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\alpha}-\iota F(t) q \boldsymbol{n} \widetilde{M}_{\varepsilon, 2}^{\alpha} \tag{A.55}
\end{equation*}
$$

Taking the expression of $\nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}$ and replacing it in (A.54), we obtain

$$
\begin{align*}
\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{\alpha} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}= & \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{\alpha} \nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\alpha}\right)-q^{2} F^{2}(t) \mathbb{D}^{\alpha}:(\boldsymbol{n} \otimes \boldsymbol{n}) \widetilde{M}_{\varepsilon, 2}^{\alpha} \\
& -2 \iota q F(t) \mathbb{D}^{\alpha}:\left(\nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\alpha} \otimes \boldsymbol{n}\right) \tag{A.56}
\end{align*}
$$

and the same for

$$
\begin{align*}
& \operatorname{div}_{\boldsymbol{x}}\left(\left(\mathbb{I}^{\alpha}+\mathbb{Z}^{\alpha, \beta}\right) \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\beta}\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}=\operatorname{div}_{\boldsymbol{x}}\left(\left(\mathbb{I}^{\alpha}+\mathbb{Z}^{\alpha, \beta}\right) \nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\beta}\right) \\
& \quad-q^{2} F^{2}(t)\left(\mathbb{I}^{\alpha}+\mathbb{Z}^{\alpha, \beta}\right):(\boldsymbol{n} \otimes \boldsymbol{n}) \widetilde{M}_{\varepsilon, 2}^{\beta}-2 \iota q F(t)\left(\mathbb{I}^{\alpha}+\mathbb{Z}^{\alpha, \beta}\right):\left(\nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\beta} \otimes \boldsymbol{n}\right), \quad \alpha, \beta \in\{e, c\} . \tag{A.57}
\end{align*}
$$

Our objective now is to write $\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{B}^{\alpha} \therefore \nabla_{\boldsymbol{x}}^{3} \widetilde{M}_{\varepsilon, 2}^{\alpha}\right) e^{\iota \boldsymbol{x} \cdot \boldsymbol{n} F(t)}$ in terms of $\widetilde{M}_{\varepsilon, 2}^{\alpha}$, we have

$$
\begin{equation*}
\nabla_{\boldsymbol{x}}^{2} \widetilde{M}_{\varepsilon, 2}^{\alpha}=\left(\nabla_{\boldsymbol{x}}^{2} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}+2 \iota F(t) q\left(\nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} \otimes \boldsymbol{n}\right)\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}-q^{2} F^{2}(t)(\boldsymbol{n} \otimes \boldsymbol{n}) \widetilde{M}_{\varepsilon, 2}^{\alpha} \tag{A.58}
\end{equation*}
$$

and

$$
\begin{align*}
\nabla_{\boldsymbol{x}}^{3} \widetilde{M}_{\varepsilon, 2}^{\alpha}= & \left(\nabla_{\boldsymbol{x}}^{3} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}+3 \iota F(t) q \nabla_{\boldsymbol{x}}^{2} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} \otimes \boldsymbol{n}-3 q^{2} F^{2}(t)\left(\boldsymbol{n} \otimes \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}\right)\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)} \\
& -\iota q^{3} F^{3}(t) \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \widetilde{M}_{\varepsilon, 2}^{\alpha} \tag{A.59}
\end{align*}
$$

So, we obtain

$$
\begin{align*}
& \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{B}^{\alpha} \therefore \nabla_{\boldsymbol{x}}^{3} \widetilde{M}_{\varepsilon, 2}^{\alpha}\right)=\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{B}^{\alpha} \therefore \nabla_{\boldsymbol{x}}^{3} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota \boldsymbol{x} \cdot \boldsymbol{n} F(t)}\right)+\operatorname{div}_{\boldsymbol{x}}\left(3 \iota F(t) q \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}}^{2} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}\right) \\
& \quad-\operatorname{div}_{\boldsymbol{x}}\left(3 q^{2} F^{2}(t) \boldsymbol{n} \otimes \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}\right)-\operatorname{div}_{\boldsymbol{x}}\left(\iota q^{3} F^{3}(t) \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \widetilde{M}_{\varepsilon, 2}^{\alpha}\right) \tag{A.60}
\end{align*}
$$

After some simplifications, we find

$$
\begin{align*}
& \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{B}^{\alpha} \therefore \nabla_{\boldsymbol{x}}^{3} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}=\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{B}^{\alpha} \therefore \nabla_{\boldsymbol{x}}^{3} \widetilde{M}_{\varepsilon, 2}^{\alpha}\right)-4 \iota F(t) q \mathbb{B}^{\alpha}:: \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}}^{3} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)} \\
& \quad+6 q^{2} F^{2}(t) \mathbb{B}^{\alpha}:: \boldsymbol{n} \otimes \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}}^{2} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}+4 \iota q^{3} F^{3}(t) \mathbb{B}^{\alpha}:: \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)} \\
& \quad-q^{4} F^{4}(t) \mathbb{B}^{\alpha}:: \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \widetilde{M}_{\varepsilon, 2}^{\alpha} \tag{A.61}
\end{align*}
$$

Using (A.55), (A.58) and (A.59), we find

$$
\begin{equation*}
\nabla_{\boldsymbol{x}}^{2} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}=\nabla_{\boldsymbol{x}}^{2} \widetilde{M}_{\varepsilon, 2}^{\alpha}-2 \iota F(t) q\left(\nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\alpha} \otimes \boldsymbol{n}\right)-q^{2} F^{2}(t)(\boldsymbol{n} \otimes \boldsymbol{n}) \widetilde{M}_{\varepsilon, 2}^{\alpha} \tag{A.62}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla_{\boldsymbol{x}}^{3} \boldsymbol{M}_{\varepsilon, 2}^{\alpha} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}=\nabla_{\boldsymbol{x}}^{3} \widetilde{M}_{\varepsilon, 2}^{\alpha}-3 \iota F(t) q \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}}^{2} \widetilde{M}_{\varepsilon, 2}^{\alpha}-3 q^{2} F^{2}(t) \boldsymbol{n} \otimes \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\alpha}+\iota q^{3} F^{3}(t) \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \widetilde{M}_{\varepsilon, 2}^{\alpha} \tag{A.63}
\end{equation*}
$$

Finally, we replace (A.55), (A.62) and (A.63) in (A.61), we obtain

$$
\begin{align*}
\operatorname{div}_{\boldsymbol{x}} & \left(\mathbb{B}^{\alpha} \therefore \nabla_{\boldsymbol{x}}^{3} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}=\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{B}^{\alpha} \therefore \nabla_{\boldsymbol{x}}^{3} \widetilde{M}_{\varepsilon, 2}^{\alpha}\right)-4 \iota F(t) q \mathbb{B}^{\alpha}:: \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}}^{3} \widetilde{M}_{\varepsilon, 2}^{\alpha} \\
& -6 q^{2} F^{2}(t) \mathbb{B}^{\alpha}:: \boldsymbol{n} \otimes \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}}^{2}{\widetilde{M_{\varepsilon, 2}}}_{\alpha}^{\alpha}+4 \iota q^{3} F^{3}(t) \mathbb{B}^{\alpha}:: \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{\alpha} \\
& +q^{4} F^{4}(t) \mathbb{B}^{\alpha}:: \boldsymbol{n} \cdot \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \widetilde{M}_{\varepsilon, 2}^{\alpha} \tag{A.64}
\end{align*}
$$

By multiplying the first equation of the model (3.30) by $e^{\iota q x \cdot n F(t)}$, we obtain

$$
\begin{align*}
& \frac{\widetilde{\partial}}{\partial t} \boldsymbol{M}_{\varepsilon, 2}^{e} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}-\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{e} \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{e}\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}+\left(\sigma_{0} \theta^{e}+\varepsilon^{2} \sigma_{0}^{2} \theta^{e}\langle[\psi]\rangle_{\Gamma^{m}}\right) \boldsymbol{M}_{\varepsilon, 2}^{e} e^{\iota q \boldsymbol{q} \cdot \boldsymbol{n} F(t)} \\
&-\left(\sigma_{0} \theta^{c}+\varepsilon^{2} \sigma_{0}^{2} \theta^{c}\left\langle[\langle\psi]\rangle_{\Gamma^{m}}\right) \boldsymbol{M}_{\varepsilon, 2}^{c} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}+\varepsilon \sigma_{0} \theta^{c}\langle[\omega]\rangle_{\Gamma^{m}} \cdot \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{c} e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}\right. \\
&=-\varepsilon^{2} \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{B}^{e} \therefore \nabla_{\boldsymbol{x}}^{3} \boldsymbol{M}_{\varepsilon, 2}^{e}\right) e^{\iota \boldsymbol{q} \cdot \boldsymbol{n} F(t)}+\varepsilon^{2} \iota f(t) \mathbb{S}^{e}: \boldsymbol{q} \otimes \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{e} e^{\iota \boldsymbol{x} \cdot \boldsymbol{n} F(t)} \\
&+\varepsilon^{2} \sigma_{0} \operatorname{div}_{\boldsymbol{x}}\left(\left(\mathbb{T}^{e}+\mathbb{Z}^{e, e}\right) \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{e}\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)}-\frac{\eta^{e}}{\eta^{c}} \varepsilon^{2} \sigma_{0} \operatorname{div}_{\boldsymbol{x}}\left(\left(\mathbb{I}^{e}+\mathbb{Z}^{e, c}\right) \nabla_{\boldsymbol{x}} \boldsymbol{M}_{\varepsilon, 2}^{c}\right) e^{\iota q \boldsymbol{x} \cdot \boldsymbol{n} F(t)} . \tag{A.65}
\end{align*}
$$

We take (A.55)-(A.57) and (A.64) and replace them in (A.65), we obtain

$$
\begin{align*}
\frac{\partial}{\partial t} \widetilde{M}_{\varepsilon, 2}^{e} & -\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{e} \nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{e}\right)+q^{2} F^{2}(t) \mathbb{D}^{e}(\boldsymbol{n} \otimes \boldsymbol{n}) \widetilde{M}_{\varepsilon, 2}^{e}+2 \iota q F(t) \mathbb{D}^{2} \nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{e} \otimes \boldsymbol{n} \\
& +\left(\sigma_{0} \theta^{e}+\varepsilon^{2} \sigma_{0}^{2} \theta^{e}\langle[\psi]\rangle_{\Gamma^{m}}\right) \widetilde{M}_{\varepsilon, 2}^{e}-\left(\sigma_{0} \theta^{c}+\varepsilon^{2} \sigma_{0}^{2} \theta^{c}\langle[\psi]\rangle_{\Gamma^{m}}\right) \widetilde{M}_{\varepsilon, 2}^{c}+\varepsilon \sigma_{0} \theta^{c}\langle[\omega]\rangle_{\Gamma^{m}} \cdot\left(\nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{c}-\iota F(t) q \boldsymbol{n} \widetilde{M}_{\varepsilon, 2}^{c}\right) \\
= & -\varepsilon^{2} \operatorname{div}_{\boldsymbol{x}}\left(\mathbb{B}^{e}: \nabla_{\boldsymbol{x}}^{3} \widetilde{M}_{\varepsilon, 2}^{e}\right)+\varepsilon^{2} 4 \iota F(t) q \mathbb{B}^{e}::\left(\boldsymbol{n} \otimes \nabla_{\boldsymbol{x}}^{3} \widetilde{M}_{\varepsilon, 2}^{e}\right)+\varepsilon^{2} 6 q^{2} F^{2}(t) \mathbb{B}^{e}::\left(\boldsymbol{n} \otimes \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}}^{2} \widetilde{M}_{\varepsilon, 2}^{e}\right) \\
& -\varepsilon^{2} 4 \iota q^{3} F^{3}(t) \mathbb{B}^{e}::\left(\boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \otimes \nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{e}\right)-\varepsilon^{2} q^{4} F^{4}(t) \mathbb{B}^{e}::(\boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n} \otimes \boldsymbol{n}) \widetilde{M}_{\varepsilon, 2}^{e} \\
& +\varepsilon^{2} \iota f(t) \mathbb{S}^{e}: \boldsymbol{q} \otimes\left(\nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{e}-\iota F(t) q \boldsymbol{n} \widetilde{M}_{\varepsilon, 2}^{e}\right)+\varepsilon^{2} \sigma_{0}\left(\operatorname{div}_{\boldsymbol{x}}\left(\left(\mathbb{T}^{e}+\mathbb{Z}^{e, e}\right) \nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{e}\right)-q^{2} F^{2}(t)\left(\mathbb{I}^{e}+\mathbb{Z}^{e, e}\right)\right. \\
\quad & \left.:(\boldsymbol{n} \otimes \boldsymbol{n}) \widetilde{M}_{\varepsilon, 2}^{e}-2 \iota q F(t)\left(\mathbb{I}^{e}+\mathbb{Z}^{e, e}\right):\left(\nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{e} \otimes \boldsymbol{n}\right)\right)-\frac{\eta^{e}}{\eta^{c}} \varepsilon^{2} \sigma_{0}\left(\operatorname{div}_{\boldsymbol{x}}\left(\left(\mathbb{I}^{e}+\mathbb{Z}^{e, c}\right) \nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{c}\right)\right. \\
& \left.-q^{2} F^{2}(t)\left(\mathbb{I}^{e}+\mathbb{Z}^{e, c}\right):(\boldsymbol{n} \otimes \boldsymbol{n}) \widetilde{M}_{\varepsilon, 2}^{c}-2 \iota q F(t)\left(\mathbb{T}^{e}+\mathbb{Z}^{e, c}\right):\left(\nabla_{\boldsymbol{x}} \widetilde{M}_{\varepsilon, 2}^{c} \otimes \boldsymbol{n}\right)\right) . \tag{A.66}
\end{align*}
$$

By using the same approach on the second equation of the model (3.30), we obtain the system of equation for $\widetilde{M}_{\varepsilon, 2}^{e}$ and $\widetilde{M}_{\varepsilon, 2}^{c}$.

We denote by $\mathcal{M}_{\varepsilon, 2}^{e}$ and $\mathcal{M}_{\varepsilon, 2}^{c}$ the Fourier transform with respect to the space variable of respectively $\widetilde{M}_{\varepsilon, 2}^{e}$ and $\widetilde{M}_{\varepsilon, 2}^{c}$ and denote the dual variable by $\xi$.

$$
\begin{equation*}
\mathcal{M}_{\varepsilon, 2}^{\alpha}(\xi, t)=\int_{\mathbb{R}^{d}} \widetilde{M}_{\varepsilon, 2}^{\alpha}(\boldsymbol{x}, t) e^{-\iota \xi x} \mathrm{~d} \boldsymbol{x} \Leftrightarrow \widetilde{M}_{\varepsilon, 2}^{\alpha}(\boldsymbol{x}, t)=\frac{1}{2 \pi} \int_{\mathbb{R}^{d}} \mathcal{M}_{\varepsilon, 2}^{\alpha}(\xi, t) e^{\iota \xi x} \mathrm{~d} \boldsymbol{\xi} \tag{A.67}
\end{equation*}
$$

We now apply the Fourier transform to the system of equations satisfied by $\widetilde{M}_{\varepsilon, 2}^{e}$ and $\widetilde{M}_{\varepsilon, 2}^{c}$. For example $-\operatorname{div}_{\boldsymbol{x}}\left(\mathbb{D}^{e} \nabla_{\boldsymbol{x}} \widetilde{M_{\varepsilon, 2}^{e}}\right)$ will become $\mathbb{D}^{e} \xi \cdot \xi \mathcal{M}_{\varepsilon, 2}^{e}$.

We set

$$
m_{\varepsilon}^{e}(t):=\mathcal{M}_{\varepsilon, 2}^{e}(0, t) \quad \text { and } \quad m_{\varepsilon}^{c}(t):=\mathcal{M}_{\varepsilon, 2}^{c}(0, t)
$$

which can be formally written as

$$
\begin{aligned}
& m_{\varepsilon}^{e}(t)=\int_{\mathbb{R}^{d}} \widetilde{M}_{\varepsilon, 2}^{e}(\boldsymbol{x}, t) \mathrm{d} \boldsymbol{x} \text { and } \\
& m_{\varepsilon}^{e}(0)=m_{\varepsilon}^{c}(t)=\int_{\mathbb{R}^{d}} \widetilde{M}_{\varepsilon, 2}^{c}(\boldsymbol{x}, t) \mathrm{d} \boldsymbol{x} \\
& \boldsymbol{R}_{\text {init }} \mathrm{d} \boldsymbol{x} \text { and } \\
& m_{\varepsilon}^{c}(0)=\eta_{c} \int_{\mathbb{R}^{d}} \boldsymbol{M}_{\text {init }} \mathrm{d} \boldsymbol{x}
\end{aligned}
$$

We observe that for $\xi=0$, the system of equations for $\mathcal{M}_{\varepsilon, 2}^{e}$ and $\mathcal{M}_{\varepsilon, 2}^{c}$ directly implies the ODE model (4.3).
Finally, for the signal we have for $\alpha=e, c$, using $F\left(T_{E}\right)=0$,

$$
\int_{\mathbb{R}^{d}} \boldsymbol{M}_{\varepsilon, 2}^{\alpha}\left(\boldsymbol{x}, T_{E}\right) \mathrm{d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \widetilde{M}_{\varepsilon, 2}^{\alpha}\left(\boldsymbol{x}, T_{E}\right) e^{-\iota q \boldsymbol{x} \cdot \boldsymbol{n} F\left(T_{E}\right)} \mathrm{d} \boldsymbol{x}=\int_{\mathbb{R}^{d}} \widetilde{M}_{\varepsilon, 2}^{\alpha}\left(\boldsymbol{x}, T_{E}\right) \mathrm{d} \boldsymbol{x}=m_{\varepsilon}^{\alpha}\left(T_{E}\right)
$$

which concludes the proof.
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