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Enhancement of array processing techniques for CAA-based
acoustic imaging

Simon Bouley∗, Joannès Chambon† and Olivier Minck‡

MicrodB, F-69134, Écully, France

Acoustic imaging techniques aim at retrieving equivalent sources on radiating devices from
microphone signals. Widely used in wind tunnel, they allow to localize acoustic hot spots,
estimate their acoustic power and directivity. Recent years have also seen several applications
of array processing techniques on CAA (computational aeroacoustics) data, where the acoustic
propagation is simulated on a set of virtual microphones. Avoiding installation effects and
measurement noise, this process allows to multiply and test digital mock-ups before final
experimental validation. By taking advantage of state-of-the-art phased-array techniques, this
paper aims at defining a consistent strategy to perform three-dimensional numerical acoustic
imaging. It therefore pays a specific attention to the modelisation of aeroacoustic sources,
diffraction effects brought by three-dimensional transfer functions and the reconstruction of
source correlation with inverse techniques. The strategy performances (source localization,
quantification, directivity) are assessed against the LAGOON landing gear benchmark.

I. Introduction
In many industries, the ever-increasing computing capabilities available in research and development departments

redefine the balance between physical testing and simulation, leading to a reorganization of product design cycles. The
deep-set trend to reduce physical testing costs and its cumbersome procedures reinforces the role of simulation in the
conception and validation of digital mock-ups. This model based development thus aims at reducing the number of
physical prototypes while increasing product variants at the preliminary design stages, when the ease of conception
change is maximal. This primary standpoint begins to be relevant in the domain of aeroacoustic-oriented conception
in automotive or aeronautic industries. Many testing campaigns are carried out in wind tunnels for final comparison
between optimized designs and for validation of almost market-ready products. Wind tunnel facilities dedicated to
aeroacoustic studies typically gather hundreds of microphones located on the top and sides of the product (cars, aircraft’s
wing mock-up, landing gear...), itself immersed in a low Mach number flow [1]. Classical acoustic imaging techniques
are then implemented to extract equivalent sources on the skin of the tested device, able to explain its acoustic radiation,
and to draw acoustic maps. However, in addition to the high costs of facility rental charges, the results of these analysis
must be weighed against irreducible installation effects or any kind of model bias. On the other side, the accuracy and
the maturity of computational aeroacoustics (CAA) solvers and softwares make them accessible for engineers. In this
respect, simulation-based analyses driven by acoustic imaging tools begin to be reachable. In a wind tunnel, acoustic
pressure radiated around the immersed object is collected by a large set of microphones whose positions are compelled
to fulfill technical specifications. For its part, numerical acoustic imaging involves a virtual array of microphones set
as sensors in CAA solvers to gather acoustic propagation and performs array processing techniques to draw acoustic
maps, cleared of any installation effects. The ability to overcome constraints on microphones position affords access to
more accurate results in terms of both sound source localization and quantification, especially when three-dimensional
scattering effects are significant.

In the past ten years, several studies illustrated the connection between CAA and acoustic imaging techniques, and
the asset the latter can bring to aeroacoustic analysis. To get acoustic pressure on virtual array of microphones, some
naturally derive a hybrid method combining computational fluid dynamics (CFD) solvers and aeroacoustic analogies
(Lockard et al. [2] for instance), whereas others take benefit from compressible solvers to bring the array of sensors in
the direct sound computation region and compute the acoustic perturbations without any intermediate step (see Pignier
et al. [3]). This acoustic field is then combined with classical phased-array techniques to recover the sources. Hence, a
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great deal of effort has been led to improve the solvers ability to accurately simulate the acoustic field captured by virtual
arrays. On its side, the acoustic imaging community keeps on completing their inverse methods, taking into account more
and more properties of the equivalent sources and their propagation. State-of-art algorithms showed their effectiveness
to deal with correlated sets of equivalent sources [4], three-dimensional volumetric source localization ([5], [6], [7]),
dipolar-based equivalent sources ([8], [9], [10], [11]), or complex transfer functions around diffracting bodies ([12], [13]).

Therefore, this study aims at gathering some of these advances into a consistent numerical acoustic imaging process,
dedicated to computational aeroacoustic analysis. The paper is organized as follows. Section II briefly reviews the
literature about numerical acoustic imaging techniques. Section III makes use of aeroacoustic analogies to define
properties of the equivalent sources. Section IV describes the calculation of both monopolar and dipolar transfer
functions in presence of diffracting bodies. Section V discusses the ability of inverse methods to recover correlation
between equivalent sources and Sec. VI assesses the proposed method against the LAGOON landing gear benchmark.

II. Numerical acoustic imaging
The simulation of far field flow-induced noise is often based on aeroacoustic analogies : the steady and unsteady

properties of the flow are computed in the vicinity of the immersed object of study, then near-field CFD solution is
propagated in the far field with integral formulations. To do so, hybrid methods split the acoustic generation carried
out with LES/DES (Large/Detached Eddy Simulation) from far field acoustic propagation using Ffowcs-Williams and
Hawkings analogy (FW-H [14]), especially to simulate the acoustic pressure at a reference microphone and to compare
computed and experimental data. These past ten years, several studies added to this process a new stage dedicated to
acoustic imaging : the acoustic pressure field is computed on a virtual array of microphones outside the unsteady flow
region then microphone pressures are back-propagated in the vicinity of the object to retrieve an equivalent source
distribution in the unsteady flow region ([15], [16], [17], [18], [19], [20], [21]). For instance, Lockard et al. [2]
employed this methodology to compare simulated and experimental data. On one hand, a numerical semispan aircraft
model is studied with the help of a hybrid Reynolds-Averaged-Navier-Stokes (RANS) / Large-Eddy-Simulation (LES)
solver associated with a FW-H propagation code. On the other hand, a physical twin model has been studied in the same
geometrical configuration. Then, classical acoustic imaging techniques such as Conventional Beamforming (CBF) and
deconvolution methods, DAMAS [22] and CLEAN-SC [23], have been applied on both datasets to perform comparisons.
These methods rely on uncorrelated distribution of monopolar sources, located on the nodes of a bidimensional
calculation grid. According to the authors, the lack of wind-tunnel installation effects and experimental background
noise entails a significant improvement of the acoustic imaging results : synthetic acoustic maps seem to be cleaner
and less sensitive than experimental ones. Even if CFD results are of primary interest to study the underlying noise
generation mechanisms, acoustic maps tend to bring new ways to assess low-noise conception, in terms of frequency
range, localization and quantification.

However, the final result of this hybrid method largely depends on the quality of the FW-H propagation, which can
contains bias errors, such as the choice of the surface control or the acoustic propagation model. To fix this, some
authors suggest to directly locate virtual microphones in the direct sound computation region of compressible solvers
(outside unsteady flow region) to evaluate acoustic perturbations ([24], [25]), short-circuiting aeroacoustic analogies.
To this end, Pignier et al. [3] proposed a direct numerical beamforming (DNB) combining a RANS simulation and a
compressible Improved Delayed DES (IDDES) computation to directly simulate the acoustic signals captured by a
bidimensional virtual array in the steady region of the flow. As acoustic imaging assumptions, authors considered a
bidimensional grid of monopoles, with a free-field propagation condition. Both a Moore-Penrose pseudo-inverse and a
deconvoluted beamforming methods are used to perform back-propagation. The pseudo-inversion is able to recover
correlation between sources, but is strongly subject to instability and conditioning issues. Authors took advantage
of truncated singular value decomposition (TSVD) to regularize the inverse problem. To deconvolute beamforming
maps, authors derived a dual-linear programming (LP) beamforming approach from Dougherty et al. [26]. The main
idea behind this DNB technique is to provide an equivalent source distribution whose acoustic radiation mimics the
one from the aerodynamic interaction between the flow and the object. To assess their method, a FW-H analogy is
employed to compute the acoustic far field at a reference virtual microphone, outside the direct sound computation
region, and is compared to the propagation of sources obtained with DNB method. This global approach has been
applied to a submerged air inlet, and comparisons showed a good agreement between spectra computed by both
FW-H analogy and DNB, whereas pseudo-inversion fails to reproduce accurate source location. Nevertheless, authors
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pointed out some assumptions that could limit the analysis. Although DNB is more robust than pseudo-inversion, it
cannot model correlation between sources, responsible of a large part of source directivity. Monopolar radiation of
reconstructed source distribution can be queried in regards of the FW-H analogy, decomposing aeroacoustic sources
as sets of monopoles, dipoles and quadrupoles. The free-field propagation hypothesis can be valid when the source
grid is a bidimensional projection plane outside the radiating object, but ceases to be accurate in three-dimensional
geometries where diffraction effects begin to be significant. Also, using a three-dimensional array of virtual microphones
surrounding the object of study would increase both the performances of the array and the accuracy of the acoustic maps.

As a consequence, this study takes place in the wake of the cited papers and aims at bringing the deployed acoustic
imaging technique to the state of the art. The global strategy is defined as follows. A classical hybrid methodology
combining CFD near-field solutions and a far field propagation analogy (FW-H, Curle [27], Kirchhoff integral [28] or
APE [29]) or a compressible simulation (Lattice Boltzmann method [30]) is used to compute acoustic pressure field at a
three-dimensional virtual microphone array position, designed to completely surround the object of study. To take
source correlation into account, the proposed array processing technique relies on a probabilistic inverse method denoted
as Bayesian focusing [4], which proved its ability to correctly reconstruct correlated source distributions in terms of
localization, quantification and directivity for larger frequency range than classical methods. Aeroacoustic analogies
such as solid FW-H formulation have defined a sound source typology declined in three source sets : monopolar and
dipolar surfacic distributions and a quadrupolar volumic distribution. Often, the quadrupolar components are precluded
as their computation is time-consuming and their effects are of second-order. As monopolar are a commonplace source
model for acoustic imaging, a specific effort has been carried out to include dipolar equivalent source in the proposed
method. Also, as the three-dimensional array of microphones surrounds the tested object, the calculation grid can be
identified to its three-dimensional mesh (or a decimated one), where nodes are considered as equivalent sources. This
allows to directly back-propagate the acoustic field on the object and not on a bidimensional projection plane. Contrary
to the latter, this three-dimensional configuration leads to consequential diffraction effects on the acoustic propagation,
namely on transfer functions between source nodes and virtual microphones. As a consequence, a specific dipolar
equivalent source method (ESM) is proposed to compute monopolar or dipolar source radiation and scattering transfer
functions at once.

III. Aeroacoustic source model and propagation
This section aims at defining the far field acoustic propagation from CFD solutions in the vicinity of the tested object

to the virtual microphones, with the help of aeroacoustic analogies. A keen interest is paid on the physical interpretation
of aeroacoustic source distribution in the FW-H formulation, to define at best the acoustic imaging equivalent sources.

A. FW-H source terms
The classical FW-H equation defines a reorganization of continuity and Navier-Stokes equations in presence of

variables jump brought by a discontinuity surface in arbitrary motion, denoted as data surface 𝑓 (x, 𝑡), that could coincide
with the solid surface of the tested object (solid condition) or not (permeable condition). The solid FW-H equation reads
[31] :

□𝑝(x, 𝑡) = 𝜕

𝜕𝑡
{𝜌0𝑣𝑛𝛿( 𝑓 )} −

𝜕

𝜕𝑥𝑖
{ℓ𝑖𝛿( 𝑓 )} +

𝜕2

𝜕𝑥𝑖𝜕𝑥 𝑗

[𝑇𝑖 𝑗𝐻 ( 𝑓 )], (1)

where □ is the d’Alembert (wave) operator, 𝑝 the acoustic pressure, x the observer position and 𝜌0 the quiet medium
density. 𝑣𝑛 is the local normal (n) velocity of the data surface, 𝛿( 𝑓 ) a Dirac delta function, ℓ𝑖 represents the local force
intensity components that act on the fluid, 𝑇𝑖 𝑗 the Lighthill stress tensor and 𝐻 ( 𝑓 ) a Heaviside function.

The two first source terms are mathematically defined as surface sources and represent monopolar (thickness)
and dipolar (loading) sources distribution on the data surface 𝑓 = 0, whereas the third term represents the volumic
quadrupolar sources outside the data surface. Nevertheless, some features limit this interpretation. First, separation of
sources terms in monopolar, dipolar and quadrupolar distribution is not valid anymore when the data and the solid
surfaces do not coincide. This equation assumes (with the Heaviside function) that the quadrupolar sources are outside
the data surface while all physical sources surrounded by the data surface contribute to the surface terms. Therefore, if a
permeable surface is able to contain all physical sources inside it, the volumic source distribution becomes negligible.
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This strategy allows then to remove the time-consuming computation of the Lighthill stress tensor in the whole volumic
domain. However, as all sources are expressed by surface distributions, no physical source identification to monopolar,
dipolar and quadrupolar distribution can be done anymore. Second, this mathematical interpretation is not unique. Isom
[32] and then Farassat ([33], [34]) proved the equivalence between the thickness noise and a uniform loading noise of
source strength 𝜌0𝑐

2, and can therefore be derived as a dipolar source distribution. Finally, a great care must be taken to
analyse these distributions behaviour when the object is moving as they cannot be seen as stationary sources. Doppler
frequency shift as well as Doppler amplification due to source motion must be considered.

Usually, only surfacic source distributions are computed, due to the computational cost of volumic sources,
themselves considered negligible according to energetic analysis. For instance, in their paper on non-linear interactions
in gas, Chu and Kovásznay [35] demonstrated that the three modes of gas oscillation (sound, vorticity and entropy)
generate non-linear and linear interactions when they are coupled by solid boundaries or gradients. They also concluded
that all sound generation mechanisms are not of same order of magnitude. More specifically, aeroacoustic sound
generated by the linear acoustic-vorticity coupling at physical boundaries overwhelms sound generated by the non-linear
self-interaction of the turbulence itself. In other words, FW-H surfacic source distributions are at least one order of
magnitude higher than volumic sources. However, as stated by Hajczak et al. [36], the assumption of compactness
of the aeroacoustic sources may tend to misunderstood the effective balance between surfacic and volumic sources
radiation, especially at high frequencies. For example, the acoustic radiation of vortex shedding induced by an immersed
cylinder can be view as the propagation of volumic quadripolar sources diffracted by the cylinder (Curle’s analogy), or
the radiation of surfacic dipolar sources on the cylinder (FW-H analogy), as long as the cylinder section is acoustically
compact. The compactness of a source can be analysed in relation to Helmholtz number, defined as the characteristic
length divided by acoustic wavelength, or as the multiplication of Mach and Strouhal numbers. Therefore, for low-Mach
number flow, the compactness can be assumed valid, but may be not for high frequencies, as well as the analogies
equivalence. With the help of numerical acoustic imaging, authors showed that in non-compact conditions (at high
frequencies), quadrupolar sources downstream an immersed object tend to dominate dipolar sources, whereas they do
not at lower frequencies. Therefore, as long as the sources remain compact, the quadrupolar source distribution can be
neglected, but a special care must be taken when the frequency range exceeds the compactness limitations.

B. Wind Tunnel formulation
The FW-H solution, as well as formulations 1 and 1A derived by Farassat ([37], [38]), describes acoustic wave

propagation of arbitrary moving surfaces in a quiescent medium with a fixed observer in the chosen reference frame. As
illustrated by Weckmüller et al. [39], this configuration is not well-suited to wind-tunnel application (or its digital twin),
where the medium is moving and the immersed object is not. Ways to correctly implement the latter configuration
imply either to move the observer at the same speed as the moving engine, or to embed a fixed object in a moving
medium. Wells and Han [40] first derived a convective FW-H equation for the moving-observer problem. Najafi-Yazdi
et al. [41] derived a convective FW-H solution denoted as formulation 1C dedicated to simulate wind-tunnel acoustic
measurements of stationary or moving sources in presence of a uniform mean flow. A specific wind tunnel formulation
is expressed when both source and observer are stationary. Neglecting the quadrupolar source, simplified thickness (𝑝𝑇 )
and loading noise (𝑝𝐿) terms are then derived :

4𝜋𝑝𝑇 =

∫
𝑓 =0

[
(1 − 𝑀0)

¤𝑄𝑖𝑛𝑖

𝑅∗ −𝑈0
�̃�∗

1𝑄𝑖𝑛𝑖

𝑅∗2

]
𝜏𝑒

d[, (2)

4𝜋𝑝𝐿 =

∫
𝑓 =0

[
1
𝑐0

¤𝐿𝑖 𝑗𝑛 𝑗 �̃�𝑖

𝑅∗ +
𝐿𝑖 𝑗𝑛 𝑗 �̃�

∗
𝑖

𝑅∗2

]
𝜏𝑒

d[, (3)

where 𝑄𝑖 and 𝐿𝑖 𝑗 refer to convective thickness and loading source terms including mean flow velocity, while []𝜏𝑒
denotes integrand evaluation at the emission time 𝜏𝑒 and [ the surface of integration. 𝑈0 and 𝑀0 are the flow speed and
Mach number, respectively and 𝑅 variables express various distances.
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IV. Transfer functions for acoustic imaging around diffracting bodies

A. Source model
The underlying aim of acoustic imaging technique is to reconstruct a source distribution able to reproduce the

acoustic directivity measured by the microphone array. In that respect, we do not look for the true amplitude of FW-H
surfacic sources (as proposed by Evans et al. [10] for instance), but tend to find an equivalent set of sources that reflects
the behaviour of the aeroacoustic propagation from the sources toward the microphones.

The success of array processing lies in the accurate resolution of the classical inverse problem

p = Hq (4)

between measured or simulated acoustic pressures p and sources q distributed on a localization grid, linked by
Frequency Response Functions (FRF) gathered in the matrix H. This acoustic imaging inverse problem relies on two
cornerstones : the choice of the propagation model and the inversion techniques. This section deals with the first
one whereas the latter is addressed in Sec. V. Naturally, the choice of the propagation model drives the nature of the
reconstructed sources. Monopolar sources in a free-field medium constitute the most widespread model due to its
versatility and its robustness (see [42] or [43] for in-depth analysis). However, aeroacoustic analogies, as seen in the
previous section, tend to mainly describe surfacic sound sources as dipolar. Because of its lack of directivity, array
processing based on monopolar models applied to aeroacoustic sources in a three-dimensional configuration may fail to
accurately localize them. Accordingly, authors introduced free-field dipolar transfer functions in acoustic imaging ([44],
[8]) and extended these approaches in three-dimensional domains ([9], [11]). This paper assumes to mainly reconstruct
sources on surfaces, either planar surfaces within cross-sections of the body, or directly on its skin. Volumic array
processing (such as [5]) may allow to reconstruct quadrupolar sources distribution around the radiating body, but for
low-Mach number flow, quadrupolar noise remains negligible. Hence, this aspect is not addressed at this stage of the
study, but remains a significant subject of investigation.

Acoustic imaging is based on phase relationships : they act as a significant factor in both the transfer functions
between potential sources and microphones and the correlation between the sources themselves. As explained previously,
integration of three-dimensional features needs a specific care of diffraction effects around the radiating body. Whereas
free-field FRFs can be adequate when both the calculation and measurement grids are planar and face each other, they
cease to be when the geometrical complexity increases. Therefore, the following sections aim at defining a process
to compute monopolar or dipolar FRFs while taking into account the diffraction effects brought by the radiating body itself.

B. Equivalent Source Method for FRF computation
Various ways exist to compute FRFs. Transfer functions can be calculated analytically but are limited to simplest

shapes (cylinder, sphere, reflecting planes). Alternatives are either time-consuming (Boundary Element Method (BEM)
or Finite Element Method (FEM)) or not feasible in practice (measured transfer functions, see [45]). To compete with
BEM, alternative technique denoted as Equivalent Source Method (ESM) was developed for the simulation of acoustic
waves scattered by rigid bodies ([46], [47]). Thanks to the reciprocity principle ([48], [49], [50]), a slight derivation of
this direct technique of acoustic propagation has been proposed to compute FRFs upstream of the imaging process. The
reciprocity principle (or Rayleigh reciprocity theorem [51]) denotes an equivalence between acoustic radiation from one
point to another and vice versa. In terms of Green’s function, this principle can be expressed as :

𝐺 (x|x0, 𝑘) = 𝐺 (x0 |x, 𝑘), (5)

where x0 and x are point source and receiver, respectively, and 𝑘 is the wave number. This principle is extensible to any
multipoles such as dipoles or quadrupoles. Adapted to acoustic imaging, FRF can be defined for each frequency as
the ratio between the pressure 𝑝

𝑗

𝑖
induced at one microphone 𝑖 by the volumic flow 𝑞 𝑗 at the grid node 𝑗 . This ratio

includes any acoustic propagation features (diffraction, refraction or reflection effects). The reprocity principle indicates
that FRF can be understood as the ratio between the volumic flow of a source placed on a microphone position and the
pressure taken on the grid node. Instead of computing the direct propagation of acoustic sources located on the object
toward microphones, while taking diffraction effects into account, the reciprocal strategy leads to compute the total
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acoustic field (incident and diffracted) received on the object when a source located at one microphone is radiating.
ESM is therefore used to determine the diffracted field.

Figure 1 A synthesized depiction of ESM [52]. A 𝑞𝑖 unitary source located at one microphone position radiates
an incident acoustic field on the diffracting body, whose skin Γ is discretized in 𝑁 nodes. 𝑞𝑘 equivalent sources to
find allow to counter balance the normal velocity on Γ induced by 𝑞𝑖 .

In a nutshell, ESM can be synthesized as followed : let consider a scattering object defined by its boundary Γ and a
homogeneous Neumann boundary condition on its discretized skin of 𝑁 nodes. 𝑁𝑠 artificial sources of volumic flows
(𝑞𝑘)𝑘≤𝑁𝑠

are located inside Γ. ESM aims at tuning this set of sources to meet the boundary conditions that mimic the
real diffraction effect of the rigid body. In a word, these equivalent sources are adjusted to counter balance the normal
velocity v𝑖 · n 𝑗 induced by a unitary radiating source 𝑞𝑖 (located at one microphone position) at every nodes on Γ (Fig.
1). This equivalence was first stated by Koopman et al. [53] and is based on the well-posedness of the Helmholtz
problem under boundary conditions. If so, the pressure field outside Γ is a linear combination of fundamental solutions,
fulfilling boundary conditions. Mathematically, the ESM problem boils down to find the equivalent sources q̃𝑖 ∈ C𝑁𝑠

such that

v𝑖 · n 𝑗 = −∇Gq̃𝑖 , (6)

where ∇G expresses the free field transfer between equivalent sources volumic flows and their normal velocities on the
boundary Γ. Equation (6) expresses an equivalence between velocities on Γ induced by both equivalent sources and the
incident field. The global strategy can therefore be summed up in three steps :

1) Calculate the normal velocity radiated by a unitary source on every grid node, representing the incident velocity
equivalent sources must offset.

2) Inverse Eq. (6) to find complex amplitude of equivalent sources q̃𝑖 .
3) Back-propagate both incident (D𝑖 𝑗 ) and diffracted acoustic fields on skin nodes to define complete FRF :

H𝑖 𝑗 = D𝑖 𝑗 + Gq̃𝑖 𝑗 . (7)

This strategy has been derived for both monopolar [52] and dipolar [12] sources, whose mathematical developments
are briefly synthesized in the following sections.

C. Monopolar ESM
The monopolar transfer function between a volumic flow 𝑞 𝑗 and acoustic pressure 𝑝𝑖

𝑗
defines the classical free field

FRF :
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D𝑖 𝑗 = −i𝜔𝜌0
ei𝑘𝑟𝑖 𝑗

4𝜋𝑟𝑖 𝑗
, (8)

where 𝜔 is the angular frequency and 𝑟𝑖 𝑗 the distance between a node and a microphone. The first step is to compute the
left side of Eq. (6). Let \𝑖 𝑗 be the angle between r𝑖 𝑗 and the normal n 𝑗 to Γ at the 𝑗 𝑡ℎ node (also denoted as control
point):

v𝑖 · n 𝑗 =
ei𝑘𝑟𝑖 𝑗

4𝜋𝑟2
𝑖 𝑗

(
1 − i𝑘𝑟𝑖 𝑗

)
cos \𝑖 𝑗 . (9)

The right side of Eq. (6) involves the computation of ∇G between equivalent sources and control points :

∇G 𝑗𝑘 =
ei𝑘𝑟 𝑗𝑘

4𝜋𝑟2
𝑗𝑘

(
1 − i𝑘𝑟 𝑗𝑘

)
cos \ 𝑗𝑘 . (10)

Once Eq. (6) is solved for all unitary sources, the equivalent sources are propagated towards control points and
added to the incident field to determine the total FRF. Chambon et al. [52] also derived transfer functions involving
ground reflection and shear layer refraction, according to Amiet’s model [54], these being major installation effects in
wind tunnel facilities.

D. Dipolar ESM

Figure 2 Reciprocity principle applied to dipolar FRFs [12]. The computation of a half dipole on the mesh
radiating toward a microphone can be traded against the one of a dipole with opposite direction located on the
array toward the surface.

Chambon et al. [12] also derived an Equivalent Source Method dedicated to dipolar sources (Fig. 2). Evans et
al. [10] developed an acoustic imaging technique able to reconstruct loading noise issued from immersed body in
low-Mach number flows. They therefore defined a half dipole formulation that radiates only outside the body :

𝐷𝑖 𝑗 =


𝐴 𝑗

ei𝑘𝑟𝑖 𝑗

4𝜋𝑟2
𝑖 𝑗

(
1 − i𝑘𝑟𝑖 𝑗

)
r𝑖 𝑗 · n 𝑗 if r𝑖 𝑗 · n 𝑗 > 0,

0 if r𝑖 𝑗 · n 𝑗 < 0.
(11)

𝐴 𝑗 denotes the surface of the 𝑗 𝑡ℎ element of the mesh. First, the normal velocity at control points due to the acoustic
incident field reads :

v𝑖 𝑗𝛼 = 𝐴 𝑗

ei𝑘𝑟𝑖𝛼

4𝜋𝑟3
𝑖𝛼

[
(𝑘2𝑟2

𝑖𝛼
− 2i𝑘𝑟𝑖𝛼 + 2)r𝑖 𝑗 · n 𝑗

i𝑘𝑟𝑖𝛼 + 1

]
· n𝛼, ∀𝛼 ≤ 𝑁. (12)

Second, the equivalent monopoles inside Γ are calibrated :
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q̃𝑖 = ∇G+v𝑖 , (13)

where ∇G+ is the pseudo-inverse of Eq. (10). Finally, the total FRF H is computed the same way as for monopolar
ESM. This provides a FRF between dipoles on the microphones array and nodes on the mesh. In accordance with the
reciprocity principle, the Hermitian conjugate of the obtained H matrix allows to recover FRF between dipoles on nodes
and microphones. Note that the computational cost is increased for dipolar ESM, as a loop on each node is needed to
integrate the variation of dipole normal vectors in the computation of the incident velocity field. Additional details
about stability and computational costs can be found in [12].

V. Inverse techniques
The resolution of Eq. (4) involves an accurate propagation model and an efficient inversion technique. The first was

detailed in the previous section whereas the latter is studied in this one. As listed in literature reviews by Leclère et al
[55] and Merino-Martínez et al. [56], many array processing techniques were developed to recover acoustic sources
from microphone signals. Three of them are briefly detailed in this section : Conventional Beamforming (CBF [57]),
CLEAN-SC [23] and Bayesian Focusing (BF, [58], [4]). The first two methods are identified as beamforming-type:
they aim at solving a scalar inverse problem, where the amplitude of each source is computed independently from
the others. Contrariwise, Bayesian Focusing considers a matrix inverse problem where sources are obtained all at
once, taking sources interferences into account. Bearing in minds that CBF is a standard method taken as reference,
comparisons between these three techniques will highlight their ability to estimate the accurate source distribution on
three-dimensional configurations as well as far field acoustic spectrum. All algorithms are formulated in frequency
domain, and the inverse problem is then independently solved for each frequency bin.

A. CBF
Conventional Beamforming is the most widespread array processing technique because of its algorithmic simplicity,

its computational efficiency and its robustness against noise and model bias. Adapted for quadratic variables, Eq. (4) is
rewritten as a least squares problem for each node of the calculation grid :

|𝑞 𝑗 |2 = argmin ∥Spp − |𝑞 𝑗 |2H:, 𝑗H𝐻
:, 𝑗 ∥2

𝐹 , (14)

where Spp = pp𝐻 is the cross-spectral matrix (CSM) of the measured pressure signals. This least squares resolution
aims at minimizing the residue between measured CSM Spp and the synthetic CSM |𝑞 𝑗 |2H:, 𝑗H𝐻

:, 𝑗 generated by a single
source located at the focus node 𝑗 of squared amplitude |𝑞 𝑗 |2 with a transfer function to each microphones H:, 𝑗 , where
the latter is the 𝑗 𝑡ℎ column of FRF H. The solution reads :

|𝑞 𝑗 |2 =
H𝐻

:, 𝑗SppH:, 𝑗

∥H:, 𝑗 ∥4 . (15)

From Eq. (15), it clearly appears that CBF is a point-to-point process as amplitudes are successively computed for
each focus node independently of its neighbours. The consequence is twofold. First, energy leakage occurs from one
node to its neighbours resulting in the presence of lobes. When several sources are radiating, CBF fails at accurately
recover strengths of any of the sources. The attenuation of this leakage, seen as the array footprint on acoustic maps,
is the main goal of deconvolution techniques as CLEAN-SC, presented in Sec. (V.B). Second, correlation between
sources cannot be retrieved whereas source phase relationships play a crucial role in the directivity pattern. Significant
discrepancies are then expected in power estimation and far field repropagation when CBF is employed.

B. CLEAN-SC
As mentioned in the previous section, CBF actually carries out a spatial convolution between the acoustic field and

the microphone array. This footprint is denoted as Point Spread Function (PSF), whose pattern is mainly driven by the
spatial arrangement of microphones and the frequency. Therefore, polluting artifacts occur in the resulting acoustic
maps as main and side lobes. Among others, CLEAN-SC algorithm has become popular in the aeroacoustic imaging
domain due to its robustness and cost effectiveness. The main goal of this algorithm is to remove iteratively from the
measured CSM what is coherent to the beamforming map maximum (the beamforming map being considered as a dirty
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map while the maximum is added to a clean map). This allows to remove lobes and then to drastically increase the
dynamic between sources of highest and lowest amplitudes. The iterative algorithm is summed up in the following :

1) Initialization : Compute CBF acoustic map (the dirty map) and initialize a degraded CSM D(0) by the measured
one Spp.

2) Clean map update : Search for maximum peak position 𝝃 (𝑖+1)
max in the dirty map and store its power 𝑃 (𝑖+1)

max at the
same location.

3) CSM update :
1) Compute the coherent steering vector H(𝑖+1) using the (degraded) CSM and the focused signal in 𝝃 (𝑖+1)

max .
2) Compute the CSM C(𝑖+1) induced by the source in 𝝃 (𝑖+1)

max .
3) Compute the degraded CSM D(𝑖+1) = D(𝑖) − C(𝑖+1) .
4) Loop until degraded CSM energy stops decreasing.

Deconvolution algorithms such as CLEAN-SC proved their ability to efficiently remove array processing artifacts.
However, as CLEAN-SC is initialized with a beamforming map, the algorithm will not be able to separate two close
sources merged as one, especially at low frequencies (HR-CLEAN-SC [59] aims at solving this limitation). Also, the
algorithm only considers uncorrelated sources. If a set of sources are coherent or spatially extended, they will be
considered as side lobes and will be removed. CLEAN-SC is therefore well-suited for any sparse uncorrelated ensemble
of sources. Porteous et al. [9] showed both the efficiency and limits of CLEAN-SC to retrieve dipolar sources in a
three-dimensional configuration.

C. Bayesian Focusing
To deal with source correlation, the calculation of only auto powers (diagonal terms of the source cross-spectral

matrix) is not sufficient : off-diagonal terms need to be determined. To do so, point-to-point methods techniques must
give way to inverse techniques. One naive inverse solution of Eq. (4) is to introduce Moore-Penrose pseudo-inverse of
H to find estimate of the whole vector q at once, allowing to retrieve phases between sources. However, as the number
of grid nodes is larger than the number of microphones, the inversion is under-determined leading to an infinite range of
solutions. Also, pseudo-inversion is very sensitive to noise, yielding unstable results. In a nutshell, this problem is
often ill-posed in the sense of Hadamard [60]. Regularization techniques, such as Tikhonov regularization [61] aim at
minimize both the least squares residue and the norm of the solution by means of a regularization parameter _. This
updated formulation reads :

q̃ = argmin∥p − Hq∥2 − _2∥q∥2
𝑝 , (16)

or

S̃𝑞𝑞 = argmin∥Spp − HS𝑞𝑞H𝐻 ∥2
𝐹 − _2∥S𝑞𝑞 ∥2

𝑝 , (17)
where 𝑝 ∈ [1, 2] is the value of the 𝑝-norm. Its influence on the regularization is discussed in Leclère et al. [55].
Automatic computation of _ were proposed as general cross validation (GCV [62]) or L-curve (see Hansen [63] for
complete details). Also, the complete S̃𝑞𝑞 ∈ C𝑁×𝑁 is now computed, and not only its diagonal terms. A more robust
algorithm to solve Eq. (16) has been proposed by Antoni [58] taking benefit from probabilistic framework and denoted
as Bayesian Focusing (BF). Its underlying principles are resumed in short in this section. An extended description of the
method has been presented by Pereira et al. [64].

In a word, Bayesian Focusing aims at reconstructing the most probable source distribution given a finite set of
measurements. To do so, the unknown q is considered as a random variable, the goal being to determine its probability
density function (PDF), based on information provided by the microphones signals, noted as [q|p]. Especially, the
maximum of this posterior pdf indicates the most probable positions and amplitudes of the sources :

q̃ = argmax[q|p] . (18)
According to Bayes rule, the posterior pdf can be calculated from a prior pdf [q] and a likelihood function [p|q] :

[q|p] = [p|q] [q]
[p] . (19)
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The source prior defines a priori known information about the source distribution (covariance, mean, sparsity)
while the likelihood function expresses the direct probability of the measured signals p given a propagation model and
measurement noise. In general, these pdf are designed as Gaussian distributions :

[p|q] [q] ∼ N (Hq, 𝛽2I𝑀 ), [q] ∼ N (0, 𝛼2𝛀𝑞), (20)

where 𝛽2I𝑀 represents the energy of uncorrelated measurement noise, 𝛼2 the a priori overall energy of the sources and
𝛀𝑞 the covariance matrix of the sources. The latter provides prior information about correlation between sources. With
Gaussian priors, the result boils down to a Tikhonov solution :

q̃ = argmin(−ln( [p|q] [q]) = argmin{∥p − Hq∥2
2 + _2∥𝛀−1

𝑞 q∥2
2}, _2 =

𝛽2

𝛼2 . (21)

The solution of this regularized least squares problem reads :

q̃ = 𝛀1/2
𝑞 H𝐻S−1UH S

S2 + _2
U𝐻p, (22)

where S and U are diagonal and unitary matrices from the singular value decomposition (SVD)

H𝛀1/2
𝑞 = USV𝐻 . (23)

While the regularization parameter _ must be tuned in ancillary procedure in classical inverse techniques, Pereira et al.
[64] proposed inner algorithms to compute it, clearly identified as a noise-to-signal ratio (ratio of expected noise energy
𝛽2 to source energy 𝛼2). Finally, Antoni et al. [4] derived an iterative Bayesian Focusing algorithm, able to modify
spatial prior of the source 𝛀𝑞 to strengthen the resolution, especially in case of sparse sources, improving acoustic map
reconstruction in terms of localization, quantification and directivity. This current state-of-the-art algorithm, designed as
iterative Bayesian Focusing (iBF), encompasses under the same formalism several configurations in terms of correlation,
sparsity and regularization strategies. Its ability to accurately estimate acoustic maps, source power or directivity pattern
makes it a very powerful and versatile tool for acoustic imaging.

VI. Application on LAGOON benchmark
Many authors applied acoustic imaging techniques on numerical simulation of landing gear noise. For instance,

Bouchouireb et al. [65] investigated the ability of the DNB algorithm (mentioned in Sec. II) to localize sources
on a simulated landing gear and compare their repropagation in the far field to FW-H results. Rougier et al. [66]
employed a hybrid method composed of LBM (lattice Boltzmann method) results and FW-H analogy to simulate
acoustic pressure in the far field. This allowed them to separately propagate sources related to the different parts
of the landing gear, in order to identify components that produce major sources of noise. They also make use
of stereo-beamforming with a set of six planar arrays of microphones to estimate source location in a volumic
space. Originally designed for a project funded by Airbus, the LAGOON (LAnding Gear NOise database for CAA
validatiON) device is a simplified two-wheel landing gear including cylindrical leg and axle but without fuselage
parts, well-suited to compare both numerical and experimental methods [67]. Bulté and Redonnet [68] studied the
performances of array processing on this typical test case. The noise generation stage is performed with a ZDES (Zone
Detached Eddy Simulation, solver elsA) while the propagation is carried out with a time domain structured CAA
method (solver sAbrinA). Authors retropropagate both measured and simulated microphone signals on bidimensional
cross-sectional planes around or within the landing gear with the help of CBF or DAMAS algorithms. Comparisons
of results obtained with both experimental or simulated datasets showed the effectiveness of the numerical strategy,
avoiding installation effects, leading to many possible improvements and new ways to study noise generating mechanisms.

A. CAA simulation
The calculation of the far-field acoustic radiation has been directly achieved by means of a LBM simulation using

LABS solver [69], where the LAGOON benchmark is immersed with a 0◦ yaw angle, in a a low-Mach number subsonic
flow (𝑀 = 0.18). A specific spherical array of radius equal to 13 times one wheel radius and involving 390 virtual
microphones (Fig. 3a) has been designed according to a Fibonacci lattice to obtain an even distribution and to completely
cover the landing gear. This distribution allows to both optimize the array performances and suitably map the radiated
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(a) A virtual array of microphones surround-
ing the LAGOON landing gear.
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(b) Power Spectral Density at one side microphone.

Figure 3 CAA simulation of a virtual array of microphones.

acoustic field. Each microphone receives simulated time signal of 0.16 s., sampled at 237 717 Hz. Time signals are then
processed with a Welch’s method [70] to compute the cross-spectral matrix for all frequency bins. The time signals
are therefore split into 19 snapshots of 2377 samples and windowed with a Hann function (50 % overlap). Figure 3b
represents the Power Spectral Density (PSD) for one microphone and highlights tonal patterns at 1 and 1.5 kHz, as
underscored by [71], [68] and [72]. According to Casalino et al. [72], the presence of such periodical fluctuations is due
to the coupling of a Rossiter feedback loops [73] inside the wheel rim cavities and acoustic modes between the two
wheels. In this interpretation, these frequency peaks are generated by highly and spatially correlated source mechanisms
(modal shapes) that may not be clearly localized between the two wheels.

B. 2D acoustic maps

Figure 4 2D Beamforming map with free field monopolar transfer functions, for a frequency 𝑓 = 2 kHz.

Figure 4 shows a typical 2D acoustic map computed for in a 𝑥𝑦 plane at mid-height of the wheels, with a CBF
algorithm and free field monopolar transfer functions, for a frequency 𝑓 = 2 kHz. Multiples lobes can be seen, featuring
both the actual acoustic sources and the point spread function of the microphone array. Contrary to most of the literature,
where planar arrays were used, the spherical antenna brings alternative array response and acoustic results. Also, 2D
maps can be seen as an preliminary step, usually compelled by the planar geometry of microphones arrays, and may not
be relevant anymore with 3D spherical antennas.
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Figure 5 presents acoustic maps computed with CBF, CLEAN-SC and iterative Bayesian Focusing at the two tonal
peaks ( 𝑓 ∈ [1, 1.5] kHz). These maps can be seen in relation with results computed by Redonnet et al. [71] with a
planar array, and show significant discrepancies. While their maps showed that the main source was really concentrated
on the axle, Fig. 5 proposes alternate analysis. At 𝑓 = 1 kHz, CBF map (Fig. 5a) indicates the source is mostly located
upstream of the axle, which is therefore corroborated by CLEAN-SC (Fig. 5b), while iBF finds also sources outside the
wheels (Fig. 5c). At 𝑓 = 1.5 kHz, CBF and iBF (Figs. 5d and 5f) find a particular pattern where the more prominent
source is downstream the axle, like the CLEAN-SC result (Fig. 5e). However, multiple precautions must be taken about
these results. First, as stated by Casalino et al. [72], the source mechanisms at the origin of these two peaks are mostly
modal, defined by a large spatial correlation, which can be delicate to grasp with equivalent sources. Also, the 2D
geometry of the calculation grid precludes the use of more advanced but unsuitable transfer functions. Nevertheless,
these acoustic maps clearly show that the more prominent source of sound moves from upstream to downstream of the
axle between the two frequencies.

(a) CBF, 𝑓 = 1 kHz. (b) CLEAN-SC, 𝑓 = 1 kHz. (c) IBF, 𝑓 = 1 kHz.

(d) CBF, 𝑓 = 1.5 kHz. (e) CLEAN-SC, 𝑓 = 1.5 kHz. (f) IBF, 𝑓 = 1.5 kHz.

Figure 5 2D acoustic maps with various acoustic imaging techniques (CBF, CLEAN-SC and Iterative Bayesian
Focusing) for the two tonal peaks 𝑓 ∈ [1, 1.5] kHz.

C. 3D localization
As stated above, the use of spherical antennas opens the gate for multiple improvements. The most straightforward

is that the entire radiating object can be observed from a large range of angles. Therefore, the mesh of the object (or a
decimated version) can be seen as the calculation grid of nodes where potential sources are defined. This modeling
implies that aeroacoustic sources are effectively on the skin of the object, which can be inaccurate, if volumetric
(quadrupolar) sources are overwhelming the acoustic radiation or if modal sources radiate most of the sound. However,
the low Mach number flow of this landing gear simulation may imply that surfacic source distribution can explain
a large part of the acoustic radiation. The following figures present 3D acoustic maps computed at two frequencies
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corresponding to the first peak ( 𝑓 = 1 kHz) and a non-tonal frequency ( 𝑓 = 2 kHz) to see if radiation patterns differ
between the two frequencies, giving insights about the source mechanisms. Hence, four configurations are assessed,
with free field monopolar transfer functions and CBF, with free field monopolar and dipolar transfer functions and iBF,
and with ESM-based monopolar transfer functions and iBF algorithm.

1. 3D maps at 𝑓 = 1 kHz

(a) Free field monopolar CBF.
(b) Free field monopolar iBF.

(c) Free field dipolar iBF
(d) ESM monopolar iBF.

Figure 6 3D acoustic maps computed with various hypotheses, for a frequency 𝑓 = 1 kHz.

Figure 6 presents results for the tonal frequency 𝑓 = 1 kHz. Overall, simulations mainly locate the acoustic sources
near the wheels, inside their rims or on the axle. A first calculation carried out with a free field monopolar CBF shows a
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significant source trace inside the rim and on the axle, mostly upstream of it, as presented in Fig. 5a. The same set-up
computed with iBF concentrates the sources upstream of the axle (Fig. 6b, whereas the dipolar version finds sources
mainly on the wheels (Fig. 6c). Finally, the ESM-based transfer functions lead to locate the sources both inside the
rims and outside the wheels. The variety of results clearly shows that no convergence of analysis is found in this case
that may suffer from the modal pattern of the main source. Both CBF and ESM-based transfer function configurations
succeed in finding sources inside the rims, but no conclusion can be clearly stated here.

2. 3D maps at 𝑓 = 2 kHz

(a) Free field monopolar CBF. (b) Free field monopolar iBF.

(c) Free field dipolar iBF (d) ESM monopolar iBF.

Figure 7 3D acoustic maps computed with various hypotheses, for a frequency 𝑓 = 2 kHz.

14



Figure 7 illustrates the same configurations as above but with a studied frequency 𝑓 = 2 kHz. Here, two major
trends emerges. While the free field monopolar computations (CBF (Fig. 7a) and iBF (Fig. 7b)) find the main source
downstream of the axle, both the free field dipolar (Fig. 7c) and ESM-based monopolar (Fig. 7d) configurations
(both with iBF) locate it upstream of the axle. Contrary to the case at 𝑓 = 1 kHz, couples of results remain consistent
according to their leading hypotheses. Hence, the free field monopolar transfer function seems to drive the first results
regardless of the acoustic imaging algorithm, which tends to be of secondary importance. On the contrary, free field
dipolar and ESM-based transfer functions leads to similar results. This can be explain by the fact that dipoles already
contain a part of the diffraction feature, as they are oriented by the mesh normals. Thus the directivity of both source
distribution shares similar patterns.

D. Far-field propagation
As seen above, the source localization seems to be significantly affected by the source and propagation models.

Therefore, multiple hypotheses can lead to multiple analyses of the same dataset. This section aims at assessing if
convergence can be found on the second objective of acoustic imaging, denoted as repropagation (or far-field propagation).
Here, the computed source distribution is employed to synthesize the acoustic field around the radiating object.

1. 2D repropagation maps
Figure 8 illustrates the acoustic imaging ability to reproduce the acoustic field radiated by the landing gear. Thus, it

highlights the repropagation of the computed equivalent sources at tonal frequencies on lateral and fly-over section
planes. As it can be seen, most of the radiated sound seems to be generated by the interaction of the flow and the
wheels. Except for Fig. 8c, the following repropagation figures have been computed with iterative Bayesian focusing,
as this inverse method can grasp the correlation between equivalent sources, unlike beamforming-like techniques.
As explained above, the reconstructed directivity patterns essentially hinge on accurate phase relationships between
acoustic sources to correctly synthesize constructive or destructive interferences. Figures 8b and 8d represent bottom
views of repropagated acoustic field on the axle median plane at the two tonal peaks ( 𝑓 = 1 kHz and 𝑓 = 1.5
kHz). These figures must be assessed in relation with the ones computed by Redonnet et al. [71], especially Figs.
14 and 16. CFD-CAA calculation achieved by Redonnet et al. gave them access to instantaneous pressure field
while frequency-formulated acoustic imaging techniques only provide averaged acoustic maps. Casalino et al. [72]
and Redonnet et al. demonstrated that the two tonal peaks are generated by Rossiter modes inside the wheel rim
cavities and acoustic modes between the two wheels, but the phase interference between these mechanisms produces
different radiation patterns, more or less efficient for the two frequencies. At 𝑓 = 1 kHz, the acoustic radiation
is driven by an asymmetric pattern, where the wavefront remains mostly in phase in the upstream direction. At
𝑓 = 1.5 kHz, the acoustic field is characterized by one anti-symmetric pattern, where the wave fronts upstream of
both sides of the wheels are clearly in opposition of phase. These upstream patterns are well-reconstructed on results
presented in Figs. 8. Also, comparisons with maps displayed in [71] show that the silent zones due to destructive
interferences well corroborate. This good reconstruction is clearer at 𝑓 = 1.5 kHz, as Redonnet et al. displayed a root
mean square map of the pressure field, similar to the result illustrated in Fig. 8d, where the silent zones are well-predicted.

Figures 8c and 8d represent fly-over view of the landing gear radiation at 𝑓 = 1.5 kHz, whose equivalent sources
have been computed with CLEAN-SC and iterative Bayesian Focusing, respectively. As explained above, the ability of
inverse techniques such as iBF to retrieve correlation between sources is clearly emphasized. CLEAN-SC deals with
uncorrelated sources, whose radiation is only the summation of their propagated inner amplitude, revealing a nearly
omnidirectional directivity. On Fig. 8c, it is even possible to recognize the three main sources retrieved by CLEAN-SC,
as displayed in Fig. 5e. Contrariwise, iBF is able to compute the complete and complex CSM of the sources S̃𝑞𝑞 and
therefore to grasp the interferences between the sources, leading to these multiple silent zones.

2. Far-field spectra
To assess the ability of acoustic imaging techniques to accurately estimate the sound pressure level propagated in the

far-field, a set of four receivers has been selected in the virtual microphone array upstream (front position) of the landing
gear, under it (bottom position) and at its right and left sides (see Fig. 9). These microphones have not been taken into
account to perform acoustic imaging and compute the equivalent sources. The aim of this section is then to retrieve
far-field spectra of reference microphones and test the influence of the main three hypotheses of this article : the source
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(a) iBF, 𝑓 = 1.5 kHz. Sideline plane. (b) iBF, 𝑓 = 1 kHz. Fly-over plane.

(c) CLEAN-SC, 𝑓 = 1.5 kHz. Fly-over plane. (d) iBF, 𝑓 = 1.5 kHz. Fly-over plane.

Figure 8 Repropagation of equivalent sources in the vicinity of the landing gear. 3D acoustic imaging with free
field monopolar transfer functions.

and the propagation model, as well as the inverse method. Figures 10, 11 and 12 present far-field spectra computed for
the four receivers with CLEAN-SC and iBF algorithms, considering monopole sources, dipolar sources propagated in
free-field condition (Figs. 10-11) and monopolar sources radiated with ESM-based transfer functions (Fig. 12).

The analysis of the far-field spectra reveals that the quality of reconstruction depends on the microphone position,
as they can be located near a silent zone where interferences strongly influence the radiation pattern. As primary
outcome, these figures highlight the accurate estimations provided by iBF computation. Hence, with a monopolar
source distribution assumption (Fig. 10), the two tonal peaks at 𝑓 = 1 kHz and 𝑓 = 1.5 kHz are retrieved for the side
microphones with iBF, whereas they are not with deconvolution methods. For the bottom microphone (Fig. 10d),
while the peak at 𝑓 = 500 Hz is better reconstructed with CLEAN-SC, the whole spectrum is accurately estimated
with inverse methods. The good reconstruction of the peak at 𝑓 = 500 Hz with CLEAN-SC can also indicate precious
information about the source mechanism at its origin in terms of correlation. In a word, iBF succeeds in accurately
estimate both the overall sound power levels for an significant frequency range and its multiple peaks, representative of
the disturbed directivity of the landing gear.
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Figure 9 Positions of a set of four virtual receivers considered as references.
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(b) Right microphone.
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(c) Front microphone.
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(d) Bottom microphone.

Figure 10 Far-field spectra computed for a selection of four receivers with CLEAN-SC (blue line) and iBF
(green line), with a monopolar source hypothesis. The dashed black line represents the reference sound power
level estimated from LBM simulation.
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(b) Right microphone.
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(c) Front microphone.
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(d) Bottom microphone.

Figure 11 Far-field spectra computed for a selection of four receivers with CLEAN-SC (blue line) and iBF
(green line), with a dipolar source hypothesis. The dashed black line represents the reference sound power level
estimated from LBM simulation.

Figure 11 displays the same results with a dipolar source distribution hypothesis. It can be seen that the iBF
performances are slightly improved for the side microphones (Figs. 11a and 11b), while the gain is less visible than for
the others microphones. However, the far-field spectra computed with a deconvolution method are heavily disturbed by
the dipolar source model. Again, the correlation between the source is here a decisive factor, as dipolar sources are
highly directional. The least error of source combination can lead to massive errors due to interference patterns. As
stated by several authors, dipolar models are sensitive and arduous to finely tune. However, iBF manages to cope with
alternative source models.

Finally, Fig. 12 presents far-field spectra computed with ESM-based transfer functions and a monopolar source
distribution. For this specific configuration, the ESM-based transfer functions clearly do not improve the acoustic field
reconstruction at the four receivers positions. The deconvoluted results are slightly modified for side microphones while
they are severely disturbed at the front and bottom positions. For its part, iBF-based far-field spectra are not significantly
altered by the transfer functions influence, even if no gain of performances is observed.

The presented results bring out the balance between the three main hypotheses of this article. First, the choice of
the array processing algorithm is of utmost importance. All figures point out the relevancy of inverse methods such
as iterative Bayesian Focusing to reproduce the radiated acoustic field and quantitatively estimate the far-field spectra
received by virtual microphones. The accurate prediction of source correlation greatly influences the directivity of the
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equivalent sources, and only inverse methods is able to grasp such mechanisms. The choice of the source distribution
comes in second place. Slight improvement is observed with dipolar equivalent sources, which can more precisely
reproduce the directivity of the aeroacoustic sources on the radiating object. As an additional feature, dipolar source can
also catch a part of the diffraction effect, as the radiation of the dipoles is driven by their mesh normals. Therefore, the
combination of the directivity and the correlation of the estimated dipolar distribution may clutch the more prominant
patterns of the diffraction effects. Finally, the results proposed with a monopolar source distribution hypothesis and
ESM-based transfer functions show no particular gain of efficiency compared with the previous ones, as explained above.
It should also be noted that the particular shape of the landing gear, the frequency range and its size are less prone to
diffraction effects than larger object such as cars or aircraft frame, and masking effects induced by the presence of the
radiating object itself on the path that lies between mesh cells and virtual microphones are therefore less significant.
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(d) Bottom microphone.

Figure 12 Far-field spectra computed for a selection of four receivers with CLEAN-SC (blue line) and iBF
(green line), with a monopolar source distribution hypothesis and ESM-based transfer functions. The dashed
black line represents the reference sound power level estimated from LBM simulation.

VII. Conclusion
Acoustic imaging techniques are widely employed in experimental campaigns to both localize acoustic hot spots

and estimate their sound power levels. In recent years, authors of the aeroacoustic community began to apply these
methods to CAA data computed on virtual arrays of microphones surrounding radiating objects immersed in flows and
showed their promising prospects. A great deal of effort has been made to develop reliable connections between CAA
simulations and array processing techniques. However, almost all studied configurations made use of two-dimensional
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conventional beamforming, sometimes improved by an additional deconvolution step, considering as calculation grid
an uncorrelated distribution of monopolar sources with free field transfer functions. On this basis, this paper draws
a first attempt at enhancing CAA-based acoustic imaging involving advanced hypotheses and methods, suited to
three-dimensional aeroacoustic applications. Hence, the dipolar nature of surfacic aeroacoustic sources is modeled, as
well as the diffracting transfer functions due to the presence of the radiating object on the path between sources and
receivers. Furthermore, the source correlation is retrieved with the help of inverse method such as iterative Bayesian
Focusing. These improvements are assessed against the LAGOON landing gear benchmark. This evaluation is twofold :
first, the ability to localize source distribution on the object mesh is studied at some tonal and non-tonal frequencies.
At the first peak, it seems clear that the modal pattern of the source mechanism puts the acoustic imaging to the test
as the underlying process at the core of the technique is may not be well-suited to this configuration. As a result,
various conclusions can be drawn about the true localization of the sources, whose spatial correlation may locate them
everywhere in the volume between the wheels. At the non-tonal frequency, the sources are more precisely located on the
axle, upstream or downstream it according to the source modeling. These multiples analyses should lead us to pursue
our investigation on this track to more finely understand the genuine source mechanisms. Second, the problem of the
far-field propagation of the determined potential sources (or repropagation) is examined, where it clearly shows that
inverse methods are mandatory to accurately reconstruct the acoustic radiation. Indeed, the correlation between the
sources acts as a crucial factor in the far-field directivity. In this regard, iterative Bayesian Focusing proves its ability to
reconstruct complex spatial patterns and accurately estimates far-field spectra. In this configuration, other hypotheses as
the dipolar nature of the sources or diffraction effects seem of secondary importance.
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