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Abstract

In the problem of quantum channel certification, we have black box access to a quantum process and
would like to decide if this process matches some predefined specification or is e-far from this specifica-
tion. The objective is to achieve this task while minimizing the number of times the black box is used.
Here, we focus on optimal incoherent strategies for two relevant extreme cases of channel certification.
The first one is when the predefined specification is a unitary channel, e.g., a gate in a quantum circuit. In
this case, we show that testing whether the black box is described by a fixed unitary operator in dimen-
sion d or e-far from it in the trace norm requires ©(d/c?) uses of the black box. The second setting we

consider is when the predefined specification is a completely depolarizing channel with input dimension

din and output dimension doy. In this case, we prove that, in the non-adaptive setting, ©(d? dL.? /=?) uses

of the channel are necessary and sufficient to verify whether it is equal to the depolarizing channel or
e-far from it in the diamond norm. Finally, we prove a lower bound of Q(dZ doy/c?) for this problem
in the adaptive setting. Note that the special case dj, = 1 corresponds to the well-studied quantum state
certification problem.

1 Introduction

We consider the problem of quantum channel certification which consists in verifying whether a quantum
process to which we have black box access behaves as intended. A valid process in quantum theory is
modeled by a quantum channel. A quantum channel with input dimension d;, and output dimension dqy is
a linear map C%n*din —y CdoutXdout satisfying some positivity and normalization conditions (see Section
for details). Given a complete description of a known quantum channel Ny and N copies of an unknown
quantum channel N that can be either Ny or e-far from it, at each step 1 < ¢ < N, we can choose an
input quantum state, send it through the unknown process A then measure the output quantum state. After
collecting a sufficient amount of classical observations, our goal is to decide in which case is the quantum
channel N with high probability and while minimizing N. We also call this problem testing identity to the
quantum channel Nj.

This testing task is important for many reasons. Firstly, the building blocks of a quantum computation
are unitary gates. It is thus important to understand the complexity of checking that an unknown channel
implements a given gate as specified. Secondly, quantum channel certification is the natural generalization
of the quantum state certification. Indeed, if the channels are constant quantum states, then testing them
becomes equivalent to testing those states. It might seem at first sight that using the Choi—Jamiotkowski iso-
morphism, quantum channel certification can be obtained by applying quantum state certification algorithms
to the corresponding Choi states. However, there are at least two reasons this is not true: first, in models



where an auxilliary system is not allowed the Choi state cannot easily be prepared from a black box imple-
menting the channel and second, the natural notion of distance for channels does not correspond to the trace
distance between Choi states. Finally, quantum process tomography, the problem of learning completely a
channel in the diamond norm is costly [Surawy-Stepney et al., [2022], |(Oufkir, [2023]], and our hope is that
certification can be done with fewer copies than full tomography.

In this paper, we focus on two extreme cases, No(p) = Ny (p) = UpUT is a unitary channel where U is
a unitary matrix and No(p) = D(p) = Tr(p )— is the completely depolarizing channel.

Contribution. We propose an incoherent ancﬂla free testing algorithm for testing identity to a fixed
unitary channel A in the trace distance using O(d/ 52) measurements (here di, = dout = d). The tester
chooses a random input state and measures with the corresponding POVM conjugated by the unitary U.
This result is stated in Thm. [3.1] The standard inequality relating the 1-norm of a Choi state and the diamond
norm of the channel only implies an upper bound O(d?/<?). We obtain the quadratic improvement in the
dimension dependency by proving a new inequality between the entanglement fidelity and the trace distance
to the identity channel (Lem. . Moreover, we establish a matching lower bound of Q(d/s?) for testing
identity to a fixed unitary channel in the trace distance. This lower bound applies even for ancilla-assisted
strategies. For this, we construct a well-chosen distribution of channels e-far from the identity channel. After
a sufficient number of measurements, the observations under the two hypotheses should be distinguishable,
i.e., the (Kullback-Leibler) KL divergence is €2(1). However, we can show that for this particular choice
of distribution over channels, any adaptive tester can only increase the KL divergence by at most O(g?/d)
after a measurement no matter the dependence on the previous observations. The lower bound is stated and
proved in Thm.

Concerning the certification of the completely depolarizing channel D(p) = Tr(p ) 2, We propose an
incoherent ancilla-free strategy to distinguish between A" = D and N is e-far from it in the diamond distance
using O(d2,dL;5 /e*) measurements (see Thm. 4.4 . For this we show how to reduce this certification problem
to the certification of the maximally mixed state (testing mixedness) d . We choose the input state |¢) (|
randomly and we compare the 2-norm between the output state A (\(ﬁ) <q§\ ) and the maximally mixed state

7+ We show that with at least a probability (1), we have Y = [N (|¢){(¢]) — [/dout||3> €2/ (4doutd?)).
This inequality is sufficient to obtain the required complexity, however, it requires some work to be proved.
First, we show a similar inequality in expectation using Weingarten calculus. Then we control the variance
of the random variable Y carefully in a way that this upper bound depends on the actual difficulty of the
problem, mainly the expectation of Y and the diamond distance between A and D. Next, we obtain the
anti-concentration inequality using the Paley-Zygmund inequality.

On the other hand, we establish a lower bound of € (dZ d&% / (log(dindout /£)*€?)) for testing identity to
the depolarizing channel with non-adaptive strategies (Thm. {.5)). For this, we construct a random quantum
channel whose output states are almost O(e/dyy)-close (in the 1-norm) to the maximally mixed state 5—

except for a neighborhood of an input state chosen randomly whose output is e-far from T in the 1-norm.
Then we use LeCam’s method [LeCaml [1973]] as in [Bubeck et al., |2020]] with some differences. First, we
need to condition on the event that the input states chosen by the testing algorithm have very small overlaps
with the best input state. This conditioning is the main reason for the additional logarithmic factor we obtain
in the lower bound. Next, with a construction using random matrices with Gaussian entries rather than Haar
distributed unitaries, we can invoke hypercontractivity [Aubrun and Szarek, 2017, Proposition 5.48] which
allows us to control all the moments once we upper bound the second moment. In the special case di, = 1,
this recovers a result of [Bubeck et al., 2020]] while significantly simplifying their analysis. Furthermore, a
lower bound of Q(di?ndout /2) is proved for adaptive strategies (Thm. l using the same construction. In
this proof, we use Kullback-Leibler divergence instead of the Total-Variation distance. We refer to Table I]
for a summary of these results.

Related work. Testing identity to a unitary channel can be seen as a generalization of the usual testing
identity problem for discrete distributions [Valiant and Valiant, 2016] and quantum states [Chen et al.,|2022al.



. . Lower bound Upper bound
Testing identity to Ay Ancilla-assisted Ancilla-free
o M=AM 0 (4), Thin .1 O (4), Thm B
adaptive strategies in trace distance dy €2/ g2/’
No =Ny d d
adaptive strategies in diamond distance d,, 0 (87) Thm. 0 (?)’ Thm.
No=D 7, a3 2,85
non-adaptive strategies & (1°g(dindout/ €)%e? )’ Thm. 451 O ( e? ) » Thn.
No=D QO (dildmd;ﬂ) Thin 0 (didéﬂ) Thin
adaptive strategies e ’ : 2 ) T

Table 1: Lower and upper bounds for testing identity of quantum channels in the diamond and trace distances
using incoherent strategies. N is the unitary quantum channel Ni;(p) = UpUT and D is the depolarizing
channel D(p) = Tr(p) ﬁ. Our proposed algorithms (upper bounds) are ancilla-free while the lower bounds
hold even for ancilla-assisted algorithms.

However, in the worst-case setting, testing identity to the identity channel requires {2(d/c?) measurements
in contrast to testing identity to a rank 1 quantum state or a Dirac distribution which can be done with only
O(1/e?%) measurements/samples. Also, in the definition of testing identity to a unitary channel problem, we
don’t require the unknown tested channel to be unitary. In this latter setting, efficient tests can be designed
easily if an auxiliary system is allowed. This can be found along with other tests on properties of unitary
channels in [Wang|, 2011[]. We also refer to the survey [Montanaro and de Wolf, [2013]] for other examples of
tests on unitary channels. Since a unitary channel has a Choi rank equal to 1 and the depolarizing channel has
a Choi rank equal to di,do,t, this work is a first step to obtain instance-optimal quantum channel certification
as for the classical case [Valiant and Valiant, 2016| or quantum states [Chen et al.,|2022al]. On the other hand,
testing identity to the completely depolarizing channel is a generalization of identity testing of distributions
[Diakonikolas et al., 2017] and testing mixedness of states [Bubeck et al., 2020, |Chen et al., 2022b]. In
particular, if the input dimension is d;, = 1, the channels are constant and the problem reduces to a testing
mixedness of states of dimension d,y¢. In this case, we recover the optimal complexity of [Bubeck et al.,
2020}, [Chen et al.| 2022b].

Another noteworthy work is unitarity estimation of [Chen et al., [2022¢[. In this work, it is shown that
ancilla-free non-adaptive strategies could estimate Tr(7%) to within ¢ using O(d5/e?) measurements
where J) is the Choi state of the channel N. In particular, this estimation can be used to distinguish
between V' = A for which Tr(7%) = 1 and V' = D for which Tr(7%) = 1/d?. A matching lower bound
(in d) is given for adaptive strategies in [|Chen et al., 2022c] improving the previous lower bound of [[Chen
et al., 2022d]]. This complexity may seem to contradict our results but this is not the case. Indeed, such a
test cannot be used for testing identity to a fixed unitary channel for instance since we can have two unitary
channels that are e-far in the diamond distance. Finally, we note that testing problems for states were also
studied for the class of coherent or entangled strategies where one can use arbitrary entangled measurements:
see e.g., [Badescu et al., 2019] for state certification in this setting. In this article, we focus on incoherent
strategies where entangled inputs to the different uses of the channel or entanglement measurements are not
allowed.

2 Preliminaries

We consider quantum channels of input dimension d;,, and output dimension dg,;. We adopt the bra-ket
notation: a column vector is denoted |¢) and its adjoint is denoted (¢| = |¢)!. With this notation, (¢[¢) is



the dot product of the vectors ¢ and v and, for a unit vector |¢) € S, |¢) (4| is the projector on the space
spanned by ¢. The canonical basis {e; } ;c[q) is denoted {|) }icq) := {|e:) }ic[q)- A quantum state is a positive
semi-definite Hermitian matrix of trace 1. The fidelity between two quantum states is defined F(p, o) =
(T&"\/W)2. It is symmetric and admits the simpler expression if one of the quantum states p or ¢ has
rank 1: F(p,|0)(¢]) = (¢|p|o). A (din,dous)-dimensional quantum channel is a map N : Cén¥din
CoueXdout of the form N (p) = >, A pA}LC (Kraus decomposition) where the Kraus operators { Ay, } satisfy
>k ALAk = I. For instance, the identity map id;(p) = p admits the Kraus operator {I;} and the completely

depolarizing channel D(p) = Tr(p) 7 admits the K tors { ) (|} . Gi
epolarizing channel D(p) r(p) 7, admits the Kraus operators T |7) (4] Sl o] iven a

unitary matrix U, the corresponding unitary channel Ny7(p) = UpU' admits the Kraus operator {U}. We
denote by Haar(d) the Haar probability measure over the compact group of unitary d x d matrices. A Haar
random vector is then any column vector of a Haar distributed unitary.

We define the trace distance between two quantum channels A and M as the trace norm of their differ-
ence: dr (N, M) := max, | (N —M)(p)|1 where the maximization is over quantum states and the Schatten

p-norm of a matrix M is defined as || M||b= Tr ( MM p) . In some situations, it can be helpful to allow an

auxiliary system and apply the identity on it. In this case, we obtain the diamond distance which is defined
formally as do(N, M) := max,|lidg ® (N — M)(p)||1 where the maximization is over quantum states
p € C¥*d g Cdnxdin Note that because of the Schmidt decomposition we can always suppose that d = djy,.
The trace/diamond distance can be thought of as a worst-case distance, while we can define an average case
distance by the Schatten 2-norm between the corresponding Choi states. We define the Choi state of the
channel N as J = id @ N(|V)(¥|) where |¥) = ﬁ S™%n |i) @ |i) is the maximally entangled state.
The map J : N +— id @ N (|¥)(|) is an isomorphism called the Choi—Jamiotkowski isomorphism [Choi,
1975| Jamiolkowskil, [1972]]. Note that for any quantum channel N, 7 is positive semi-definite and satisfy
Tro(JIy) = %. Moreover, any K satisfying these conditions is called a Choi state and we can construct a
quantum channel A such that 7y = K.

We consider the problem of testing identity to a fixed channel. Given a fixed quantum channel Nj and a
precision parameter ¢ > 0, the goal is to test whether an unknown quantum channel  is exactly N or e-far
from it with at least a probability 2/3:

HO : N = No VS. H1 : diSt(N,No) > €

where dist € {d,,dr}. Hy is called the null hypothesis while H; is called the alternate hypothesis. An
algorithm A is 1/3-correct for this problem if it outputs H; while H is true with a probability at most 1/3
and outputs Hy while H; is true with a probability at most 1/3. If 0 < dist(N,Ny) < &, the algorithm
A can output any hypothesis. The natural figure of merit for this test is the diamond (resp. trace) distance
because it characterizes the minimal error probability to distinguish between two quantum channels when
auxiliary systems are allowed (resp. not allowed) [Watrous, [2018]].

A testing algorithm can only extract classical information from the unknown quantum channel N by
performing a measurement on the output state. In this article we only consider incoherent strategies. That
is, the testing algorithm can only use one copy of the channel at each step. In other words, for a (diy, dout)
dimensional channel, the testing algorithm could only use d;, dimensional input states and d,; dimensional
measurement devices. Precisely, a d-dimensional measurement is defined by a POVM (positive operator-
valued measure) with a finite number of elements: this is a set of positive semi-definite matrices M =
{M,}.c acting on the Hilbert space C? and satisfying > zex Mz = L. Each element M, in the POVM
M is associated with the outcome = € X'. The tuple {Tr(pM,)}.cx is non-negative and sums to 1: it thus
defines a probability. Born’s rule [Born, [1926] says that the probability that the measurement on a quantum
state p using the POVM M will output x is exactly Tr(pM,). Depending on whether an auxiliary system is
allowed to be used, we distinguish two types of incoherent strategies.

4
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Figure 1: Illustration of an ancilla-free incoherent non-adaptive (left) and adaptive (right) strategies for
testing identity of quantum channels. The observations (z1,...,zy) are then processed with a classical
algorithm to answer Hy or Hj.

* Ancilla-free strategies. At each step ¢, the learner would choose an input dj,-dimensional state p;
and a dqy-dimensional measurement device M; = { M, i}me x,- It thus sees the outcome x; € X} with
a probability Tr(N (p¢)ML,). If the choice of the state p; and measurement device M, can depend
on the previous observations (z1, ..., z;—1) the strategy is called adaptive, otherwise it is called non-
adaptive (see Fig.|l|for an illustration).

* Ancilla-assisted strategies. At each step ¢, the learner would choose an input dup X di,-dimensional
state py € CancXdane @ CdinXdin (for some arbitrary dane) and a dane X dout-dimensional measurement
device M; = {M]},cx,. It thus sees the outcome ¢ € X; with a probability Tr(idg,,. @ N (ps) ML,).
If the choice of the state p; and measurement device M; can depend on the previous observations
(x1,...,x,—1) the strategy is called adaptive, otherwise it is called non-adaptive (see Fig. [2| for an
illustration).

Note that we can see an ancilla-free strategy as a special case of an ancilla-assisted strategy with dap. =
1. But it turns out that ancilla-assisted strategies have an advantage over ancilla-free strategies for some
problems e.g., [Chen et al.| 2022eld]]. However, in this article, we show that ancilla-free strategies suffice to
achieve the optimal complexity for testing identity to a fixed unitary channel or to the depolarizing channel.

3 Testing identity to a unitary channel

In this section, we focus on the problem of testing identity to a fixed unitary channel in the diamond and
trace distances. Given a fixed unitary U and a precision parameter € > 0, the goal is to distinguish between
the hypotheses:

Ho:N =Ny =U-U" vs. H:dist(N,Ny)>e

with at least a probability 2/3 where dist € {d,,d1,}. Since we consider a unitary channel, the input and
output dimensions should be equal di, = doyt = d.
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Figure 2: Illustration of an ancilla-assisted incoherent non-adaptive (left) and adaptive (right) strategies for
testing identity of quantum channels. The observations (z1,...,zy) are then processed with a classical
algorithm to answer Hy or H;.

Reduction to the case U = I. Knowing the unitary channel N is equivalent to knowing U. We can thus
reduce every testing identity to Ny to testing identity to N] = idg by conjugating the measurement device by
U. This is possible because the trace/diamond distance is unitary invariant: dist(A, Ny) = dist(UTNT, id)
and Tr(UTN (p)UM) = Tr(N (p)UMUT) for all p and M. From now on, we only consider the case U = I
and we call this particular testing problem to N = idy simply “festing identity to identity”.

Given the nature of the diamond and trace distances, under the alternate hypothesis, a channel N could
be equal to the identity channel except on a neighbourhood of some state. In addition, this state is unknown
to the learner. When the algorithm is allowed to use an auxiliary system, it can prepare the Choi state Jxs of
the channel A (which essentially captures everything about the channel) by taking as input the maximally
entangled state |¥)(¥|. Under the null hypothesis Hy, the Choi state is exactly Jiq = id ® id(|¥)(¥|) =
| W) (¥| while under the alternate hypothesis H1, the Choi state Jys has a fidelity with |¥) (| satisfying:

do(N,id)?

Tr(id & N(W)(W]) [9)(W]) = (I, [0H]) < 1~ [T — Falld < 1“0

where we use a Fuchs—van de Graaf inequality [Fuchs and Van De Graaf] [1999|] and the standard in-
equality relating the diamond norm between two channels and the trace norm between their correspond-



ing Choi states: ||In — Jml[1> M (e.g., JenCova and Plavalal [2016]). Thus, a measurement
using the POVM My = {|¥)(¥|,I — |¥)(¥|} can distinguish between the two situations. However,
if the tester is not allowed to use an auxiliary system it can neither prepare the Choi state Jxs nor
measure using the POVM My. Instead, we use a random d-dimensional rank-1 input state. Indeed,
this choice is natural because the expected fidelity between the input state |¢)(¢| and the output state

N (|¢)(#|) can be easily related to the fidelity between Choi states: IE4) < raar [F(N(|6)(0]),[0)(8]))] =

w (see Lem. for a proof). This Lemma is well known because it relates the average fi-

+d
delity E‘@NHaM [F(N(|6) (qﬁ ,|#)(¢]))] and the entanglement fidelity F( 7, |¥)(¥|). If we measure using
the measurement device My = {|¢)(¢|,I — |¢)(¢|}, the error probability under Hy is 0, and under H; is

Ejg)~Haar (0| N (|0)(0]) [8)] = Eg)taar FN (|0)(¢]), |¢) (¢])]. The algorithm is detailed in Alg. [T}

Algorithm 1: Testing identity to identity in the diamond/trace distance

N = O(d/e*) (replace with N = O(d/e?) for testing in the trace distance).

fork=1:Ndo
Sample ¢, a Haar random vector in S%.
Measure the output state N (|¢r) (¢x|) using the POVM { o) (dk|, I — |dk) (Dk|}-
Observe Xy ~ Bern(1 — (¢ N (|¢x) (%) [6%))-

end for

if 3k : X;. = 1 then return N is e-far from id else return N =

We can upper bound the error probability under H; using the well-known Lem. and our Lem.

1+ dF(Tn, [¥)(T]) dry (N, id)? do(N,id)*

Bjgytaas [FOV(19)(61), 19} (91)] = 5= < 1= TP <1 - S

Observe that the standard inequality || T — Tam|1> NM) implies: E, [F(N(|¢)(4]), |#)(¢])] < 1 —
do (N ,id)?

1d(dr) which has a better dependency in the diamond dlstance but a worst dependency in the dimension d.
This simple lemma (Lem. [A.3)), which relates the entanglement fidelity and the trace/diamond distance when
one of the channels is unitary might be of independent interest. To obtain a 1/3 correct algorithm it suffices
to repeat the described procedure using N = O(d/e?) copies of |¢)(4| in the case of trace distance and
N = O(d/e*) copies of |¢)(¢| in the case of diamond distance. Indeed, for instance for the trace distance,
the probability of error under H; can be controlled as follows:

N
Py, (error) = Py, (Vk € [N] : X = 0) = [ [ Pr, (Xi = 0)
k=1
(1= " N Y1
= 1d+1)) =P\ Taa+1) =3
for N = 4log(3)(d + 1)/e? = O(d/<?)[[} A similar proof shows that O(d/e?) copies are sufficient to test

in the diamond distance. This concludes the correctness of Alg. I A matching lower bound of N = ) ( )
is proved in App. [B] For this we construct a random quantum channel e-far from the identity channel in
the trace/diamond distance but looks similar to the identity channel for the majority of the input states.
Then we compare the observations under the two hypotheses using the KL divergence. Interestingly, the
analogous classical problem, testing identity to identity has a complexity ©(d/e). Thus, for this task, when

'All the logs of this paper are taken in base e and the information is measured in “nats”.



going to the quantum case, the dependence on the dimension d remains the same whereas the dependency
in the precision parameter € changes from ¢ to £2. In fact, obtaining the correct £ dependence is the main
difficulty in this lower bound. It requires a carefully chosen construction inspired by the quantum skew
divergence [Audenaert, 2014] and a fine analysis using Weingarten calculus. We summarize the main result
of this section in the following theorem.

Theorem 3.1. There is an incoherent ancilla-free algorithm for testing identity to identity in the trace dis-
tance using only N = O ( ) measurements. Moreover, this algorithm can also solve the testing identity to
identity problem in the diamond distance using only N = O ( ) measurements. On the other hand, any in-
coherent adaptlve ancilla-assisted strategy requires, in the worst case, a number of measurements satisfying
N=Q ( L) to distinguish between N' = id and do(N,id) > ¢ (or dr(N,id) > €) with a probability at
least 2/3.

4 Testing identity to the depolarizing channel

In this section, we move to study the problem of testing identity to the completely depolarizing channel
Ny = D in the diamond distance. Given a precision parameter € > 0 and an unknown quantum channel
N, we would like to test whether Hy : N' = D or H; : d,(N,D) > e with a probability of error at most
1/3. If N' = D, the tester should answer the null hypothesis Hy with a probability at least 2/3 whereas
if do(N, D) > e, the tester should answer the alternate hypothesis H; with a probability at least 2/3. The
alternate condition means that

do(N', D) > & = 3|¢) € ST*n : lidg, ® N(|9)(¢]) — ida,, ® D(|6){¢])[1> e.

£

This inequality implies a lower bound of the 1-norm between the Choi states: [Ty — Jpll1= 7. The
simplest idea would be to use this inequality and reduce the problem of testing channels to testing states.
Actually, this kind of reduction from channels to states has been used for quantum process tomography
[Surawy-Stepney et al., [2022]] and shadow process tomography [Kunjummen et al., [2021]]. The Choi state

of the depolarizing channel D is Jp = j S iy ) () @ Tr(ld) ( i) Hd&fﬁi‘ﬁ“t = Hdd::;;’:f , S0 by

applying the previous inequality, we obtain for a quantum channel A e-far from the depolarizing channel D:

‘j N — ﬁ . > %. Then, we can apply a reduction to the testing mixedness of quantum states [[Bubeck

1.5 71.5 3.5 1.5
et al., |2020]] to design an ancilla-assisted strategy requiring O (’(1;%‘?2\)15) =0 (dm dout) measurements
since the dimension of the states [/ and ﬁ is dindoyt and the precision parameter is E' However, this
approach has two problems. First, we need to be able to use an auxiliary system to prepare the Choi state
3.5 1.5
Jn > which is an additional resource. Next, the complexity O ("‘;2{0‘“%]; as we shall see later, is not optimal.

If one tries to reduce to testing identity of states in the 2-norm (App.
but still not optimal and requires using an auxiliary system.

Inspired by the testing identity to identity problem (Sec. [3), when we do not know one of the best input
states, we choose it to be random Let |¢) be a Haar random vector. If the input state is |¢) (4], the output
state under Hy is D(|¢)(d]) = — and under H; is N'(|¢)(#]). So it is natural to ask what would be the
distance between N (|¢)(¢]) and . Note that in general, it is much easier to compute the expectation of
the 2-norms than the 1-norms. For thls reason, we start by computing the expectation of the 2-norm between

N (|¢)(¢|) and ﬁ (see Lem. for a proof).
Lemma 4.1. Let M = N — D and Ty = id @ M(|¥)(¥]). We have:

IM@[5 + 2, [|Tmll3 o _ din
dln(dm + 1) T din+1

one obtains a slightly better bound

Ejg)attaar (IIM(6)0I13) = Tl

8



We now need to relate the 2-norm between the Choi state of the channel N and the Choi state of the
depolarizing channel || Jy — Jp||2 with the diamond distance between them d, (N, D). This is done in the
following Lemma whose proof can be found in App.

Lemma 4.2. Let N1 and N3 be two (din, dout )-quantum channels. We have:

do(N1,N2)
_ > oMt re)
”J%ﬁ JR&HQ—- di&£;;
2
Let \V be a channel satisfying do(N,D) > ¢ and X = HN(]¢><¢|) - ﬁ e obtain from Lem. ,
42t
I 2 d; 2 g2

E(X) = Eiytiaar - > i L | S 1
( ) [$)~H HN(¢><¢’) dout 2 din+1 HJN dindout 2 2d12nd0ut ( )

If we could show that X is larger than (IE (X)) with constant probability, then we can reduce our problem to
the usual testing identity of quantum states in the 2-norm (quantum state certification in App. |[E) and obtain

2 1.5
an incoherent ancilla-free algorithm using O ((a/df %) =0 <di“6d2°“°) measurements. Establishing
in out

this turns out to be the most technical part of the proof as is summarized in the following theorem.

Theorem 4.3. Let |¢) be a Haar distributed vector in S¢ (or any 4-design). Let X = ”N(\(Z)) (@) — dfm
We have:

2.

Var(X) = O ([E(X)]?).

This Theorem is the most technical part of the paper and we believe that it can be generalized for any
difference of channels with a similar approach. Moreover, applying this inequality along with the Paley-
Zygmund inequality are sufficient for our reduction: we only need to repeat our test O(1) times to reduce
the error probability to 1/3 for testing identity to the depolarizing channel.

Sketch of the proof. We observe first that Var(X) = Var (Tr[ (N (|o)(8)))? }) . Then using Weingarten
calculus (Lem. [ETJ[F3), we can compute the expectation

2 1
E ((Tr[ (N(|¢><¢\))2]) ) " din(din + 1) (din + 2)(din + 3) 2 e

acBy

where for o € &4 F(a)=3 1 00 Tra(Azr, l7) (i] Ak, ALAZ, Azr i) (4] Aw, A};,Al/) and
Tra(Mi,..., My) = TyTe(Tliec, M;) for a = TC; and Cj are cycles. Let m = [A(I) = g

;

dout
and n = di, || I — dingout X Next, we upper bound the function F’ as shown in Table|2| This is the hardest
step of the proof and requires a fine analysis for many of the F'(«)’s. A particularly useful trick we use

repeatedly is known as the replica trick and says that if FF = Zijzl(m ® 7)) ({(7] ® (i) is the flip operator

then we have for all A, B € C¥*? : Tr((A ® B)F) = Tr(AB) and similarly Tr(A ® B) = Tr(A)Tr(B).
Moreover, another trick we need frequently is to use the partial transpose to make appear the posi-
tive semi-definite matrices MTM = Zk’,l AzAl ® AZAI and MM' = Zkl AkA}L ® flkAlT where
M = Y, Ay ® Ay is defined using the Kraus operators {A} of the channel . Furthermore we

can prove the approximation HMTM - % \\I/><\I/|Hl < 5n? where |¥) = ﬁzg@l i) ® i) is the

maximally entangled state (see Lem. |[C.6). This is used for « = (142) and (24). An application of



] Permutation o \ Upper bound on F'(«) \ Reference

2
(13) (o +0?)
id, (132), (314), (24)(13) dun/dowctn” ' 4 5yt | (Lem.|C.8
d2
(312), (134) (dout +m ) (dcut +1 )
d? 2) 2
(1234) (d—t +m )
(24), (1432) G . 2m? + 250 (Lem. (C.9
(142), (243) /ﬁif” + 2 457" | (Lem./C7
(14)7 (12)7 (23)7 (34)7 (1324)7 a2 din m? 3
(1423), (1243), (1342) dim o+ Gy + 5 | (Lem.[C.11)
(12)(34), (14)(23), (234), (124) dzlft + 282 422 | (Lem.[C.10

Table 2: Upper bounds on the function F' for different input permutations.

which is used for the permutations « = id and (14) . It turns out that applying such approxi-
mation will not give a sufficiently good upper bound of F((12)(34)) because it can be written as
F((12)(34)) = Tr ((MMT)T2 -M(]I)®2]F) + jﬁi.)l + 24 Tr(M(I)?) which depends instead on the
matrix M M. In this case we proceed by projecting M M onto the hyperplane orthogonal to |¥). This
can be interpreted using representation theory. In fact, the space spanned by |¥) and its complementary are
irreducible representations that decompose the space ((Cd)®2 for the action of U ® U where U is a unitary
matrix. On the other hand, changing the Kraus operators Ay <> UAj or Ay <> AiU in the expression
of the channel N\ does not affect the variance of X because Haar measure is invariant under left and right
multiplication with a unitary matrix. The detailed proof of these bounds can be found in App.

We have now the required tools to design and prove the correctness of an algorithm for testing identity
to the depolarizing channel.

the data processing inequality on the previous approximation gives: HTI'Q(M TM) —

out

Theorem 4.4. There is an incoherent ancilla-free algorithm requiring a number of measurements N =
2 1.5
(@) (@) to distinguish between N' = D and do(N', D) > € with a success probability 2/3.

As explained before, our algorithm is a reduction to the testing identity of quantum states. For the
convenience of the reader we include this latter with a proof of its correctness in App.[E] Note that we need
to test quantum states in the 2-norm which is different than the usual quantum state certification [Bubeck
et al,[2020]). The algorithm for testing identity to the depolarizing channel is described in Alg. 2]

We remark that Alg. [2|uses the channel only on a constant number of random input states {|dx)(Px|} -
One could think that querying the channel A/ on more diverse inputs could lead to a more efficient algorithm.
However, it turns out that Alg. [2]is basically optimal as we prove a matching lower bound up to a poly-
logarithmic factor.

Theorem 4.5. Let ¢ < 1/32, di, > 80 and doyt > 10. Any ancilla-assisted non-adaptive algorithm for
testing identity to the depolarizing channel (for both trace and diamond distances) requires, in the worst
case, a number of measurements satisfying:

2 j1.5
N — Q dlndout )
log(dindout /€)%
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Algorithm 2: Testing identity to the depolarizing channel in the diamond norm
M = 2200.
fork=1:Mdo
Sample ¢}, a Haar random vector in S%n,

Test whether hg : N (|¢x) (Pk]) = dfm orhy : H (lok){Dr]) — dout 2 m
identity of quantum states Alg. |3 with an error probability 6 = 1/ (3M ), that answers the hypothesis
hik, i € {O, 1}

end for

if 3k : i, = 1 then return N is e-far from D else return N = D.

using the testing

This theorem shows that our proposed Alg. I is almost optimal in the dimensions (diy, doyt) and the
precision parameter € thus the complexity of testing identity to the depolarizing channel is @(d2 dLb /e?)
which is slightly surprising. Indeed, we can remark that the complexity of testing identity of discrete distri-
butions and quantum states is the square root (for constant €) of the complexity of the corresponding learning
problems in the same setting. This rule does not apply for quantum channels since we know from [Surawy-
Stepney et al., 2022, Oufkir, 2023] that the complexity of learning quantum channels in the diamond distance
with non-adaptive incoherent strategies is ©(d>,d3 , /£2).

Sketch of the proof. Under the null hypothesis N' = D. Under the alternate hypothesis, we construct
randomly the quantum channel ' ~ P of the form: N (p) = D(p) + W (u| p|lu) U where |u) is
ou 2

a standard Gaussian vector and U has Gaussian entries: for all i < j € [dout), Uj; = U;; ~ 1{i #
JINe(0,16/doyt) conditioned on the event G = {||U||1> dout, ||U||coc< 32}. Note that the usual construc-
tion applied on the Choi state gives a sub-optimal lower bound in the trace or diamond distances. Using a
concentration inequality of Lipschitz functions of Gaussian random variables [Wainwright, [2019]], we show
that with a high probability N is e-far from D in the trace and diamond distances. Then we use LeCam’s
method to lower bound the TV distance between the distribution of the observations under the two hypothe-

ses: TV (IPID“”’IN HE NNPIP}T\}""’IN ) > % where I, ..., Iy are the observations the algorithm obtains after

the measurements and N is a sufficient number of measurements for the correctness of the algorithm. We
can suppose w.l.0.g. that the input states are pure p; = [1);)(¢)¢| and the measurement devices are given by
POVMs of the form My = {A! |¢! )(¢! |}. Also, we can write

[V) = A @1 Wg,,),

i) = Bi, ®1|¥q,,) where [¥g)= Z\”

Then we condition on the event £ that u satisfies ||u|2> 1“ and

M (u| ATBE BUT A, u)
\V/tE[N]P’E:Z it ]f<‘ t 20 gy t‘)

Ir(B'A,A'B < (Tlog(N)) diy dove. (2)
t ¢ ou

Note that P! is a polynomial of degree 8 in the entries of u. We can prove that the event £ occurs with a
probability at least 9/10 using a concentration inequality deduced from the Hypercontractivity of Gaussian
polynomials [[Aubrun and Szarek, 2017 Corollary 5.49] and a union bound. Observe that the union bound
here adds only a factor of log(/N)* because for a non-adaptive strategy, there are at most N couples of
inputs/measurements. To carry out the analysis, we need to bound the moments of the random variables:

Te(B Ay |u)(u] A]BLU)
lull3Te(B A, Al BY)

Zy(U,V) = I, [@tulqu)t “} where @ff{] =
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Since Z; is a polynomial of degree 2 (in the entries of U and V') of expectation 0, the Hypercontractivity
[Aubrun and Szarek, 2017, Proposition 5.48] implies for all k € {1,...,N} : E (|Z,|*) < k*E (ZE)’“/Q.
Hence, it is sufficient to upper bound the second moment which can be done using the inequalities (2)):

E (th) <O (M) By a contradiction argument and grouping all these elements, we can prove

dx d3
" s d2 dL3 . .
that Nlog(N)? > (me> and finally N > (m) . The detailed proof can be found in

App.

This proof relies crucially on the non-adaptiveness of the strategy. A natural question arises then, can
adaptive strategies outperform their non-adaptive counterpart? We do not settle completely this question in
this article. Yet, we propose a lower bound for adaptive strategies showing that, if a separation exists, the
advantage would be at most O(y/doyt ).

Theorem 4.6. Let ¢ < 1/32 and doy, > 10. Any incoherent ancilla-assisted adaptive algorithm for testing

dizndout +d1'5

identity to the depolarizing channel requires, in the worst case, N = ) ( = 0‘“) measurements.

The proof of this theorem uses the same construction as the one for the non-adaptive lower bound.
The main difference is the use of the KL divergence to compare the observations (I1,...,Iy) under
the two hypotheses instead of the T'V distance. On the one hand, the data processing implies that

KL (]P%""’IN HE NNPIPJI\I/""’IN ) > %log(2). On the other hand, using Jensen’s inequality and inequali-

ties of the log function we upper bound the KL divergence: KL (IPS""’IN H]ENNp]Pf\lf"“’IN ) < ZgGC]lV Et .
1'5 in “ou

These two inequalities implies dizndout part of the lower bound. The d;} part of the lower bound follows
easily from the hardness of quantum state certification [Chen et al.,[2022b]]. The detailed proof can be found

in App.

5 Conclusion and open problems

We have generalized the problem of testing identity to quantum channels. We have in particular identified the
optimal complexity ©(d/e?) for testing identity to a unitary channel in the adaptive setting. Moreover, we
have shown that the complexity for testing identity to the depolarizing channel in the non-adaptive setting
is ©(d? dL5 /e?). These results open up several interesting questions: can the gap between non-adaptive
and adaptive strategies for certification of the depolarizing channel be closed? How to achieve the instance
optimality (as in [Valiant and Valiant, 2016, (Chen et al.,[2022al])? This would allow to adapt the complexity
to the tested process Ny. Another interesting issue deals with the fact that 4-designs can replace Haar
distributed unitaries in Alg.[2] But can the same complexity be achieved for 3 (and lower) designs? Finally,
it would be interesting to consider general strategies allowing entanglement between the uses of the channel,

as was done for states in [[O’Donnell and Wright, 2015].
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A Deferred proofs of the analysis of testing identity to identity Alg.[]|

Lemma A.1. Let |¢p) be a random Haar vector of dimension d. We have

_ 1+ dF(Iy, [9){¥])

Eg [FNV(19)(]), 16)(])] = Tt d :
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Proof. Using Lem. [F.I]and Lem. [F:3] we have
Eq [FW(19)(@]), [6)(9]))] ZEU o]t au o) o] Ut ALU o)

(Tr(AgA}) + Tr(Ag)Tr(Al)

_Z d(d+1)

_ d+ Sl (AR _ 1+ d F(In, |9)(P))
d(d+1) 1+d

where we use Lem.

Lemma A.2. Let N be a quantum channel of Kraus operators {A}x. Let S = >, |Tr(Ag)|?. We can
relate the average fidelity and S as follows:

F(In [9)(¥]) =

ﬁ-
Proof. We have:
1 o .
F(In, 0¥ = =5 > (iilid @ N(Jkk) (1)) 1) = Z il LIk) (1] |7) GIN (R () 15)
0,5,k .kl
S
dzz (G (1) G 1) = dQZ i Ay li) G| AL L) = dQZmAk =
.5,k
Lemma A.3. We have for all quantum channels N :
dry (N, id)? do(N,id)*
<12 o V)
F(Tv, )0 < 1 - T < g Sl

Proof. The following inequality permits to prove the second inequality [Watrous, 2018, Theorem 3.56,
rephrased]

do(N,id)?

drr(N,id) > 5

It remains to prove the first inequality. For this, let e = dy (N, id) = max|4)cga|[N (|¢){(¢]) —|#) (o] [|1- Let
|¢) be a unit vector satisfying the previous maximization, we show that using Fuchs—van de Graaf inequality
[Fuchs and Van De Graaf], [1999]:

e2

BIN (o) (D) [6) = FN(I9)(¢]), [d)(o]) <1 - %HN(W)(M) o)l 1< 1~ Z

On the other hand, we use the Kraus decomposition to describe the quantum channel N'(p) = >, AkpAL.
We can write the previous fidelity in terms of the Kraus operators:

(GIN (o) (ol) 6) = D (6] Ak |9)(0] AL |6) = Z\ | Ay ) |

k

15



Hence:

2

5
> Il Axle) P<1 - 3)
k
Let |¢1) = |¢) and we can complete it to have an ortho-normal basis {|¢;)}¢ ;. Moreover, we have

F(Jn, [9)(¥|) = d% >k Tr(Ag)? (Lem. . By applying the Cauchy-Schwarz inequality and using
the inequality (3):

2

d
ST AP =D 1D (il Akl <> dl(¢il Ag |¢i) 2
k P ki
d
=dY |1 A |o1) P+d D > Il Ax o)
k =2 k

<d(1—e%/4) +d(d—1) = d(d—2/4)
because for all ¢ > 2:

> Uil Aw163) P< > (oil AL Ak ds) = (03] > AL Ak |9i) = 1.
K k

k

Finally, F(Jy, [)(®]) = L 57, I Te(A)P< 1 - &, -

B Lower bound for testing identity to identity

In this section, we establish a general lower bound for any algorithm (possibly adaptive) for testing identity
to identity using ancilla-assisted strategies.

Theorem B.1. Any incoherent adaptive ancilla-assisted strategy requires a number of steps satisfying:

d
v=o(%)
to distinguish between N' = id and do(N,id) > ¢ (or d1(N,id) > €) with a probability at least 2/3.

This theorem shows that Alg[T|has an optimal complexity.

Proof. Under the null hypothesis Hy, the quantum channel A = id. Under the alternate hypothesis H, we
can choose A so that do (N, id) > dp (N, id) > e. A difficult to test channel is a channel sending almost
every vector of a basis to itself. With this intuition, we choose V' € Haar(d), and construct the channel

Nv(p) = 3p+ %UVpU‘T, where Uy satisfies:

VI—2V|0) + eV [1) ifl=0
UyVIl) = vV1I—-e2V|1) —eV]|0) ifl=1
Vi) otherwise.

Taking a mixture of the identity channel and the unitary channel Uy - U‘T/ in the definition of Ny is crucial
in this proof and is inspired by the quantum skew divergence [[Audenaert, 2014f]. We need to show first that
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such a channel is e-far from the identity channel. Indeed, let |¢) = V' |0), we have:
do(Nv,id) = drx(Nv,id) > || Nv (I9)(e]) —id(|g) (o]l
1 1
= 31001+ 3ov ool - o

Vv 10)(0] VT — UV [0)(0] VTU‘T,HI
- (VI=2(0)+en) (Vi-2 (0] +5<1|)H1
2 0)(0] = ev/1 = 2(10) (1] + 1) (0)) = 21l ==

N~ N~ N~

Hence a 1/3-correct algorithm should distinguish between the identity channel and Ny with at least a
probability 2/3 of success. This algorithm can only choose an input p; which we can suppose (by the con-
vexity of the KL divergence) of rank 1, that is p; = |;)(1¢| at each step ¢ and perform a measurement using
the POVM M = {\! |¢!)(¢!|}iez, on the output quantum state id ® N(p;). Note that the identity channel
id acts on the ancilla space. These choices can depend on the previous observations, that is, the algorithm can
be adaptive. Let I<y = (I3, ..., In) be the observations of this algorithm where N is a sufficient number of
steps to decide correctly with a probability at least 2/3. We can compare the distributions of the observations
under the two hypotheses using the Kullback-Leibler divergence. Let P (resp. @) be the distribution of
(I1,...,In) under Hy (resp. Hy). The distribution of (Iy, ..., Iy) under Hy is:

N N
RN IEXPTTS N S A S
t=1 i1y t=1 11, ,IN

On the other hand, the distribution of (I3, ..., Iy) under H; conditioned on V is:

o _{HA (6t © N (o) |6, >}

11,0 IN

Moreover, we can write each rank one input state and measurement vector as follows:
[Yy) = Ay @ T|w) and ’¢§t> = BZ ® Ifw)
where |w) = Zle |43) and the matrices A; € C%ne*d and Bj € ClancXd yerify:
Tr(AA]) =1 and Te(B!B:") =1

Note that we have for all ¢, for all X € Cnre*danc we have Y, AL Bf;TX B! = Tr(X)L Indeed, the
condition of the POVM M, implies:

X@I=Xa1) X [6),)(¢ \_ZAtXBt®H|w)<w|B§j®]1
it
hence by taking the partial trace on the first system we obtain

(1= YN, G BEXBY, [i)1i) (1.

’Lty 7.]
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Finally

Z)\ Bi'X B! = Tr(X)L

By taking X = T and the partial trace on the second system we obtain

Z N B! BN =dly,,.

Recall that for an adaptive strategy, for all ¢t € [N], py and M = {AL |¢! )(¢! |}i, depend on (i1, ..., i—1).
So, the KL divergence between P and (Jy can be expressed as follows:

KL(P|Qy) = Eivr(~10g) ()

—log) < lt’1d®NV pt) ’¢1t>
Z<N <¢1t‘ Pt |¢1t

(¢! |id @ Ny (pr) &L,
i 1 t t
“<%% CACICA

Mz i Mz

t=1

where we use the notation for ¢ € [N], Eict(X (i1, ... ,0)) =
¢ IdQN, ¢
D inis [T M < !pk ’(;5 ) X(i1,...,i;) and the fact that the term <¢”<¢t 4 >¢”> depends
it i

only on (i1, ..., 4¢).
Let £ be the event that the algorithm accepts Hp, we apply the Data-Processing inequality on the KL
divergence (see Prop. [F:3):

KL(P[|Qv) = KL(P (€) [|Qv (£))

where KL(p||q) = KL(Bern(p)||Bern(q)). Hence

EVNHaar(d) KL(PHQV) 3 log( )

Let Miyy = 1—Uy and Sy =1 — %Mv. We can write the logarithmic term in the expression of
KL(P||Qv) as follows:

o ( Zt}ld@./\/’v Pt |¢ )
(“% CARICA )

(O | Gpe+ 2T Uv)p(T0 UL)) |6t
= (-1 L
<®< CARIEA

:em%rwwﬂmmwwm uu@MMMMMM%U

(¢%,] pe|9h,) 2 (&%, pe |8,
—(—tog) [1- 1<¢Z‘ (I My)p(1® Sh) oL) 3 1< I Sv)p (I M) |,)
2 GRS 2 (&% | pe|@t,) '
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Fort € [N] and i<t = (i1,...,%), define the event G(t,i<¢) = {< o]t ) < zTr(AIBftht’TAt)}.
We can distinguish whether the event G is satisfied or not:

al Lid @M !
By ttaar() KLPIQv) = 3 By ttaara) it ({1 i)} + 1{G°(1, i) })(~ log) << 1 < qf, pv‘;"; W) .
t=1 1t 1t

Let us first analyze the setting when the event G holds. Fix t € [NV], observe that we have the inequality:
(_1og)<< ALCRIG? >> log) <<¢> A Gect 300 U)o U}) |4 >)
<¢“{Pt‘¢t> <¢zt‘pt‘¢>

(oL | 3T Uy)p T UL)) |4,
1
~(os) (2 AN

Then we can control the expectation under the event G as follows:
id ® Ny (pr) ’¢> >
(95| pe|@i,)
< By Haar(d) Ei<t—1 Z X, (5] pe |0t,) 1{G(t,i<t)}
it

) <log(2) < 1.

Ey ~Haar(a) i<t 1{G (¢, i<t) }(— log) < (9

2
< EVNHaar(d 1<t—1 Z )\ ( (ATBt ‘ TA )) l{g(t, th)}
< EVNHaar z<t 1 Z A < Tr ATBt ZTAt)>

g2 g2
= By Haar(a) Ei<t—1 <d2 TT(ATdAt)> = By Haar(a) Bi<t—1 (d) = 4)
where we use the fact that under the event G we have (¢! | p; |l ) < & Tr(ATBt b TAt) Tr(AlAy) =
and ), i Bj, BZT = d I which is an implication of the fact that M, = {\! ’¢§><¢ﬂ}zezt is a POVM.
On the other hand under G¢(¢, i<;), we will use instead the inequality

1
(—log)(z) < (1 — )+ (x —1)* validforall =€ [5, —i—oo).
¢ lid@N; ¢ L (10Uv)p: (10UY))) |4
We apply this inequality for x = <¢” <1¢t 4 >¢”> <¢ <¢tv ol > ) ”> > 1, the first term
it
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of the upper bound is:

(¢! |id @ Ny (py) [@t,)
(¢%,| pe]9,)

_ 14| U My)pe S)) [of) | 1(8},| (e Sv)p(le M) |4f,)

2 (%] pe|@f,) 2 (&%, pe|@f,)
_R(eL| (e My) ) (] (12 ST |61,)

(¢4, | pe|9f,)
R (w| (BT A, @ My) lw) (w| (A{Bf, ® S,) |w)
(w| (BET Ay @ 1) |w) (w] (A] B!, @ T) |w)

R Te(BLT A M) Te(A] B, Sy)

T T(BLA)TH(A]B)

(1—2)=1-

(&)

and by using first the inequality (z + y)? < 2(2? + »?) and then the Cauchy Schwarz inequality applied for
the vectors /p¢ |q§’;t> and \//TtM‘T/ ‘¢§t> we can upper bound the second term as follows:

r—1)2 = (¢%,]id @ Nv (pr) |#F, ) _ 1)
=t ( AP
<%<<¢§t\ (I My)pi[81,))  1(gL| (1@ My)p (L M) \¢;>)2

(0L o1 [@5,) 2 (0L o [@%,)
<o [ 1L T My)p |65, | 2+2 1{8] (10 My)p(T@ M) 64)
- Ay 2 CAvALY
<o (e Mo ) 6)) (1] @0 My)pie ) [f)\’
- (oL, | pe[@F,) 2 (oL pe [@f,)
_TRB AN A B M) 1 (Te(BY A TH(AL B 31y | ©
Te(B A)Tr(A]B) 2\ (B A)TH(A]BY)

Let us compute the expectation of (5). Let M, S such that My = VMV T and Sy = V.SV, Concretely

N[
=
™
¥

1-V1—¢? —¢ 0 R
€ 1—+1—¢g2 £
and S = 2

0 0., 0 L.

Note that Tr(M) = 2(1 — V1 —¢€2), Tr(S) =d — 1 + 1 — €2, Tr(MST) = Tr(MTS) = 0and MMT =

0

L)

IND| =
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M+ M"=MIM. Lete’ = (1 — /1 —€2) = ©(£?), we have by Weingarten calculus (Lem.:

IE)VNHaLar(d) (

RTr(B)T A M) )Tr(AIBftSV)> '
Tr(B) A Tr (Al BY)
1

§R:[E"Vr\zHaaur(d) <Z <‘T| th;TAtVMTVT |‘T> <y‘ AIBZVSVT |y>> '

Te(BLTA)Tr(A] B

1

2e2
<

—d

Recall

Te(B} A Tr(A] B
" <Tr<Ms*><dTr<AI BB, Ar) — [Te(AB])P) + Te(M)Te(S) (d| Te(A} B, )P~ Tr(A] B;;Bf;*At») ‘

RS We(ap)Tea(M T, 8)Traas)(12) (y| Al BL, ly) (x| B Ay)
O‘WBEGQ z,y

d(d? — 1)Tr(BL A Te(Al B

" (%’(d - e'><d|Tr<AiBa>\Q—MAIBiBf;*At))) ‘
d(

&2 — 1)Te(B} A Tr(A] BY)
2e2Tr(A] B! B)TAy)
(d2 — 1)Te(BLT A Te(A]BY)

the notation E;<; (X (i1,...,4)) = >, 4 I, )\fk <¢fk| Pk ’¢fk> X(i1,...,1). If we take the

expectation I£;<; under the event G°(, i<;), we obtain

R (¢! | (T® My)p(I® S)) |6l
EVNHaar(d)EiStl{gc(t,it)} < <¢ t‘ ( <¢t ’Vp)tplt;t > V) ’¢ t>>

. %< ;;t}(H@MV)pt(H@SQL/)‘@J
V ~Haar(d) <¢f ‘ Pt ‘qbf >

< Eigtl{gc(ta Zt)}

[ 2 2:2Tv(A] B! BT A
< Bie G} {5+ DA
(d2 — 1)Te(B}; A, Tr(A]BY)
2¢? 2e2Tr(A] B!, BT Ay)
< IE)7,<t + tT :
d (@ - 1)Te(BLTA)TY(A]BY)
2€2Tr(ATBt Bt,TA )
7+EZ A (ol | pr]et) x
<t 12 A ‘ ’ ) X (d2 1<¢§t‘pt‘¢>
2
%+El<t 1d2 Z)\tTrATBtBtTA)
252 262 552
=+ ]Eigt,lﬁTr(AIdAt) <= -
where we use Z )\t Bt t T = d1I and Tr(At AT) = 1. We move to the expectation It;<; of the first term
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of (6), it is non negative so we can safely remove the condition 1{G"(¢, ;) }:

}2 (¢! | (Te My)p(I® M) |9,)
GRSy
2 (g, | (L& My)p(L® M) |44,
(¢t peet,)
= ByBici 12X, (¢}, | 1@ My)p (Lo M) |¢],)

it
= Eici 1 Ev2Tr((I® My )pi(I® MIT/))
= Ei<t—1Ey2Ty| (H ® (My + M\T/)) pi]

8’ 82
— ]E o — < —
1<t—1 d d

EyE;<.1{G"(t, )

< EyEi<

®)

because Ey My = 2(1%\{!1*752)]1 < .

Concerning the expectation of the second term of (6], we apply again the Weingarten calculus (Lem. [FZI)
after denoting C' = A] B :

_ 2 _
. 1 (Tr(BZTAtMJ)TY(AIBftMv)> 1 By taar(@ Tr(BL T A M) )2 Te (A} BY My )?
VNHaar(d)§ 5

ALY 2 CATAE NS
_ L5 Evto@ T8 o CVMTVY ) (A CVMVY 1) (4] CTVALTVY ) (1l CVMVY)
5 2
2 x,Y,2,t < ftl Pt ‘¢§t>
1

= > > We(aB)Trg(M ", M, M, M)Tray(|t) (2| O, |2) (2] C, |2) (4] CT, |y) (¢] ©)
2 <¢Zt‘ Pt ‘¢Zt z,y,2,t a,FES,

We can remark that for all o« € G4 there is 5 € &4 such that :

Y Tral[t) (2] CT, |2) (=] C. |2) {y| O, |y) (tIC)‘ = (Trﬁ(CT@ ct,o)

I?yVZ?t

< max{Tr(CCT), |Tr(C)[*}?

where the last inequality is only non trivial for 5 = (ijk). For instance if 3 = (123) we have by the Cauchy
Schwarz inequality:

Trg(Ct,C,CT,C) = Tr(CTCCHTr(C) < \/ Tr(CCTCCHTr(CCH|Tr(C))|
< Tr(CCT)*2|Te(O)|
< max{Tr(CCH), |Tr(C)|*}3/? max{Tr(CCT), | Tr(C) >} /2
= max{Tr(CC"), |Tr(C)|?}>.
Moreover, it is clear that when 3 is not a 4-cycle, we have |Trg(M, M T, M, M T)|< O(g*) since it can

be written as a product of at least two elements each of them is O(g?). In the case f3 is a 4 cycle we have
Te(MMTMMT) = Te(MMMTMT) = Tr(M + MT)?) = 2(2 — 2/1 —2)? < 8*. On the other
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hand, we know that for all (o, 8) € &%, [Wg(a3)|< 2 [Collins and Sniady, 2006] so

Yo Y WeaB)Trg(M T, M, M, M)Tra, (|t) (| CT, |z) (2| C. |2) (y] CT, |y) (t| C)
z,y,2,t a,BESy

<O <d4 max{Tr(CCT), |Tr(C )\2}2> :

Therefore we have:

. (Tr( ”AtMv)Tr(AIBftMv)>2 0 <a4 max{Tr(CCY), \Tr(C)]2}2>
V~Haar(d ~
@2 (oL, o1 ]¢%,) dt (gt | pi |t )

Recall that C' = AI Bft, now, if we take the expectation It;<; under the event

G110 = { (| mu|ot,) > Sl B lan} = {mer> Sveen}.

we obtain:

Te(BL A M) )T (A BL )
AV >
et max{Tr(CC"), ]Tr(C)\2}2>
! <<f>t !P [¢t,)?

. 1
E’igtEVNHaar(d) l{gc(t’ ZSt)}i <

< Eigtl{gc(t7 ZSt)}O (

< Ei 1{G°(t,i<)}O | =5 +

dt - d' (¢}, \p EARE:
Tr(A] Bt BYT A,

E; ZAt-(t'!ptW&O(&Jrgz (4,55, )>
<t—1 - it it it d4 < it‘pt}¢it>
4 2 AL T ATBt tyTA
<E., ,0 <€> 1O (6 21, i T it t)>

c ! (C et Tr(CCH?
< El<t1 t +
it <d4 (¢, | pe !¢ AT CATATS)
et Tr(CCt)?
=TEi_,1 o
{G°(t,i<t)} (d + 7 <¢ \m!qﬁ > X T EIE )
<e4 T

) <under G |Tr(C)*> d2Tr(CCT)>

- d4 d?

et e2Tr(AldA,) de? g2
SE“10<&>+O<d5 —E..0 (%) -0(5) ©)

where we use >, \{ B}, B ” — dTand Tr(A;A}) = 1. By adding up (7). () and (9), we obtain:

id @ Ny (
EiStEVNHaar(d)l{gc(ta iﬁt)}(_ log) << Zt} 1< : ‘ ptv‘(z)pt> ‘¢ >>

I My)p(I® Sh) [64))  1(¢t,| T® My)p,(Te M) |4t

<E T lgct- §R(< §t|( t —
= Wiy MV ~Haar(d) { ( 7Z§t)} <¢§f‘ D ‘¢§,> + 2 <¢t |Pt ‘qst >2

I® My)p (I M) |6 :O<52>
CAVAEY d)

¢
+ EigtEVNHaar(d) l{gc(t, Z'St)} (2 < t ‘ (
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Therefore using this upper bound and the upper bound (@) we get an upper bound on the expected KL
divergence:

N
Ey < Haar(a) KL(P[|Qv) = ZEigtEv~Haar(d)(1{g(t,igt)} + 1{G(t,i<¢)})(— log) ( ; ;
=1 <¢'Lt ’ Pt ‘¢1t>

$o(3)ro(3)-o(%)

Finally since Ey paar(a) KL(P||Qv) > 1°g3(2) we conclude:

o(2)

(9], ]1d @ Ny (pi) |¢§t>>

O

C Deferred proofs of the analysis of testing identity to the depolarizing chan-
nel Alg. 2|

C.1 Proof of Lem.

Lemma C.1. Let N7 and N5 be two quantum channels and dy, (resp. dout) be the dimension of their input
(resp. output) states. We have:

do(NluN2) < din V doutHJJ\ﬂ - jNQHQ-

Proof. Denote by M = N7 — Ny and J = Tm = Jn, — Jn,- Let @) be a maximizing unit vector of
the diamond norm, i.e., ||id ® M(|¢)(¢|)||1= do(N1,N2). We can write |¢) = A ® [|¥) where |U) =
\/%E ngl i) ® |i) is the maximally entangled state. |$) has norm 1 so Tr(ATA) = di, (¥| ATA @ 1|¥) =
din(p|p) = din. We can write the diamond distance as follows:

do(N1, N2) = [[id @ M([g)(0]) 1= [lid © M(A@T|T)(¥| AT @ )]s
= [[(A @ Did @ M(1)(¥))(AT @ D)1= [I(A © DIu(AT @ D1

Jm is Hermitian so can be written as : Jq = Y, Aj [¢;) (¢;]. Using the triangle inequality and the Cauchy
Schwarz inequality, we obtain:

(A D)ITm(AT @)=

(AxT) Z X |9i) (i] (AT @)

1

< SINIIA © D) ) (il (AT © Dl \/Z WZ il (A4 1) o)’

< HJHQ\/Z (W (ATAATA @ T) |1;) = ||jMH2\/Tr(ATAATA ® 1)

= Tt ll2/ dons Tr(ATAATA) < [ T2/ ot (Tr(AT4))2 = din/dontl| T
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C.2 Proof of Lem.[d.1]
Lemma C.2. Let 7 = id @ N (|V)(V|) be the Choi state corresponding to the channel N

ﬁ(/\/(ﬂ)—hﬂ)2+d2 g-1 |
M . T |12 B dout in dindout || - i, p I 2
(b ¢ dout 2 B din<din + 1) o din +1 - dindout 2 ‘
Proof. We write
I |2 ) 1
E{ [NV(e){ol) - =B (Tr(N(I¢)(¢)%) — -—
dout 2 dout

then if we use the Kraus decomposition of the quantum channel N'(p) = ", AkpAL, we can compute the
following expectation using Weingarten calculus (Lem. [F.I|and Lem. [F3)):

E(Tr<N<¢><¢>2>)E(Tr (ZAH@MA*) ) ZE( (Ax |9) (0] AL A1 19) (0] A]))
k

- T4, AT )2
 din(din +1) ;Tr(A"‘AZAZ Ar) + ;’Tr(AkAz”

2
_ 1 T V(2
Ry (zk: AkAkz) + D[ Tr(ArA])| )

k,l

1
= G | VOO §ﬁ<AkA;>2)

2
Observe that Tr(N(]I)Q) = Tr (/\/(]1) _ ddin ]I) + di?:t

out

2
( ZI jloN(li ) QZTY N(17) (D)

1n ij

= dT D Te(Axli) (i ALA 1) (i A = - S Im(afa)?

in g5kl in g

hence:
E (Tr(V(j¢)(¢])2) = E (Tr <Z Ay !¢><¢1AL> )
k

__ v (p N(T) — din 2+ i + d3 Te(J?)
N din(din + 1) dout dout "
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Finally,

2 1

dout

1 din \?  d? 1
= (T (VI - D)+ S @2 T2 ) -
din(din + 1) ( <N( ) dout > + dout * m r(j )> dout

2 .
-t (Tr (N(H) - j“ﬂl) + d2 Te(J?) — j‘“ )

I

dOllt

E <HN<|¢><¢> -

) — E (T (16) (6])2)) —

2

out out

1 dn \> I |2
S S (N (7Y LY R g .
din(din+ 1) g (N( ) dout > * " j dindout 2
O
C.3 Proof of Thm
2
Theorem C.3. Let |¢) be a Haar distributed vector in S%. Let X = HN(|¢><¢|) - dfut ) We have:

Var(X) = O (]E (X)2) .

Proof. Recall that X = HN(|¢><¢|) —

2
7 . We can observe that:
out 2

Var(X) = Var (e (V(16)(0)* ~ - ) = Var (T V).

dout

We use the Kraus notation N'(p) = >, AkpAL and d = di,. By the Weingarten calculus (Lem. [F.1| and
Lem. [F3), we can compute the expectation:

2
E ((Tr (N(\¢><¢\))2)2> =E ((TrZAk [6)(] ALAL16) (] A?) )
k,l

=3 > B (Al 1) (il Ay 6) (6] ALA6) (6] AT 1) (5] Aw 16) (0] A Av 16) (6]

1,5 kLKl

1
=3 N > Tra(A] 1) (il A, AL AL AT i) (] A, AL Ay
— klk,l,d(d+1)(d+2)(d+3) = I'( l‘]><Z’ ks AL, l’z><]‘ k' 41 l)
2, sbylvy «@ 4

1

= Tro (Al 5) (i| A, AL Ay, AT |0) (| A, AL Ap)
d(d+1)(d +2)(d + 3) g;'“,j,%a,z/ (v 19) R F

1
T dd+ 1)(d+2)(d+3) g@iF(o‘)

where for o € &4 we adopt the notation F'(a) =3, 5 1) s s Tra(A;r, l7) (7] Ag, ALA;, AlT 1) (4] Aw, AL,AI/)
where Tro (M, ..., M) = I Tr(Iliec, M;) for a = II;C; and C; are cycles. It is thus necessary to
control each of these 24 terms in order to upper bound the variance. Furthermore, we need to be careful so
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that our upper bounds on { F'(«) }4e@, depend on the actual parameters of the testing problem. Recall that
the expected value of X can be expressed as follows:

2

2) '

__r
j dindout 2

B I
din dout

1 din ? 2
EX) = (Tr (/\/'(]I)— doutn> +d2

Let us define M = N — D, m = || M(Iy, )|l2= H./\/(]I) — doll"t]l . We state a
useful Lemma relating 7, M and the Kraus operators { Ay }1:

Lemma C.4. Let ) = din||T — 1/ (dindout)||2 and M = N — D, we have:

o« P = 3| Te(AL AP~ fhin

« 0? = M) (B

Proof. Recall that we use the Kraus representation of the channel N'(p) = >, Ay pAL. We can express 7%

‘ and n = dj,

2

2
din . . . . din
= ‘ dnd — | =21 - D [ Gle A Gl AL -
dout 2 dout igk dout
N . din
= > Tu(Axli) (i AfA5) (i A]) - Zm (Al AP

d
ikl out

We move to the second point, we have J — I/(dindout) = In — Ip = Ipm = id @ M(|P)(¥]) so

2
n? = d? Tr(id @ M(|0)(¥)))? = Tr(id @ M (di, |9)(¥))? = Tr (Z |z) (y| @ M(|z) <yl)>

_Zﬂ M(ly) () ZHM ) (y])ll

O

On the other hand, when dealing with some F(a)’s, we will need to have some properties of the matrix
Z k Ak X Ak.

Lemma C.5. Let M = >, Ay ® Ay. Let {\;}; be the set of the eigenvalues of MM (in a decreasing
order) corresponding to the eigenstates {|¢;) }i. We have:

° Zz)\l_ dout +77 ’
° )\1_ d ) Zi>1)\i§772,

dZ, 2rn2n2
G (1~ (o)) < 2 oy,

out
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Pm@i“@hwe}LAi:'HUWUW)::ZEJH@QAQTMAQAQ::})JHMALQMQ—dwt+n2by
Lem. Recall the definition of the unnormalized maximally entangled state \/di, [¥) = >, |i) ® |i), w
can compute its image by the matrix MM

MMV |9) =S AfA ) @ ATA D = Y (2| ALA ) (y] AL A i) |ay)

i,k,l z,y,0,k,l
= > (@l ALA i) G A] Ak Jy) |zy) = > (@l AN (DA ly) ley)
z,y,0,k,l z,y,k

therefore

TNV B dw
din - dindout B dout

1 , :
(UMM ) = =3 (| AN (D) Ag [i) =
ik

where we used the Cauchy-Schwarz inequality. This implies that the largest eigenvalue verifies A\ > dfzt
thus >, 1 A = dout +n2 =X\ <9’

We move to prove the third point. Recall the notation M(p) = (N —D)(p) = >, AkpA — Tr(p)
We have on the one hand:

dout

MM (\/diy |0)) = Z |AT./\/'( DAk |y) |zy) = ZTI” N([y) (z]) lzy)
z,y,k
=Y TN DM (ly) (= |w+2ﬁ y) (z))) lzy)
=Y Tr(MDM(Jy) (z])) lzy) +Zdout (D) |zz)

= 3" T (M@M(Jy) (2])) |2y) + JE@

x?y

On the other hand, using the spectral decomposition of MM/, we can write:
> T (MDM(|y) () lay) + o/ 1) = MIM(/d 19)) =Y AV din (@il ¥) |63) -
T,y i

Therefore

out

din

dout

AL{¢1|W) [61) — nZﬂ M(Jy) (@))) lzy) =D Xiddil ©) [s) -

i>1

Taking the 2-norm squared on both sides, then applying the triangle inequality, the fact (x+y)? < 2(z2+y?)
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and the Cauchy-Schwarz inequality we obtain:

2 2 d2 din 2
M1 V) "+ A1l (1] P)|
dout dout
2
= HFZTr M(Jy) (=) |zy) =) XildilT) o)
ln i>1 2
2
1
< > Tr(M@DM(|y) () |zy) > XililT) [¢s)
vV din .
z,y 2 1>1 2
2 2
<2 ZTr () (D) ) || + 2D Nideil W) [s)
1n z,y D) 1>1 2
< —Z|Tr M(|y) (z]) |2+22)\2
i>1
2 ’ 2m?2n? 4
< o2 MO WBIMIy) @DIB+2 (DN | < T2
1n z,y Z>1 1n
Observe that the LHS can be lower bounded as follows:
42, din din \ 2 22
A0 2) P+ = 22 MGG P = (hr = ) B+ — 2P
dout dout dout dout dout
2
1-— N4
> 0= L),
Finally, we deduce from the two previous inequalities:
2 9m2n?
(1= {1 T)) < + 2.
dgut din

We move to the fourth point. We have:

MM (/i |9) =3 AeA] i) @ AAl i) = > (2] AvA] ) (y] ARA] Ji) |2y)

i,k,l z,y,i,k,l

= > (al AAl i) (il AAL ) lay) = (@ N (D) [y) |oy)
z,y,,k,l T,y

:Z<x|M( ) y) |lzy) + \/ din [¥) .
x7y

Hence:
1 din 1 d; d;
T - in _ Yn
(UMM [¥) . > (@ M) |x) -~ (|P) = mer(M(H)) Y r T dn

O

The first and fourth points will be used in the proof of Lemma|C.10] The first three points imply that the
matrix MTM (when normalized) is close to the maximally entangled state in the 1-norm.
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Lemma C.6. Let M =), A; ® Ay and |¥) = \/% ng‘l i) @ |i). We have:

din

< 5n.
dout =21

1

HMTM— |0) (W]

Proof. Let |¢1) the eigenvector of M tM corresponding to the largest eigenvalue. Using the Fuchs—van de
Graaf inequality [Fuchs and Van De Graaf,[1999] and Lem.

dou 2m2772 dou
l161) (1] = [9)(] 1< 2¢/T = (@ [T]F < 2520 ) [0 ot < 42002

where we use the Cauchy Schwarz inequality and Lem. [C.4}

m? = Tr(M(I)?) = ZTr(M(Ii><i|)M(U><j|))

<D T M([)(E)?) = din D Te(M([i)(0])%) < dinn®.
i, i

By the triangle inequality and Lem. we deduce:
din

out

din

dout

d:
do

|artar - i

< HMTM— |p1) (1]
1

+ ntH |p1) (1] = [O) (] [l
1 u

d:
S A= A =i
out 41

O]

This Lemma will be used in the proofs of Lemmas|C.7] [C.9][C.8]and [C.T1] We move now to upper bound
different values of the function F'.

Lemma C.7. We can upper bound F((142)) and F((243)) as follows:

din/dout+772+ 772 _+_5774'

F((142)) = F((243)) < —— dout

Proof. Recall the notation M(p) = (N —D)(p) = >, AkpAL — Tr(p)%. We will first write F'((142))
as a sum of an ideal term reflecting the null hypothesis (A" = D) and an error term reflecting the difference
between N and D. The ideal term is computed exactly and depends on dimensions dj, and doys. The error
term can also be splited to a simple error depending on 7 and d,y; and a more involved term that depends
on the Kraus operators { Ay}, and the difference of channels M. To control this latter error, we first write it
in a closed form in terms of M, M = 3", A, ® A,TC and the flip operator IF. Then we can use the spectral
decomposition of the matrix MTM — jﬁ | W) (| in order to decompose this error term into a combination
of negligible elements. The final step requires to control the #; norm of the coefficients of this combination
which is done using Lemma [C.6]
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We have:
F((142)) = > Tr(AAf Ay ALAA] Ay Af) = Zﬁ N (A AN (AL A)
kLK
R ZTr M(AT AN (AL A)) m(D(A}Ak)N(ALAl))

= Z Tr(M(A] A ) M(ALA)) + Te(D(A] AN (ALA)) + Tr(M(A] A)D(ALA))

Tr(Af A Tr(Al A
x4, 4) ’“)Tr(N(A;AZ)Hr(d’f d
out out
Tr(A] Ay)
out

772 + din/dout
dout ‘

— Z Tr(M(A] Ap) M(AT 4)) + Tr(M(A] Ar))

— M(A] A ) M(ALA)) + Tr(Al A))

= Z M(A] A M(ALA)) +
k,l

It remains to control the sum 3, ; Tr(M(A}LAk)M(ALAl)) LetTy: X®Y — X ®@Y " be the partial

transpose operator and M = >, 4, ® A;. Let F = Z?,j:l(’i) ® 7)) ({(j] ® (i|) be the flip operator,

we have Tr(A @ BE) = 32, ;1) AijBrgTe([d) (G| @ k) U F) = 52, 500 Aiy BraTe(l0) (U] @ [k) {j]) =
>_ij Ai;jBji = Tr(AB) which is known as the replica trick. We have using the replica trick:

ZTr M(ATAL)M(AT A) ZTr M(A] Ay) @ M(ALA)F)

= Tr (M ® M (Z Al A, ® ALAI) IF)
k,l
=Tr (,/\/l Q MoTy (Z A;Ak (%9 AlTAk) F)
k.l

Ty (M ® Mo TQ(MTM)]F>
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Let [¢) be a unit vector, we can write [¢) = >, duy [2) ® |y) then we can express:

| Tr (M@ Mo To(|) (@) [ = | Y buydzaTr (M@ Mo To(|z) (2 @ |y) (t))F)

T,Y,2,t

| S buyes T (M ® M(J2) (2] © 1) ()F)

x?y7z7t

— | 3 Gy beaTr (M(|2) (=]) @ M(I8) (4))E)

$7y7z7t

=zﬂw%meMwwa

I7y7z7t

D boy@ze? Y 1T (M(|2) () MIt) (y) 12

x,Y,2,t T,Y,2,t

> M) DIBIME) I3 =

z,Y,2,t

IN

where we use the Cauchy Schwarz inequality and Lem. On the other hand, we can compute:

Tr(M @ Mo To(|U)(V))F) ZTrM@Mng(\zz) (J7)F)

i,
1 N N n
= ST M) (M) () = -
1,J
Then, we can decompose the Hermitian matrix MM — dou | W) (| = >, pi [1i)(i]. Hence Lem.

implies:

Z Te(M(A] A ) M(ALA)) = Tr (M ® Mo TQ(MTM)IF)

din
=d “Tr (M ® Mo Ty 2){(T)F +ZuzTr (M & M o To([th;) (1] )IF)
ou
,,72
| = gt ‘MTM—dm [U) (|| p* < —— +5n*.
out out
Finally,
d; 2
i_’.n m _|_7] 772
((142)) Tr(M(A] Ay) M(A] A dout < ot 5n.
Z r g M( k l))+ dout o dout +dout+ K

Lemma C.8. We can upper bound F(id), F'((132)), F'((314)) and F((24)(13)) as follows:

F(id) = F((132)) = F((314)) = F((24)(13)) < in/dows + 17 + i + 50t

dout dout
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Proof. For the identity permutation, the function F' can be expressed as follows:

Fid) = > Tr(ApA} A A Te(A], Ap)Te(A} A))

kL k'l
= 3 STl (0] A Aw A A |7 (] ALAD)Te(AL Ap)
kKU g
=D TN () Gl Al A )N (Ji) () Tr(AL Ap)
kU 4,5
=D TN (1) (il AL Ak )MU(1i) GD)Te(AL Ar) + Y > Te(W (1) (8] Al Ak)D(Jd) (1) Tr(AL Ar)
kU 1,9 k1,3
1
=3I W (15) (6] A Aw) M(Ja) () Te( AL Ar) + ZZ ~Tr(V (i) (i| Al Ap))Tr(Af, Ap)
KU g ki ot
=3 TeW(15) (6] Af Ar ) M(Ji) (5])) Te(AL Ap) +Z Tr(Al, Ap)Tr(AlL Ap)
KU iy Kl dout
N T in/dout + 772 .
— Z Z Tr(M(|7) (7] Al,Ak/ M(|i) (j]))Tr(AL Ay) + — g (because M is a trace less channel)
KU iy out
N - N din dou + 2
= 3 THOM() G MM (i) ) + DL
'i,j ou
where N = 3, Tr(4, AZ)ATAk Let us introduce N = N — dout = >, a2 |¥z) (12| (this is possible
because IV is Hermltlan) so that we can write using Lem.
> Te(M(1) (G N)M(Ji) (1) = D Te(M15) (i N)M(é) - ZTr M(J4) (31))
i,j ’L,] 011
0>
=D ua T (M) (il 1) () M(16) (1) + do
ig ou
0
= > paliltoa) Tr(M(15) (e )M(J2) (7)) + - )
ig ou
2
= > e Te((ile) MU|5) (k) (walk) M(13) (1)) + d?? -
ij,x,k ou
1 . , N 2
< 5 2 Il (1Gia) M) B I3+ alk) M) GDIIE) + d77 -
ij,x,k ou
~ ’,72
= Tr|N|p? +
dout

We can see the matrix N = 3, TY(ALAl)AlTAk as a partial trace of MTM:

Tro(MTM) = Tr, (Z Al A, ® A,TAk) ZTr (A Ap) Al Ay,
k1l

= Tr(A4Ap)AfAL =N
k,l
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Moreover % = Tro(|¥)(¥|) so by the data processing inequality (the partial trace is a valid quantum
channel) and Lem. [C.6 we deduce:

7 din din
Tr|N| = ‘Trg(MTM) — ()] < HMTM— [N < 5n7°.
out 1 out 1
Finally,
. R N din/d u +772 din/d u +772 772
F(id) = 32 T(M() il )M () () + D/ Do EI o o 2T
i out out out
O
Lemma C.9. We can upper bound F((24)) and F'((1432)) as follows:
A2 2m?
F((24)) = P((1432)) < 5 +dm + 2504,
out out

Proof. Recall that (| MTM |) = TNVOD — dinm® e yse the fact that Tr(X) Tr(Y) = Tr(X @Y):

F((24)) = > Te(ALAA] Ap)Tr(Ap Al A Al
kLK I

= Y (Al AAL A ® AT ALA] Ap)
kK

=Tr (> AlA@AlAL ] [ D AlA @ Al A,

k,l k,l
T2 T2
=Tr [ Y AjA @ AL A > AlA® AL A
k,l k,l
= Te(MTM)"2(MTM)T2 = Te(MTM)(MTM)
=Tr (MTM _ Gin y\p><\p\> Mty 4 i Te(|@) (¥ M M)
dout dout
1 din 1 din
=Tr ( MTM — 52 (o) u| ) ( MTM — 52 |0y (|
dout dout

din din d2 2
+ ) (M — S ey ) oy 4 Gy

out dout dout dout

d; 2@ om?

< Tr|MTM - | \IJD + 4
o < dout ’ >< ‘ dgut dout

d? 2m?

in 25 4
SRy o
where we have used the fact that Tr (A"2BT2) = Tr(AB) and Lem. C.6 O

Lemma C.10. We can upper bound F((12)(34)), F'((14)(23)), F((234)) and F((124)) as follows:

3

F((12)(34)) = F((14)(23)) = F((234)) = F((124)) < j;n +2 din 2 + n°m?.

out dout
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Proof. Using the expression of F'(c) for the permutation v = (12)(34) and the fact that ) -, A,TCAk =1, we
have:

F((12)(34)) = Y Tr(A,ALA A} A Al Ay Al Zﬁ (AJN() AL ALN (T) Ay)
kLK
=" Tr(AI MDA AN (D Ar) + din > T( ATAIATN( T)Ay)
k.l dout .l
_ ZTr AT MO AAT MDA, dm ZTr ATMIDAALAL) + TS T AL (D A
out out L
— ETr(A} M(D) A AL M(T) Ay) + j Tr(MDNI)) + jm Tr(N(I)?)
k,l out out
_ T T d?n d 2
= Tr(AJ M@ AALM(T)Ay) + e +2d tTr(M(H) )
k,l out ou

Then, if we focus on the first term,
we can use the replica trick again to obtain:

ZTr (AT MM AAIMD) Ap) =D Te(Ap A ML) @ A AL M(DE)
k,l

(Z ARAl @ AjAL - M(T )®21F) = Tr (T2 (Z ArAl @ AkAlT) -M(]I)®21F)
W
< MMT )®2]F>
( H— U (W) MM (I — |\1;><xpy)) M(]I)®2]F> +Tr ((MMT \xp><xp|)T2 -M(H)®2F)
Ty <(|xp><qf| MMT) -M(]I)®21F> T <(|x11><\1/y MMt |\1/>(111|)T2 -M(]I)®21F> .
We can simplify the latter terms. First we have |¥)(¥|™ = F and F2 = I so
Tr ((|\If><\1erMT w)]) -M(ﬂ)@?ﬂ) = (@] Mt o) T ((|9) (@)™ - M(1)*%F )

= (U| MM @) Tr (FM(D)®2F) = (¥| MM @) Tr (M(1)®?) = (¥| MM |®) Tr (M(T))* = 0.

Next by Lem. we have MM |¥) = F > vy (@I N (D) [y) [2y) so

Ty ((MMT ) ‘M@)@?F) — = X N 9 Tr (o) (221) - MDE)

= 3 AN ) Tr () 41 12) o] M)

w7y7z

= dlm Z <$‘N(H) ly) Tr (|2) (z| M(T)|2) (y| M(I))

x9y7z

_ dlm > (@l N () [y) Tr (|2) Te(M(D)) {y| M(T)) =

x’y

35



Similarly we prove:

1in Z (N (D) [y) T ((Izz) (zy]) ™ 'M(]I)®21F)
x,Y,2

Tr ((yw\y at)” -M(H)®2IF> _

— dil Z (x| N(T) |y) Tr (\z) (x| ® |y) (2] -M(]I)®21F)

x7y7z

_ dl >~ (@ N (D) [y) T (|2) (] M(D) Jy) (2] M(T))

x’y7z

= S N ) (5] M) o) THMD) = 0

Now the matrix (I — |¥)(¥|)MMT (I — |¥)(¥|) is Hermitian and positive semi-definite so can be written as
(I— W) (U[)MMT(I— W) (|) = >, A |¢:) (5], and for each i, we can write the Schmidt’s decomposition

of |p) = >, , Pz |2y). Therefore

> TH(Af MM AALM(D) Ay) = (((H — W) (UMM ) () M<H>®21F)
k,l

= Z /\iTr (T2 <‘¢z><¢z’) ' ( ®2]F Z Z )\z(ﬁz y¢z tTr (T2 (|xy> <Zt|) ( )®2]F)

i T,Y,2,t

=3 N Ntwy e Tr (J2) (2] @ [) (y] - M(1)P2F)

= ZZ Nty b= T ([2) (2| M(D) @ [£) (4] M(DF)

= ZZ Nitba,y =i Tt ([2) (2] M(D) [£) (y| M(D))

= ZZ Nidhay bzt (2| M(I) |8) (y| M(D) |z)

<§3§;tkl¢wl (I M@ 1) | +Zz§;tx|¢zt| [y M(1) |} [
<§§;tk‘%\ e M 1) !2+;§;‘txr¢zt| [yl M(D)[) [
= Tr|(I — [W)(T) MM (I~ [W)(¥])| Tr(M(I)?)

By Lem. we have (U| MM |¥) = ”‘ - and Tr(MM?) = ‘:‘t + n? so we have:
T (1= %) (@) MM - |\D><@|>] — Te(I — (W)@ MMI(I - [9)(¥)) =

Finally

3

F((12)(34)) < Gin g Oin

5 m? + 772m2.
dout dout

This concludes the proof for £'((12)(34)). O
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Lemma C.11. We can upper bound F'((14)), F((12)), F'((23)) and F((34)) as follows:

d2 din 2 m2 3
F((14)) = F((12)) = F((23)) = F((34) < - g g o

Proof. Recall the notation N = | Tr(AkAlT)AZAl. We can write the spectral decomposition of the
Hermitian matrix:

N —

dout

= Try (ZA;AIC(@AFAIC 1n |‘11 \I’) Z)‘ |¢1 ¢z .

k,l
Then using the triangle inequality and the fact that ) -, ALAk =1

F(14) = > Tr(ALA)Te(A] AR AL Ap Al A) = > Te(NALN (D) Ap)

kLK k!
din din
=) Tr(NAL M) Ap) + = Te(N) = Tr(V (N)M(ID) + - Te(N)
L/ out out
in I Tr I 2 in
=Tr(M(N)M()) + d Tr(N)=Tr (M| N — MI) | + WMD) + d Tr(N)
dout dout dout dout
N din din 9 TI'
= () 4 D +ZA TH M6 (6 M)
din ([ din 2 Tr(M(I)
< _m A T
<o () . L S DM
din din m 1n 2 m2 ]I
< . _
o dout (dout * g > out (dout * g ) * dout * il TN out

because for all unit vector |¢) = >, ¢; |i) we have using the Cauchy Schwarz inequality, the AM-GM
inequality, and Lem. [C.4}

M) (DI5 = D dididndiTr (M(J) GHMIK) 1) < D |dididrdul IMID) GD 2l ME) D2

1,5,k i,5,k,l
1 1 Ny
<3 > 16ilPles P IM(Ik) <ll)H%+§ > kPl M) G = n?
i,k i,5.k,l

Moreover, using the data processing inequality and Lem. [C.0|:

n din
Tr’N— =Tr|Try | Y AJA® Al Ay — 2 [U)(V]
out Kl dout
<Tr |y AJA ® Al Ay - Gin yq/><\m = Tr (MM — di“ 1) (0| < 5.
k.l out
This concludes the proof. O
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For the remaining permutations, we can obtain a closed form for the function F'. For the transposition
(13), the image of the function F' can be expressed as follows:

F((13)) = > (Al [5) (il AA] [3) (j] Aw)Tr(ALA)Tr (AL Ap)

0,5,k 0k 1’
S Tr(Aw Al Tr(AR A Te(ALA)Te(Af Ap)
kLK U
2 " 9
— ( Smtaape | = (40
k.l ou

Then, we remark that the permutations (312) and (134) have the same image:
F((312)) = F((134)) = > Te(A] i) (| Aw A} 1) (i] ARALA)Tr(AL Ap)
ik LK1
Z Tr(Ap Al)Tr(ARALA AN T (AL Ap)
LK

= Z Tr(ArALAA]) Y | Tr(ARA]) 2
k,l k,l

din d12n din

Next, the image of the cycle (1234) has also a closed expression:

F((1234)) = > Te(Af [j) (i ARALAA] Ji) (] A AL Ap)
2,5,k 0Kk 1’
= ) Tr(ApALAA])Tr(Ap Al Ay Al)
kLK

- ) = (g m2)2.

out

To sum up, we have proved so far that:

Lemma C.12. Let m = || M(D)||2= ||N(L) — D(I)||2 and n = diy . We have:

j dmdout

Therefore we have the following upper bound on the second moment using the 1nequa11ty m? < dn?:

1
B (W 0000%)°) = e oen s & F©

acSy
+6d3, + 2d2 doutm? + 2d2, doutn? + 11d2, + 10dindoutm? + 10dindowsn?
d(Q)utdln(din + 1)(din + 2)(dm + 3)
N 6din + d2 m* + 2d% n? + 12dguym? + 40d%  ;mn? + 81d% n* + 12down?
it din(din + 1) (din + 2)(din + 3)

d4

out

2
Recall that for the random variable X = Tr ( (lo){(o|) — dout) Tr (N (|9)(9]))* — - - we have:
2
<T1“(N(H)_ddin]1> +d _ﬁ > 2 2
o out n intout || 9 o 1 9 N m +77
B = G (din + 1) = Gl 7 1) (MDD ) = G Ty
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] Permutation o \ Upper bound on F'(«) \ Reference

(13) (o +n2)”
dout n
. 2
id, (132), (314), (24)(13) in/dowi ™ 0”4 54| (Lem.|C.8
d2
(312), (134) (d;;t +m2) (dm + )
(1234) (i + m2)2
dout
(24), (1432) 2m? +25n (Lem.|C.9
(142), (243) /37f" + m +50% | (Lem.|C.7
(14), (12),(23), (34), (1324),
(1423), (1243), (1342) d?,m i g+ sma | (Lem. [C.1T)
(12)(34), (14)(23), (234), (124) d2 + 2d mtm + m?2n? (Lem. [C.10
out ou

Since Var(X) = Var (X + ﬁ), it can be upper bounded as follows:

Var(X) = E ((Tr(V(16){61)2)”) = (B (Te(V (16)(])%)))?
dé‘ut + 63+ 22 douym? + 2d2,douen® + 11d2, + 10dindowsm? + 10dindoysn?
A2y din (din + 1) (din + 2) (din + 3)
N 6din + djem” + 2d2,n* + 12doum® 4 40dg ymn® + 812, 0" + 12down” ( m? + n? N 1 >2
doutdln(din + )(din + 2)(d1n + 3) din(din + 1) dout
< (80d2 't + 10d2 m2n? + 40d2 3 m>
R (din + 1)?(din + 2)(din + 3)

Therefore the upper bound on the variance becomes using the inequalities (m? + 1?)? > 4m?n? and (m? +
n%)? > 2mn3 (successive AM-GM):

Var(X) < <80dm77 + 10d2 m?*n? 4 40d2 n? m>

E(X)2 a (d1n+2)(din+3)(77 +m2)
d?nt d2m 2 n>m
< m 1 _m - 4 1mn < 1
80d24+ 04d?n +02d2 05.

O]

Theorem C.13. There is an incoherent ancilla-free algorithm using a number of measurements satisfying

2 g1.5
N — O <d1ndout>

g2
to distinguish between N' = D or do(N', D) > € with a probability of success at least 2/3.

Proof. Complexity. We start by showing that Alg. uses o dlzndclnf’t /€%) measurements. Note that A]Ilg.
or

requires O(v/dout log(3M)/n?) to test whether a dy,i-dimensional quantum state p satisfies p = T

Hp - dfm ) > 7 with an error probability 1/(3M). We apply this test for the state N (|¢){(¢|) , which is
a doyi-dimensional quantum state, and n = So the testing identity of states algorithm will use a

13
2v dout din ’
number of measurements O(d?,d.;5 log(3M)/?). Since we repeat this test a number of M = O(1) times,

in*out

the total number of measurements is O(d2 dt5 /?).
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Correctness. It remains to show that Alg. [2[is 1/3-correct. For this, we need to control two er-
ror probabilities. The first one, under the null hypothesis Hy, the channel N' = D so for all k& € [M],
N(|or)(or])) = ﬁ. Hence, for all the quantum states test we are under the null hypothesis hg. Therefore

Py, (error) = Py, (3k € [M] : i, = 1)

M Moy
<SP, (ih=1)<S — =
<D Pulie=1)<) 7=

k=1 k=1

The second error probability concerns the alternate hypothesis H7. In this case, the channel N is e-far from
the depolarizing channel D. For a given k € [M], let us lower bound the probability of being under 7 at

step k of the algorithm. Let X}, = HN’ |br) (Dr|) — Recall that Thm. H says:

Var(Xy) < 105E (X})?
Therefore, the Paley-Zygmund inequality implies

1 1

1
IP(Xk>E(Xk)> >1-— > 1- > 1073
=2 - 1 B(X - S -
ZVar(f(l) +1 sxi0s T L

Recall also that |E (X}) = (HN |or) (Dr|) — %HQ> > 5 d2 — (Ineq. ' Therefore, with a probability at
least 1073, we have HN |br) (Dr|) — ﬁ > 57 m which means we are under the alternate hypothesis
hi. Denote the good event of Ej = {H (|¢k> (Pr|) — dout 2 ﬁ\/ﬂ }, the probability of error under
H, can be controlled as follows:

Py, (error) = Py, (Vk € [M] : iy = 0) H Py, (i, = 0)

IN
=

(P, (ix = O|ER)P (Ey) + P, (i, = 0| Ey)P (Ey))

>
Il
—_

IN
=

(Pp, (ix = O)P (Ey) + P (Ey))

>
Il
—

(VAN
=

(P, (ix, = 0| Eg)P (Ey) + 1 — P (Ey))

el
Il
—

(1 =T (Ey) Py, (ir, = 1|Ey))

Il
&

k=1
<(iows (1o L) ooyl
- 3M - 2 -3
for M = 2200 = O(1). This concludes the correctness of Alg. O
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D Lower bounds for testing identity to the depolarizing channel

D.1 Proof of Thm. 4.5

Theorem D.1. Let ¢ < 1/32, diy > 80 and doyy > 10. EI Any incoherent ancilla-assisted non-adaptive
algorithm for testing identity to the depolarizing channel (in both the trace and diamond distances) requires,
in the worst case, a number of measurements

2 415
N =0 dlndout )
log(dindout /€)%

Proof. Construction. Under the null hypothesis H, the quantum channel is A'(p) = D(p) = Tr(p) .
Under the alternate hypothesis H;, we choose the quantum channel A ~ P of the form:

I n €
dout dout

where |w) = W |0), W ~ Haar(din), and U satisfies

N(p) = Tr(p)

(w| p|w) U

Uzz =0 forall x € [dout],
Uyw = Uy ~ Ne(0,0%) = N(0,6%/2) +iN(0,02/2) forallz < y € [dout),

where the parameter o would be chosen later and we condition on the event
G ={[|U1> dous, [|U |00 < 32}.

We call this distribution P and use the notation (w,U) ~ P. If we don’t condition on the event G, the
distribution of U is denoted Py and we write U ~ Py. Random constructions with Gaussian random variables
were used for proving lower bounds by [Chen et al.|[2022blf]. Note that V' is trace preserving since Tr(U) =
0. In order to prove that V' is a quantum channel, it remains to show that N is completely positive which is
equivalent to show that the corresponding Choi matrix is positive semi-definite. For this we can express the
Choi state of the channel \V:

Ty =+ (Andout}ﬁg; i) Gl & O W [i) GI W10y U
iﬁmﬂwmgmmmwmwwww
B din]cliout * dinzout W ‘0> <0‘ WT © U
= S+ S wleU

where D = dindout-

Observe that |||w){(w| @ Ul|so= ||U||cc< 32 thus Jp > 0if ¢ < 1/32. So under the event G, the map N is
a quantum channel. The parameter o should be chosen so that do (N, D) > . Recall that |w) = W |0), the
definition of the diamond distance implies

do(Nv D) > dTr(N7 D) = m}?‘XH(N - D)(P)Hl

> [V = D)) ) = 5

1Ul1> e

2We didn’t try to optimize these conditions.
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where we use the fact that under the event G we have ||U||1> dout. Note that the lower bound we prove in
this theorem holds for the stronger condition given by the trace distance.
Now we move to show that the event G occurs with high probability.

Lemma D.2. There is a constant ¢ > 0 such that we have:

2
CS
P(||U[.=E(|U]1)|>s) < -
1B U1 > 9 < exp (52 )
Proof. The function U +— [|U]|1 is v/dout-Lipschitz w.r.t. the Hilbert-Schmidt norm. Indeed, by the triangle
inequality and the Cauchy Schwarz inequality ||U |1 —||V|1|< |U — Vi< Vdout||U — V||2. The con-
centration of Lipschitz functions of Gaussian random variables [Wainwright, 2019, Theorem 2.26] yields
exactly the desired statement. 0

Next, we need a lower bound on the expectation of ||U||;. By the Holder’s inequality:

3
E(U13)° | [0 _ douiv/douic

E([Ul) = >
E (lU]3) 4d3 0! 2

It is sufficient to choose o =

\/% so that IE (||U]|1) > 2dout, and by Lem. we have ||U||1> doyt with a
probability 1 — exp(—Q(d2;)). It remains to see that, for this choice of o = \/%, the event {||U||oo < 32}

also occurs with high probability. Indeed, let S be a 1/4-net of S%ut of size at most 8%ut, By the union
bound:

P (|U]lw> 32) = P (30 € 8% : (9| U |9) = |[Ulloc, U e > 32)

1
P(36€5: (01016) > 51Ul U] 32)
S |S‘]P (<¢‘ U |¢> > 16) S Sdoute_Sdout S 6_4dout.

Finally, with a probability at least 1 — exp(—Q(d2,;)) — exp(—(dout)) the event G is satisfied and we have
a quantum channel N that is e-far in the diamond distance from the depolarizing channel D. A 1/3-correct
algorithm A should distinguish between the channels A and D with a probability of error at most 1/3. Let
N be a sufficient number of measurements for this task and I, ..., Iy be the observations of the algorithm
A. The Data-Processing inequality applied on the T'V-distance gives LeCam’s method [LeCam) [1973]]:

TV (IPE(’)""IN H]PQ;-JN) > TV (Bern(Pp, (A = 1))|[Bern(Pp, (A = 1))

> TV(Bern(1/3)||Bern(2/3)) — %
Now, we need to upper bound this TV distance with an expression involving N, di,, doyt and €.

Upper bound on the TV distance. The non-adaptive algorithm A would choose at step ¢ the input p;
and the measurement device M; = {A! [¢!)(@!|}icz,. Observe that we can always reduce w.l.o.g. to such
a POVM. Under the null hypothesis Hy, the quantum channel A/ = D so the probability distribution of the
outcomes is exactly:

Pl {H,\ .| id @ D(py) |4, >}

115N
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On the other hand, under the alternate hypothesis H1, the probability of the outcomes is exactly:

PN = {HA Jid @ N (pr) | ¢, >}

U1y iN
Recall that D = d;,doyt and
I
Jp = D and Jyn = D D

We can suppose w.l.o.g. that each input state is pure because of the convexity of the TV distance. That is,
for t € [N], we write p; = [1¢)(1+|. Moreover, we can write each rank one input state and measurement
vector as follows:

~ |w) (w] ® U.

[r) = Ay ®1[Pq,) and |¢f,) = B @ 1|¥q,,)
where (W, 1¢) and the matrices A; € C%nc*%n an, . g (Canc”%out yerify:
here [Wq) = == 375 d th Ay € Clancxdin gpd B! € Clonexd ify
Tr(AtAI) =d;, and Tr(Bftht’T) = dout-

Note that we have for all ¢, for all X € Cdanc®danc wa have i M Bft’TX B} = doutTr(X)l4,,,. Indeed,
the condition of the POVM M, implies:

X ® ]I = X ® I[Z ’¢Zt <¢2t‘ = Z >\t X‘Bt ® ]I ’qjdout><qldout‘ BZT ® H
hence by taking the partial trace

ZA (1 BLTX BY, [i) [i) (-

Zty 7.7

Finally
Z N BYTX B! = dow Tr(X) Ly, .-

By taking X = I and the partial trace on the second system we have

Z )\t Bt BtT - Out]Idanc

Now we can re-write the distribution of the observations under the null hypothesis as follows:

IPE(;...JN _ {H)\ <¢“ 1d®D pt |¢u>}

115 IN

N
:{H/\t (Wi ”Atva(AIB;®H>\\vdm>}
t=1 11,0 0IN
N AL
_ {H lz) | ( tTAtAIBft ®T) I‘I’dou&}
t=1 1150 IN
_ { (BT A Al B! )} ,
Bl N
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and under the alternate hypothesis as follows:

IPEI”7IN — {H)\ <¢)“ 1d®N Pt }¢zt>}

UlyeeslN

N
- {H A \deout‘ 7TAt ® ]I)jN(AIBft ® ]:[) ‘\I]d0“t>}

U1yt N

N
I
={HA (Wit | ( ”A@H)(D D|w><w|®U><AIB;®H>|\IJM>}
U15eiN

N t t
A EN;,
= {H (Ddt Te(B; AvALB,) + 5 (Va,,, | (B Arw) w| Al B, ®U>|wdout>)}

out . .
t=1 11,--5tN

So, we can express the TV distance as follows:

2TV( 11» 7INH]PII7 JN)

N AL t
_ tT t ot eAL, t ot
= 2 [Eeorrll (Ddout AALBL) + =5 (Wa | (B Ay |w) (w] ALB] ®U>|\Ivdm>)
i1,0in t=1
N t
H tTAtATBt )
t—1 ou
N L, T ot
(Waoui| (By, At |w)(w| Ay B;, @ U) [Wq,,,)
= E(, 1+ edoy o L = -1
oo B IT (1t LA B,
N &1 Tt
Tr(B; A |w)(w| A} B; U)
:E<NEw ~ 1+e- & “ -1
e vy

. . . ¢ t, . .
where we use the notation E< y (X (i1, ..., in)) = D25, 0 (Ht 1 Ddtut Tr( ijA,gAIBZ)) X(i1,...,iN).

Let u be a standard Gaussian vector such that |w) = ”“H We condition on the event £ that u satisfies:

1. ||uH2 > din and

1
6

7log(N
2. Vt € [N]: Pt<%

where P! is defined as

Tt tT 4
Py A%A; ( t](w]A !Bl B At|w)\ )
i D Tr(Bz',ZTAtAIBft)Tr(Bj;TAtAI B)

T ot ptt 4
s )\ft;\;t4 ( (u Al B, B} Ay Ju) | )
o~ D23 di, \ Te(BL A A]BL)Te(BS A A BL)

t,Jt

Note that under the event £, we have qu, < 6% qu. We claim that for dj,, > 80, we have with probability at
least 9/10, the event & is satisfied. The proof of this claim is deferred to Lernma
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Now, we can distinguish whether the event £ is verified or not in the TV distance. Let

N il Tt
' Tr(B:" Ay |lw)(w| Al Bt U
Vi wu = H (1 +e- <I>t it ) where @:j’fU — (B, tt’T S |T D3, )
=1 ; Tr (B, AtAtht)

By the triangle inequality:

Eoyop ] (14¢ BB Al ABL)
e Tr(B; A AL BY)

< Ban [Ew,oyep H{EYViw,v — D]| + B<y |Eoyp [HEH Yiwu — 1)]]
< E<n |Egwuyop H{EN Wi wu — ]| + E<nEq tyop [H{EH Wiwu +1)]
=EB<n |Ew,u)op [H{EH Yy — 1)]| + 2P (€)

ESN

where we use the fact that ) Xft BZTX Bft = dou Tr(X)T and

N N it T Rt
A Tr(B. " As |lwY{w| A, B U
'S (de“t-Trwf;mtAzBa))H(Hg. B3 i AELD))

i1yein \t=1 =1 TT(BZTAtAIBft)
- H S - Tr(BYT A, Al BL) + N Te(BYT Ay jw) (w| Al BEU)
t=1 iy Ddout " Ddout 't "

= (1 + % CTr(Ag [w) (w] AI)Tr(U)) =1

t=1

It remains to upper bound the expectation E< ’]E(w’U),\/p [1{&€} (W} w, — 1)]|- For this, we follow [Bubeck
et al.,[2020] and apply the Cauchy Schwarz inequality and Holder’s inequality:
2
(B<n [Ew,vy~p [L{EH Tiwu — 1)) + P (€)*
2
< E< (Eqw,v)~p [HEW)} (Vi — 1)) + P (€)*
= E<NEqw i) pEyy~pH{E (W)} Vi u, Ul{g( Wiy

< Ew,oy~pH{E(w) ME( v)~pH{E(2 }HE“ <1+5 q)“t><1+€ (I)Ht>

N
= B 0yop LUE@) B vy p1H{E N [ (142 Bi, 05,001 ) (because B, @4, = 0)
t=1

N
t,i¢ t,it
< max B 0)-pHEW)YE(y)pL{E()) (1 + &2, O o )

1 N
P (G)? 1SN )

1
s BB SO (1 B

x EuyepyBu,:1{E(w )}1{5(2)}(1—1—6 ’E“@f;;@“t

) N
Note that at the last two inequalities, we don’t require anymore that U satisfies ||U||oo< 32 and ||U||1> douyt.
This is possible because the integrand is positive and P (G) > 1 — e~ $Udout)
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For ¢t € [N], let Z; be the polynomial in {Uj ;, V;;, j}?‘j’-“:"l defined as follows:

27 t,it t,ie
Zy = 2, b bl

¢ L fpt tf t ot
_ 2 Z < )\it TT(BE’TAtAIBf,)> Tr(Bit Att‘w><w| AtBitU) Tr(BZ-t Ai’Z><Z‘ Ath'tV)
— \ Ddout ' ' Tr(BYT A, Al B ) Tr(B-T A, Al B )
1t 1t t 1t 1t t 1t
_QZX a>'m%Mme4%mﬁwﬂmam£%w

Note that Z; is a polynomial of degree 2 of expectation 0. The Hypercontractivity [Aubrun and Szarekl,
2017, Proposition 5.48] implies for all k € {1,...,N}:

B (|12,F) < kB (22)".
t

This means that we only need to control the second moment of Z;. We have:

M (Tr(BbT A Al Bt tTr(BY A Alpty
Fy (72) = e Euy ( (B, Ay |w)(w| A; B, U)Tr(B;) Ay |2) (2| Ay B}, V)

1)t
thj:t D23, Tr(Bft’TAtAIBft)
_ <Tr(B§j Ay lw)(w| AJBE U)Te(BT Ay |2) (2] Af B@V))
Te(B;TAA]BL)

LetZ;, j, (w) = EU[Tr(Bft’TAt |w)(w] AIBftU)Tr(B;-;TAt |w)(w] AIB;tU)], we have :

E (ZZ) 4 )\gt A;t Eimjt (w)Eit,jt (Z)
vvi\4y)=¢€
ZZt = D25 \ (B} A, Al B! ) Te(B} A, A] B )

For given iy, j;, we can upper bound the expectation =;, ;,:

Ei, g (w) = By [Te(BT Ay jw) (w| A} B U)Tr(BST A, |w)(w| AlBL, U]
= Y E(UpyUsy) Te(BE A ) (w] ALBE, |2) (y)) Tr(BYT Ay [w) (w] AJBY, |2") (y/])
:L“,y,:r’,y/

16
> (w| ALBY, [a) (x| B} Ay [w) (w] ALBY, ly)(y| B;; Ar |w)

1t
dout

x?y
16
=0 (w| A} B!, BT Ay |w) (w| Al B!, BT Ay lw)
ou
16
= ——|(w| Al B}, B} Ay lw) |”

dout

Therefore we can upper bound the expectation of Z? as follows:

E (ZQ) 4 )\gt )\§t Eit,jf, (w)Eit,jt (z)
Uvi4y)=¢ §
o~ D5 \ Te(BL A A] B! Te(B} A, Al BY)

q%wﬁiﬁp;uMﬂ%%%mwwﬂ%ﬁmww

out it out
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This implies an upper bound for every moment, thatis for k = 1,..., N, we have:
Euw,-H{&(w)}1{E(2)}Evy (1Z°)

k/2
162 ) 5 A, <|<w| LB BYI A |w) 21| AL BL By A |2) |2> ]

< B 1{E(w)}1{E(2) }E* |4

_ (dgut — D23, Te(B) A A} B! ) Tr(B) A, Al B! )

- T pt Rt 4 T ot Rt 4 k/2
< KB 1{E(w)}1{E(2)} | * <12) > NSl ALBE B3 A [w) [+ (] A B B, A7) |
= e, -\ &) & D2y 2Tr(B) A Al B! ) Tr(BLT A AL B )

162\ (Pt + P!) i
= K'Buw:1{E(w)}1{E(2)} ' | = BCE
dout 2
_ k/2
162 - 64\ (Pt + pt
< HBuagwh(EE) | (1) T
out
_ k/2 k/2
162 - 64\ [ (Tlog(N))* Celog(N)*
< KRB 1{E(w)}1{E 4 <k e
= 2H{E(w)}1{E(2)} | e < dgut >< d?ndout ) - dfndgut

where C' > 0 is a universal constant and we used that we are under the events £(w) and £(z).
Now, grouping the lower bound and upper bounds on the TV distance, we obtain:

2 2
(1 — e~ dou)y2 (1752 + 1902> < (1 — e~ $Hdou)2 {(2 TV (IPE(’J""IN H]P%;'"IN> 9P (E))2 +P (5)2}

< (1= e 202 (B By ) [H{EN (Wi = DI + P (€)’]
< m?x]E (1+ ]Zt\)N)

N k/2 N ’ 9 2\ k
N\ ., [ Cetlog(N)* C'Ne“log(N)

inout inout
2 1.5

where we used (],Z) < N;,fk and ¢’ = /Ce. If Nlog(N)? < flé;dc‘i;z the RHS is upper bounded by
3" o0 tir = 1.01 but the LHS is at least (1 — e~ (dou))2 (% n %) > 1.02 for dow, > (1) which is a

2 1.5
contradiction. Hence N log(N)? > f(;;dce;g and finally:

d? dts
N >0 in~"out )
- (log(dindout/s)%z)

We move to prove our claim:

Lemma D.3. Let di,, > 80. We have with probability at least 9/10, the event £ is satisfied.

|w)

= el

Proof. Fix t € [N], denote (i, j) = (it, ji), Xi = BZTA,: and recall that |w)
Gaussian vector. Recall that the event £ is u satisfies:

such that u is a standard

L. [lulls > 31/2din  and

7log(N))*
2. vt € [N]: Pt < gt

in
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where P! is defined as

Pt_z AL, |<“’AIBZB§;TAt Ju) | _Z Ai; [(ul XZXJ‘|U> *
Y D2 dh \ (B AA B TH(B A Al B ) ) S DAdadl \ IXGIB1XG 3

it,j¢ out ij out

First note that with high probability [|u[2> %1/2d;n. Indeed, the function u + |lu||2 is Lipschitz so
P (|lul2< E(|lull2) =) < e=*/2 [Wainwright, 2019 Theorem 2.26]. On the other hand we have by

I . E(|lu)2)? a3
Holder’s inequality IE (||ull2) > \/ E((”TZ%)) = \/ & 1od, > \/2din hence

1 /2 1 /2 _d:
P (HU\Izé 5 3din> <P <HUII2—E(HUH2) <-3 3din> < o dm/2,

For the second point in the event £, we can see that P, is a Gaussian polynomial in the entries of u of degree
8. So we can use the concentration inequality of Gaussian polynomials [Aubrun and Szarekl,|2017, Corollary
5.49], for any 5 > (2¢)/* we have:

P (\P ~E(P)|>s Var(P)) < exp (_isl/zl)

1

so with probability at least 1 — < we have:

P < E(P)+ (elog(N)/2)*\/Var(P) < 5log*(N)\/E (P2).

Let us control the expectation of P2 = P2, recall that we denote (i, 5) = (i, j;) and X; = BZT Ay,

2
i\ _ _
E(P") =E (ZDQC;Q L (1005 12 el XX ) |4)> ]
ij out™in
—E| S AN 2 211X 2 ol XX ) [ o] XX ) 1) [ ()
- IR tll2 Jll2 kll2 tl2 i k< 2
isjik,l outin

AAMN Dace, Tra(X] X5, XIXG, XX, XIXG, X[X0, X[ X0 X[ X0, X X0) .
" A DY, (din + 7! [(din — D)1 XG 11 121 Xk l12]1 X212 in
< 8!)\i)\j/\k)\l ’Tra(XgLXjaX;XiaXZTXjaX;XiﬂXI];XUXITX’C’XIZX“XITX’“”
< max .

acss Lt DAl df, 1213112611311 Xk 1311213

Then we claim that:

Lemma D.4. Let A = X X; and B = X| X;, we have for all a € S,

(Tra(4, A", A, AT, B, BY, B, B)[/2
< max{|Tr(A)[*, Tr(AA")?} max{|Tr(B)|*, Tr(BB")?}
< X301 131 Xk 31X 13-

Sketch of the proof. The strategy to prove this lemma depends on «, we can give an outline:

* Traces containing one element remain unchanged.
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» If we have two successive A (or B) in a trace term, we upper bound this trace with a 2-norm Tr(AA")
times the operator norm of the remaining elements. Then we can upper bound the operator norms with
the 2-norms.

* Otherwise, we have successive (A, B) (with possible adjoint) inside the trace term. We can apply a
Cauchy Schwarz inequality then we find two successive A or B and apply the previous strategy.

For instance we have for v = (1)(5372648):

Tr(A)Tr(BABATBTATBY) < |Tr(A)|Tr(BBY)||ABATBTAT|| o
< |Tr(A)|Tr(BBY)|| BB || || AAT|[3?
ITr(A)|Te(BB)Tr(BBH)Tr(AAT)3/2

< max{|Tr(A)[*, Tr(AA")?} max{|Tr(B)[*, Tr(BB")?}.

A

IN

Another example for o = (15372648):

Tr(ABABA'BYA'BT) < Tr(ABABBYA' Bt AN /2 Tr(BABAA' Bt AT B1)1/2
< Tr(BB")||AAT|%, | BB'||oo< Tr(BB')*Tr(AAT)?.

Using Lemma[D.4] we have:
B(P) < BIANAN | Tra (XX, XX, XX, XTXG, XX, X X, X X0, X X))
< max
aeds Lot DAy dy, 12613115 131 Xk 131 X013
81 NN AR
< max W : \/|Tra(XiTXj,XJTXi,XiTXj,X;Xi,X,in,X;Xk,X,le,XlTXkﬂ
i?j’?
< BN AN Te(XT X2, Te(XT X XX Tr(X] X)), Tr( X)X, X1 X
ZW max{|Tr(X; X;)|%, Tr(X; X j i)} max{|Tr(X; X;)[7, Tr(X; Xi X Xi) }
Z7J7k7l ou

So we have 4 cases to consider, two of them are similar. Let us define four subsets of indices:

= {(i, 4, k. 1) | Te(X[X5) > Te(XT X XTXG), | Te(X]X0) > Tr(X[] X X[ X)
ZWﬁM%WWMMKﬁMMﬂMmWMMWSMﬁ&ﬁM%
=mmm%mmﬂm%ﬂwﬁﬁﬁmmaMWsmﬂmw&m
= {(i,j, k1) | Te(X[X;)[P< Te(XTX;XTX0), | Te(X[X0) > Tr(X] X X[ X))
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For the first case where the indices (i, j, k, 1) € C1, we have:

81 A A AR A
S 2SR max{|Te(X] X)), Te(X] X5 X XG) } max{| Tr(X] X)) 2, Tr(X] X, X[ X))

DigE 8
i3k, 1€CH Doy
81 AA AN,
<D Dt PR
i,,k,l out
81 AN AN
=> > 4d4 & (2| XX |2) (] X]J[Xi ) (| X} X0 |2 (| X)X )
1,5,k x,y,2’ Yy’ out
8!
= 3 gt g Ao BT o) (0] AD T To(Ae ) (o] AD
z,y,z Yy out

Tr[Tr(A [2) (y/| AT)]IdoutTr(At ") (2| AI)I[dDm]

8!
= > Dl @ dS (Y| AJAr |z) (@] A A, ly) (o) AJAr [o7) (2| AT A |

z,y,x Y out

8! 6 T 8! 6 T A4
W dOutTr(A AtA At) W doutTr(AtAt)

8! 8!
= . dS dt = ———
D 4d§ut d8 out d18n d(2)ut

because 3, A X; M X! = 3. MBI A{M Al B; = dou Tr(A; M AN, ,, and Tr(A;Al) = diy
For the second case where the indices (i, j, k: l) € Cy, we have:

81 AN A
ST S SEEEE  max{|Te(X] X;) 2, Tr(X] XX XG)  max{ | Te(X] X)) 2, Tr(X] XX X))

DAE B
0,5,k l€C2 Doy iy,
A
<y As 424 ’“281 Te(X] X, XX Tr(X X0 X Xy
i.5.k,l out
8! T2 T2 4
———Tr(AA))“Tr(D)Tr(ALA;)“Tr(D)d,,
" D, O
8! 8!
76[4 d6 _
D 4d§utd8 mout d18ndc2)ut

For the third case where the indices (i, j, k,[) € C3, we have:

A\ AEA
> BN AN max{|Tr(X] X)) %, Tr(X] X, X 1 X0)} max{| Tr(X] X;)2, Tr(X] X, X/ Xi)}

4 74 8
iikaec, D doutdi,
AN AN
<X D T PTG
i,5.k,l ou
AN AN
= 3 P 3l XIX ) (XX ) TR XX )
1,7,k,1 ou z,y
AR
= 3 D 3o o AL (1 AL ) B T4
,7,k,l out
AL ]l N
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The fourth case, where the indices (i, j, k,[) € Cy, is similar to the previous one.
To sum up, we have

i A
E (P?) < BIANMA T (XX 2 (X7 X XT X)) Y max{ | Te(XT X)) 12, Tre(XT X, X X,
[l kel k k l

i,5.k,l D4déutd8
4 x 8!
B d?ndgut

So by the union bound, we have with probability at least 1 — 4 — e~%n/32 > 2 forall t € [N]:

4 x 8! _(Tlog(N))*
<
dS d? d dout

inout

P, <5log"(N)*V/E(P2) < 5log"(N)

and ||ul[2> \/din /6, that is the event & is satisfied.

D.2 Proof of Thm.

Theorem D.5. Any incoherent ancilla-assisted adaptive algorithm for testing identity to the depolarizing
channel requires, in the worst case,

d?ndOUt + d(l)u5t
woa(f )

measurements.

Proof. We use the same construction as in the proof of Thm. {.5] Mainly, under the null hypothesis Hy the
quantum channel is NV(p) = D(p) = Tr(p ) . Under the alternate hypothesis H;, a quantum channel
N ~ P has the form:

I
+
dout dout

N(p) = Tr(p)

(w| plw) U

where |w) = W |0) and W ~ Haar(diy) and for all ¢, j € [dout], Uj;i = Ui j ~ 1{i # jIN, (O o? = dii)c)
and we condition on the event G = {||U||1> dout, ||U|lcc< 32}. We call this distribution P and use the
notation (w, U) ~ P. Recall that P (G) > 1 — exp(—Q(dout)) — exp(—(d?,;)) and under G, the map N/
is a valid quantum channel e-far from the quantum channel D.

Now, given a set of observations i«; = (i1, ...,4—1). The adaptive algorithm .4 would choose at step ¢

ﬁ7i<t>< ti<t }
(Z)Zt (Z)Zt ZfEIt

Under the null hypothesis Hy, the quantum channel N” = D so the probability of the outcomes is exactly:

On the other hand, under the alternate hypothesis H1, the probability of the outcomes is exactly:

117 JN _ {H)\tl<t< Lii<t ¢ﬁ,i<t>}
it

the input pl<t and the measurement device /\/l2<t = {)\Wd

id® D(p Z<t)

i1,ein

id @ Nwv)(pt™)

UlyesiN

51



Recall that

w|® U.

I I
Jp=1 and Ty =5+ lw)

We can suppose w.l.o.g. that each input state is pure because of the convexity of the KL divergence. For ¢ €

[N] and iy, let pi<t — ¢i<t><¢l<t
vector as follows:

Moreover, we can write each rank one input state and measurement

¢§Qi<t> = Bi7 ®1|¥q,,)
where |¥;) = f S°4_ | Jéi) and the matrices AL<* € CdancXdin and Bl<t CdancXdout yerify:
Tr(Aj~' Asicy, 1) = din and Tr(B.~'Bjict, ) = dous.

Note that we have for all ¢, Zit /\ZR‘BZ@’*X Bfft = dout Tr(X)I. Indeed, the condition of the POVM M,
implies:

X®]I_X®HZ ‘_ZAtXBt (8]1|\:[Jdout><\:[]dout|BtT(8H
it
hence by taking the partial trace

Z N, Gl BEYX BY, iy i) (]

out ;
1,2 7.7

Finally

> N, BETX B!, = dou Tr(X)L.
Now we can re-write the distribution of the observations under the null hypothesis as:

]PE(;.--JN _ {H)\ <¢“ 1d®D (pt) |¢1t>}
71 IN

t=1

77777

N
H A 1t \I/dout’ Bt TAt ® ]I)jD(AIB'ft ® ]I) ‘\Pdout>}
t=1 i1,0iN

t
= {H 31 out| tTAtAIB’ft ®]I) |\Pdout>}
115N

t=

=

t

out

(BLTA ATBt)} ,

11, IN
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and under the alternate hypothesis as:

IPEI”7IN — {H)\ <¢)“ 1d®N Pt }¢zt>}

UlyeeslN

N
- {H A \deout‘ 7TAt ® ]I)jN(AIBft ® ]:[) ‘\I]d0“t>}

U1yt N

N
I
={HA (Wit | ( ”A@H)(D D|w><w|®U><AIB;®H>|\IJM>}
U15eiN

N t t
A EN;,
= {H (Ddt Te(B; AvALB,) + 5 (Va,,, | (B Arw) w| Al B, ®U>|wdout>)}

out . .
t=1 11,--5tN

We can express the KL divergence as follows:

I,...,I I,...,I
KL (PR NHPﬁhw%J

Z H ”AATBt)

i1yt N t= 1 OUt

Ht 1 th Tr( ZTAtAIBft)

x log

I, (Dd;atTr(Bt TAAIBL) + St (0, | (BT Ay [w)(w] A[B! @ U) \\Pdw»)

>\
T (W, | (BET A |w) (w] A B @ U) [¥g,,,)

I
hE

E<ny(—log) [ 1+

t=1 Dd” tT]f( ft’TAtAIBft)
N 1 Tt
Tr((B;" Ay |w)(w| A} BLU))
= > E<n(—log) (1 +e “ b
; Te(B A Al BY)

where we use the notation E<n (X (i1, .. .,in)) = >, <Ht n Dd’t Tr(Bt T A, ATBt )) X(i1,...,in).

Using the inequality (—log(1 + z)) < —x + 22 valid for > —1/2 and since for ¢ < 64, we have
Tr((B}, AcJw)w|A] B, U))

> —1/2, we can upper bound the previous integrand as follows:

Tr(B;,' A A[ BY,)
FMMMMMHU»
—log) ” : t
B A A|B!)
<”At\w><w|A*Bt U) |, oTr((By A jw)iwl ALBLU))
Te(B; A, AlB!) Te(B, A, Al B! )
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Observe that the first term vanishes under the expectation:

Te((BLT Ay |w) (w] A{BLU))
E<n | e 0 4 Al
'TI'(B»7 AtAtht)

Tr((BYTA AlBtU
=E<t Z ” Tr Bt TAtATBft) e r((B;, tt|§‘)><wL +Bi,U))
dout TI'(BZ; AtAt B”ft)

~ B 12D S e Tr((BY Ay w) {w| ABLU))

out

= ]Egt,lﬁTr(At jw) (w| AN Te(U) =0

where we used ), Aft Bft’TX Bft = dout Tr(X)I. For the second term, we will instead upper bound its
expectation under UU. Observe that this term is nonnegative, so we can safely remove the condition on the
event G and then we compute the expectation under Haar distributed vector w and Gaussians {U; ; }.

g (2B A ] ATBLU)?\ _ 82, ((wl AB] BT, |w)?
Tr(B) A, A} Bt )2 dout Tv(B.T A A] B! )2
_ 642 Te(AIBLBITA) 64
- doutd?n TI"(BZTAtAIBZ)Z d?ndout'

Therefore

N t,t Tt

Tr((B;) At |w)(w| A; B} U))
E 01y KL (P12 ’INHIPII’ I ) < S B yEpyop(—log) [ 1+ it i
(w,U)~P ( Hl,wU)> Z u)~p(=log) T(BLAAB)

64e?  64Ne?
d?ndout d?ndout '

M= 1

E<y

~~
Il

1

On the other hand, the Data-Processing inequality applied on the KL divergence (see Prop. [F.3) writes:

I, In,0
Eqwyp KL (P[P ) 2 e KL(Pr, (A= 0) [Pry o) (A = 0))

> KL(2/3]1/3) = - 10g(2) — 5 105(2) = 3 log(2).

Grouping the lower and upper bounds on the KL divergence:

128 Ne?

1
— 77— 2 Ew,u)~p KL (]Pﬁ ’INHIPIh o ) > - log(2)
& dous 3

Hi,(w,U)

which yields the lower bound:

2
N=0Q (dind;“t> :
g
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E Testing identity of quantum states

In this section, we show how to reduce testing quantum states to testing discrete distributions. The same
result with another proof can be found in [[Chen et al.,[2022a]. For a POVM M and a quantum state p, let
p(M) denotes the classical probability distribution {Tr(pM;)};. The following lemma captures the main
ingredient of the reduction:

Lemma E.1. Forall 6 > 0, let | = %log(2/5) and UY,U?,...,U" € C™? pe Haar -random unitary

i‘>}1§i§d,1§j§l’ M= {% Z><Ug

and o we have with a probability at least 1 — §:
lp ~1/dl>

20

A similar statement can be found in [Matthews et al., 2009] where the authors analyze the uniform POVM
and a POVM defined by a spherical 4-designs. However, for our reduction, it is important to minimize the
number of outcomes of the POVM.

matrices of columns { } _is a POVM and for all quantum states p
(2

)

TV(p(M),a(M)) =

Proof. Let{ = p — o, we have U |e;) = |U;) and we use Weingarten Calculus|[F.1)and [F.2]to calculate

B [(U:1£1U)%) = BLUil€ 03) (Uil € U] = B [Te(¢ [V} (Ui € [UUD)
= B[Te(€U [ei)(es] U"EU eq){es] U7)] = B [Te(U"€U lex)ei] U7EU e ei])]

= 30 Wa(B )Ty (O Tralled) e e ) = gy THE)
a,BESs
Similarly
E [<Ui‘€|Ui>4} = E[(U| £1Us) (Ul € |Us) (Uil € |Us) (Ui € |U3)]
= E [Tr(& U (Uil £ |U) (Uil € 1U:) (Ui | € |Us) (Uil )]
=E[Tr(EU |€;)(ei| U™EU le){es| UTEU |eq)(es| UEU |ei) (ei| U™)]
= E[Tr(U*EU lei)(ei| UTEU lei)(ei| UTEU leq)(eil UTEU leq)(eil)]
> We(Ba ™t d)Trg-1(8,&,& ) Trallen) (el lea)(eal s lea) (el s [ea) (el
a,BeGy
1
= DT 23 OTE) +OT(ED).
S Ry A
We can now conclude by Holder’s inequality:
d (& [wigv?])”

E [TV (p(M Z r A =D

=\ E[wilewn]

\/ (d=1(d+ 1)1 Tr(£2))?
cd-1

d

Z; (A1) (d12) (d+3) 1)
d

> Zc T;(fQ) > cy/Tr(p — 0)2.

1

(2
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Let f(U) = TV(p(M),c(M)), we first show that f is Lipschitz by using the triangle and Cauchy
Schwarz inequalities:

2AfW) -~ FV=| S I

1<i<d,1<j<l

UZJ><U5 V?><Vij
T e |
2 ;\/W\/Tr((’(]gxw

1<i<d1<5<l
(v

JivEe [ Y
gv?¢ﬂ@%¢§jﬁ«W—vw%

1<i<d,1<j<I
1<j<1

&) =[Tx(

§)]

IN

Tr((

)€)|
W><W
VIV

IN

)?)

IN

)?)

d
gvfwﬁ@mw—v
hence fis L = \/% / Tr(&?)-Lipschitz, therefore by Thm.

2,HS,

_ chTr(.EQ)

P (If0) = E(FW)] > SV/IE@)) <o it = e =g,

for [ = 241log(2/8)/c?. Finally with high probability (at least 1 — §/2) we have

TV(p(M), (M) 2 E(TV(p(M), o(M))) = [TV (p(M), 0(M)) ~ E(TV(p(M), o(M)))
> o/ TH(&) - SV TN (@) > 5 VI(E).

O

Let n = ||p — I/d||2. Under the alternative hypothesis Hs, the TV distance between P and U, can
be lower bounded by TV (P,U,,) > % lp — I/d||2. So Lem. gives a POVM for which our problem
reduces to testing identity: P = U,, vs TV(P,U,) > & with high probability, where n = {dlog(2/6) and
P = M(p). Therefore we can apply the classical testing uniform result of [Diakonikolas et al.l [2017] to

obtain a copy complexity:
(VM%OMU
O T .

F Technical lemmas

In this section, we group technical lemmas useful for the previous proofs of this article.
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Algorithm 3: Testing identity of quantum states in the 2-norm with an error probability at most 9.

= %log(Q/é).
Sample U, U?,. .., U' € C?™4 from Haar(d) distribution.

Let {

Measure the quantum state p using the POVM M = {%

Uf>} be the columns of the unitary matrices U', U?, ..., U’
1<i<d,1<j<I

v WUt
@) (ﬂlog(l/é)/%) samples from p(M).
Test whether hg : p(M) = Ujqg or hy : TV (p(M), Uiq) > n/20 using the testing identity of discrete
distributions of [[Diakonikolas et al., 2017]], with an error probability J, and answer accordingly.

}. ~and observe
Z?]

F.1 Weingarten Calculus

Since we use generally a uniform POVM, which consists in sampling a Haar -unitary matrix, we need some
facts from Weingarten calculus in order to compute Haar -unitary integrals. If 7 a permutation of [n], let
Wg(7, d) denotes the Weingarten function of dimension d. The following lemma is crucial for our results.

Lemma F.1. [Gu 2013] Let U be a d x d Haar -distributed unitary matrix and {A;, B;}; a sequence of
d x d complex matrices. We have the following formula

E(Tr(UBU AU ... UB,U*A,))

= Y Wg(Ba ', d)Trg-1(B,..., By)Tray, (A1, Ay),
a,BeG,

where 7y, = (12...n) and Try (M, . .., My) = ;Tr(Iliec; M;) for o = 11;C; and C; are cycles.
We need also some values of Weingarten function:
Lemma F.2. s Wg((1),d) = 3,
- We((12),d) = gy,
* We((1)(2),d) = z5
* Wg((123),d) = @
« We((12)(3),d) = gy

2
* Wg((1)(2)(3),d) = m~
In particular it is known that the sum of the Weingarten function has a closed expression:
Lemma F.3. [[Collins et al.| [2012)] Let d, k € N*. We have
1

agg:ng(a,d): dd+1)--(d+k—1)
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F.2 Concentration inequalities for Haar-random unitary matrices

The following concentration inequality is important for our results.

Theorem F.4. [Meckes et al.| |2013|] Let M = U(d)k endowed by the Lo-norm of Hilbert-Schmidt metric. If
F : M — Ris L-Lipschitz, then for any t > 0

P(|F(Uy,...,Uy) —E(F(Uy,...,U))|> t) < e~d*/12L7
where Uy, . .., Uy, are independent Haar-distributed unitary matrices.

F.3 Kullback-Leibler divergence

Definition F.5 (Kullback Leibler divergence). The Kullback Leibler divergence is defined for two distribu-
tions P and Q on [d] as

d P
KL(P|Q) =) _ Pilog (Q> :
i=1 ’

We denote by KL(pl||q) = KL(Bern(p)||Bern(q)).
Kullback-Leibler’s divergence is non-negative and satisfies the Data-Processing property:
Proposition F.6 ([Van Erven and Harremos, 2014]). Let P, P’, Q and Q' distributions on [d], we have
* Non negativity KL(P||Q) > 0.

* Data processing Let X a random variable and g a function. Define the random variable Y = g(X),
we have

KL (P*|Q™) > KL (PY||QY).
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