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Institut Pasteur, Université Paris Cité, CNRS UMR 3571, Decision and Bayesian Computation, 75015 Paris, France.

(Dated: July 3, 2023)

This paper addresses the exploration-exploitation dilemma inherent in decision-making, focusing
on multi-armed bandit problems. The problems involve an agent deciding whether to exploit cur-
rent knowledge for immediate gains or explore new avenues for potential long-term rewards. We
here introduce a novel algorithm, approximate information maximization (AIM), which employs an
analytical approximation of the entropy gradient to choose which arm to pull at each point in time.
AIM matches the performance of Infomax and Thompson sampling while also offering enhanced
computational speed, determinism, and tractability. Empirical evaluation of AIM indicates its com-
pliance with the Lai & Robbins asymptotic bound and demonstrates its robustness for a range of
priors. Its expression is tunable, which allows for specific optimization in various settings.

Introduction. The exploration-exploitation dilemma
is a fundamental challenge in decision-making. It arises
when an agent must choose between exploiting its cur-
rent knowledge to maximize immediate rewards or ac-
quiring new information that may lead to greater long-
term gains. This dilemma is ubiquitous in various fields,
from anomaly detection [1] to the modelling of biological
search strategies [2–4] and human decision-making [5–9].

The multi-armed bandit problem is a paradigmatic ex-
ample of an explore-exploit problem and has been exten-
sively studied and applied in a range of fields, includ-
ing applied mathematics [10–16] to animal behavior [17],
neuroscience [18–21], clinical trials [22–24], finance [25],
epidemic control [26], and reinforcement-learning [27, 28],
among others. In the multi-armed bandit problem, an
agent is presented with a set of possible actions, or
”arms”, each associated with a probabilistic reward (akin
to a multi-armed slot machines game). The agent must
choose which arm to pull at each time step to maximize
its cumulative reward over a fixed or infinite time hori-
zon. Hence, at each time step, the agent can either play
the arm with the better rewards to improve the knowl-
edge on that arm or explore new arms to test if they
would not lead to increased rewards.

In the following we begin with a brief introduction
to the bandit problem, followed by a presentation of
our novel approximate information procedure, completed
with its corresponding analytical expression. We then
provide empirical evidence of the procedure’s efficacy be-
fore delving into a discussion of its various properties and
implications.

We consider the classic multi-armed bandit set-
ting [29]. At each point in time, t, an agent chooses an
arm, At, between K different arms, A = {1, 2, . . . ,K}.
The chosen arm, it returns a stochastic reward, Xt,
drawn from a distribution whose mean, µit , is unknown
to the agent [Fig. 1(a)]. The agent’s goal is to maximize
the cumulative reward (equivalently, minimize the cumu-
lative regret) with no time horizon. Formally, we aim to
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minimize the expected regret [29], E[R(t)], with

R(t) = µ∗t−
t∑

τ=1

Xτ . (1)

The regret, R(t), measures the cumulative difference be-
tween the rewards obtained by the algorithm and the
expected reward that it would have obtained by choos-
ing the best action. Optimal strategies, regardless of
their details, are characterized by the following asymp-
totic bound (the Lai and Robbins bound) [30]:

〈R(t)〉t→∞ ≥ β log(t), (2)

where β is a constant factor that depends on the reward
distributions.

Multiple strategies attain the Lai and Robbins bound
[Eq. (2)]. Notably, the εn-greedy strategy [10], which
plays the best current arm with probability 1 − εn and
randomly samples other arms with probability εn, with a
time-varying εn; the Upper Confidence Bound-2 (UCB-
2) algorithm [16], which relies on a tuned confidence
index associated to each arm to decide which arm to
play; Thompson sampling (proportional betting), which
relies on sampling the action from the posterior distri-
bution that it maximizes the expected reward. Impor-
tantly, methods such as the εn-greedy and UCB-based
algorithms require parameter tuning to reach the Lai and
Robbins bound, making them sensitive to uncertainties
and variations of the prior information used for tuning.
Approximate information maximization for bandit

problems. We aim here to develop a tractable,
functional-based algorithm for the multi-armed bandit
problem. Inspired by the Infomax principle [2, 31], we
rely on the entropy as a functional to optimise to decide
which arm to play. Contrary to classical bandit algo-
rithms, the entropy encompasses the information carried
by all arms in a single functional, thus characterising the
global state of the game. More precisely, we aim to op-
timise S, the entropy of the posterior distribution of the
value of the maximal reward, pmax,

S = −
∫

Θ

pmax(θ) ln pmax(θ)dθ, (3)
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FIG. 1. (a) Illustration of the multi-armed bandit prob-
lem. At each time step t the agent chooses an action i = At
that returns a reward ri(t) drawn from a distribution of un-
known mean µi. The agent’s goal is to minimize the cumu-
lative regret R(t) [see Eq. (1)]. (b) Posterior distributions of
bandit values after playing the 2-armed Bernoulli game with
r1(t) = 5, n1(t) = 9, r2(t) = 41, n2(t) = 192, where ri(t),
ni(t) are respectively the cumulative reward and number of
draws of arm i. In blue, the posterior distribution, pθmax , of
the reward of the current best arm. Vertical green and blue
lines are the current average rewards of the suboptimal (de-
noted θmin) and optimal arm (θmax). In green, the posterior
distribution, pθmin , of the current sub-optimal arm. In pur-
ple, the posterior distribution, pmax, of the maximum reward
of all arms. (c) Zoomed plot of (b) in the region where the
posterior distribution of the maximal reward value transition
from being dominated by pθmax>θmin to being dominated by
pθmin>θmax . In purple pmax. In light blue, the probability,
pθmax>θmin , is that the optimal arm’s gain is superior to the
suboptimal arm. In light green, the probability, pθmin>θmax ,
is that the gain of the suboptimal arm is superior to that of
the optimal arm. The orange vertical line is the transition
value θeq and the red vertical line its approximation θ̃eq (see
Supplemental Material S1 B & S2 B for its derivation).

where Θ = [θinf , θsup] is the support of pmax (which de-
pends on the nature of the game), and

pmax(θ) =

K∑
i=0

P(µi = θ)
∏
j 6=i

P(µj ≤ θ). (4)

The entropy S summarizes the information about the
state of the game and we require our algorithm to greedily
optimise its gradient, i.e., to select the next arm accord-
ing to:

argmin
i=1..K

〈S(t+ 1)− S(t)|At+1 = i〉. (5)

By doing so, the algorithm seeks to maximize the ex-
pected decrease in entropy, conditioned on the current

knowledge of the game. This strategy has shown to be
competitive with state-of-the-art algorithms and attain
the Lai and Robbins bound [31].

However, while Eq. (5) can be numerically evaluated, it
cannot be computed in closed form for most bandit prob-
lems. To obtain an algorithm that is both tractable and
computationally efficient, a second functional approxi-
mating the entropy has to be derived.

Hence, we devise a set of approximations of both pmax

and S to get a tractable algorithm. We develop our ap-
proach on the 2-armed bandit. We denote the arms ac-
cording to their current mean rewards, respectively the
maximum one by imax (with expected reward θmax) and
the minimum by imin (with θmin). Note that the true ex-
pected reward of imax may be smaller than that of imin

due to the stochasticity of the game.
Our approximate form of the entropy reads:

S̃ = (1− ctail)S̃body + S̃tail − (1− ctail) ln(1− ctail).

(6)

It decomposes the entropy into three tractable terms cor-
responding to approximations made on pmax. The first
term, S̃body, approximates the entropy of the mode of

pmax. The second, S̃tail, captures the entropy of the tail
(on the high reward side, see Fig. 1(b,c)) of pmax. These
approximate entropies are weighted by factors depend-
ing on ctail, a corrective term that compensates for an
extension of the integral boundaries in order to make
the entropy evaluations analytically tractable (see Sup-
plemental Material S1 B for details).

More precisely, the tail term reads:

S̃tail = −
∫ θsup

θ̃eq

pθmin(θ) ln pθmin(θ)dθ, (7)

where θ̃eq is the approximation of θeq, the value of θ
where the probability of being the maximum is identical
for both arms (see red and orange curves on Fig. 1(c)),
and pθmin

(θ) = P(µimin
= θ) is the posterior probability

of the current suboptimal arm having expected reward θ.
The approximate entropy of the main mode is split into

two terms:

S̃body = −
∫

Θ

pθmax>θmin
(θ) ln pθmax

(θ)dθ

−Ac

∫
Θ

pθmin>θmax
(θ)dθ,

(8)

where pθmax
(θ) is the posterior probability at θ of the cur-

rent optimal arm, pθi>θj (θ) = P(µi = θ, µi ≥ µj) is the
posterior probability for the expected reward θ of arm i to
be larger than θj , and Ac = 1.25889 is a predetermined
constant [see Eq. (S5) in Supplemental Material S1 A].
The first term in Eq. (8) is the leading-order term of the
mode of pmax, dominated by the current optimal arm,
whereas the second term handles the corrections induced
by the suboptimal arm in the vicinity of θmax (see Sup-
plemental Material S1 A for details).
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FIG. 2. Temporal evolution of the regret for Bernoulli (a-c) and Gaussian (d-f) 2-armed bandits. In blue AIM, in red
Thompson sampling, in yellow UCB-tuned, in grey εn-greedy, and in purple KL-UCB. Details of simulations and the tuning
required for some algorithms are provided in Supplemental Material S3 and S4. True parameters were drawn uniformly in ]0, 1[
for both bandits in (a,d), parameters were set to µ1 = 0.7, µ1 = 0.8 for (b,e) and to µ1 = 0.1, µ1 = 0.3 for (c,f).

Finally, the third, corrective term in Eq. (7) is ctail =∫ θsup

θ̃eq
pθmin

(θ)dθ.

We propose approximate information maximization
(AIM), an algorithm that consists in evaluating Eq. (6)
for each arm in each time step t and choosing the one
that minimizes the expected value of S̃(t+ 1) according
to Eq. (5). Depending on the reward distributions, and

their associated Θ, the log dependencies inside S̃body and

S̃tail can be integrated analytically or approximated by
its long-time asymptote (see Supplemental Material S2
for a detailed deviation of all terms). Then, AIM pro-
vides a direct implementation following an analytically
tractable expression.

Results. We demonstrate the performance of AIM on
the paradigmatic Bernoulli bandits [10, 32, 33] and on
Gaussian bandits [34] with unknown mean µi ∈ [0, 1]
and unit variance. Supplementary Table S1 lists analytic
expressions for the terms of S̃ [Eq. (6)] for each problem.

Figure 2 compares the performance of the AIM algo-
rithm with other state-of-the-art algorithms on numer-
ically generated data (see Supplemental Material S3 &
S4 for implementation of AIM and other classic ban-
dit strategies). For both Bernoulli and Gaussian ban-
dits, AIM empirically follows the Lai & Robins bound,
with a regret scaling as log (t). Its long time perfor-
mance matches that of Thompson sampling while relying
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FIG. 3. Regret distribution and rare events. (a) The proba-
bility of obtaining a cumulative regret superior to R for both
Thompson and AIM playing Bernoulli games with uniform
priors and N = 217 realizations). AIM has an exponential
decay similar to Thompson algorithm. (b) Fraction of the
sub-dominant arm, drawn for high regret events (0.1%) and
plotted along the mean difference µmax−µmin. In both (a-b)
Thompson and AIM exhibit the same behaviour.

on a simple analytical formula. Additionally, AIM out-
performs Thompson methods at intermediate times for
challenging parameter configurations [Fig. 2(b)].

The following heuristic argument qualifies the optimal
asymptotic scaling of AIM. Assuming t� 1 and Nmax �
Nmin � 1, i.e., the best arm has been predominantly
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pulled. Then, the variation along Nmin and Nmax = t −
Nmin of the approximate entropy reads:

∂S̃

∂Nmin
= (1− ctail)

∂S̃body

∂Nmin
+
∂S̃tail

∂Nmin
+ ..

(−S̃body + ln(1− ctail) + 1)
∂ctail

∂Nmin
,

(9)

To leading order, the minimum of Eq. (9) is found
at Nmin ∼ ln(t)/KB(µmin, µmax). For Bernoulli bandits,
where KB(µmin, µmax) is the Kullback-Leibler divergence
between the reward distributions, thus recovering the Lai
and Robbins bound (see derivation in Supplemental Ma-
terial S5). Note that this derivation is not entirely rigor-
ous as it assumes that, after a certain time, we can be sure
that the optimal arm has been predominantly pulled.
We checked this assumption by investigating the asymp-
totic behaviour of high cumulative regret events (Fig. 3),
for which the sub-dominant arm has been drawn a non-
negligible fraction of time. These events are exponen-
tially rare and happen only for small µmax−µmin, which
require exponentially long times to be distinguished (a
behaviour that is shared by Thompson sampling).

Conclusion. In this study, we present a new ap-
proach, AIM, designed to effectively balance exploration
and exploitation in multi-armed bandit problems. AIM
employs an analytic approximation of the entropy gra-

dient to select the optimal arm. This novel approach
mirrors the performance of Infomax (see Supplemental
Material S4 and Fig. S1), from which it is derived, while
offering improved computational speed. It also parallels
Thompson sampling in functionality, yet outperforms it
in terms of being deterministic and more easily managed.

Empirical testing demonstrated that AIM complies
with the Lai and Robbins bound and exhibits robust-
ness to a broad spectrum of priors. Furthermore, since it
relies on an analytic expression, AIM can easily be fine-
tuned to optimise performance in various scenarios, while
still satisfying the Lai and Robbins bounds. Specifically,
tuned AIM is highly efficient for K-armed bandits with
K > 2 (see Supplemental Material S6 and Fig. S2 for
derivation and examples).

Due to its reliance on a single, analytically tractable
functional expression, AIM proves adaptable for differ-
ent bandit problems, particularly where other approaches
may face efficiency constraints. Interesting future re-
search directions include devising a rigorous proof of op-
timality, applying and optimising AIM to multi-armed
problems with finite horizons, with insufficient time to
sample all bandits, and its extension to Monte-Carlo
path-planning schemes.
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[36] A. Garivier and O. Cappé, Computing Research Reposi-
tory - CORR (2011).

[37] E. Kaufmann, N. Korda, and R. Munos, in Algorithmic
Learning Theory, edited by N. H. Bshouty, G. Stoltz,
N. Vayatis, and T. Zeugmann (Springer, Berlin, Heidel-
berg, 2012), Lecture Notes in Computer Science, pp. 199–
213, ISBN 978-3-642-34106-9.



1

˙
Supplemental material



2

S1. ENTROPY APPROXIMATION

Here, we derive the approximations S̃tail and S̃body constituting Eq. (6) in the main text. Equation (6) relies on
the observation that that functional form of the posterior pmax can naturally be split in two distinct parts above and
below the point θ̃eq ≈ θeq,

S = Sbody + Stail, (S1)

with

Sbody = −
∫ θ̃eq

θinf

pmax(θ) ln pmax(θ)dθ , Stail = −
∫ θsup

θ̃eq

pmax(θ) ln pmax(θ)dθ. (S2)

The individual contribution, Sbody and Stail are easier to approximate using standard techniques than the full expres-
sion, S. We detail these approximations below.

A. Approximation of the main mode’s contribution

The approximations leading to S̃body derives from decomposing Sbody as:

Sbody = −
∫ θ̃eq

θinf

pmax ln (pθmax>θmin) dθ −
∫ θ̃eq

θinf

pmax ln

(
1 +

pθmin>θmax

pθmax>θmin

)
dθ. (S3)

To be able to perform the integration analytically, we extend the upper bound of the integrals from θ̃eq to θsup. This
requires neglecting the contribution from pθmin>θmax

in the first term, resulting in the weight normalisation factor ctail

appearing in Eq. (6). We furthermore approximate ln(pθmax>θmin
) by ln(pθmax

) in the first term. Next, we approximate
the second term of Eq. (S3) by

ln

(
1 +

pθmin>θmax

pθmax>θmin

)
≈ Ac

pθmin>θmax

pθmax>θmin
+ pθmin>θmax

, (S4)

which is a variation of an approximation deduced from the Taylor series of the inverse hyperbolic tangent for 0 <
pθmin>θmax

pθmax>θmin
< 1. First, note that this term should contribute significantly only when

pθmin>θmax

pθmax>θmin
< 1 since the entropy

has already been partitioned. Thus, Eq. S4 choice is justified because it stays bounded even for pθmin>θmax � pθmax>θmin

which occurs since the integral bounds have been pushed above θ̃eq. Finally, Ac is obtained as the solution to:∫ 1

0

ln(1 + x) = Ac

∫ 1

0

x

x+ 1
, (S5)

leading to Ac = 1.25889. Taken altogether, this leads to Eq. (6).

B. Approximation of the tail contribution

The approximation expression for the tail contribution to the entropy, S̃tail [Eq. (7)] is obtained from S̃tail [Eq. (S2)]
by neglecting the contribution from imax, i.e., approximating pmax by pθmin

. This approximation requires our body-tail

separator to precisely determine when the best arm contribution becomes sub-dominant. Rephrased differently, θ̃eq

approximates the transition value θeq where the current less expected arm will become more likely to be the maximum
than the best expected arm. At long times, since imax must be much more selected than the suboptimal one, we
should observe a distribution pθmax

that is highly contracted compared to pθmin
. This effect will result in a tail that

is mostly dominated by pθmin
justifying our previous assumption.

S2. ANALYTICAL DERIVATION OF AIM

Here, we summarize all the steps leading to the analytic expressions used in AIM for 2-arms study case and exhibited
in Supplementary Table S1.
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Bernoulli reward Gaussian reward

θi, Ni
ri(t)+1
ni(t)+2

, ni(t) + 3 ri(t)
ni(t)

, ni(t)

Vi,∆, Vt,
θi(1−θi)

Ni
, θmax − θmin,

θmax(1−θmax)
Nmax

+ θmin(1−θmin)
Nmin

σ2

Ni
, θmax − θmin,

σ2

Nmax
+ σ2

Nmin

θ̃eq θmax +
√

2Vmax[NminKB(θmin, θmax) + 1
2

ln Nmax
Nmin

] Nmaxθmax−Nminθmin
Nmax−Nmin

+

√
4NmaxNmin(θmax−θmin)2

(Nmax−Nmin)2
+

σ2 ln Nmax
Nmin

|Nmax−Nmin|

ctail 1− Iθ̃eq(rmin(t) + 1, nmin(t)− rmin(t) + 1) 1
2
erfc

(√
Nmin(θ̃eq−θmin)
√

2σ2

)

S̃body

1
4

ln(2πVmaxe
1−2Ac) + 1

4
ln(2πVmaxe

1+2Ac)erf
[

∆√
2Vt

]
− ∆Vmax

2
√

2πV
3/2
t

e−∆2/2Vt

1
4

ln(2πVmaxe
1−2Ac) + 1

4
ln(2πVmaxe

1+2Ac)erf
[

∆√
2Vt

]
− ∆Vmax

2
√

2πV
3/2
t

e−∆2/2Vt

S̃tail (1− Iθ̃eq,m)[NminKB(θmin, θ̃eq) + 1
2

ln(2πVmin)] 1
4

ln(2πVmine)erfc

(
(θ̃eq−θmin)√

2Vmin

)
+

(θ̃eq−θmin)

2
√

2πVmin

e
−−(θ̃eq−θmin)2

2Vmin

SUPPLEMENTARY TABLE S1. Analytic expressions for the terms of the approximate entropy Eq. (6) for Bernoulli (left)
and Gaussian (right) reward distributions. To derive closed-form analytical expression for the Bernoulli bandits, we applied a
Laplace approximation.

A. Gaussian approximation of the Beta posterior distribution

For the Bernoulli bandits, we approximate the Beta distributions by Gaussian distributions. To do so, we define
θi, Ni such that

E
[
XB(ri+1,ni−ri+1)

]
=
ri + 1

ni + 2
= θi, (S6)

and

Var
[
XB(ri+1,ni−ri+1)

]
=
ri + 1

ni + 2

(
1− ni − ri + 1

ni + 2

)
1

ni + 3

=
θi(1− θi)

Ni
.

(S7)

Thus, θi and Ni are respectively the mean and the number of draws that lead to a Gaussian approximation with the
same two first moments as the true Beta distribution. (Note that for a Gaussian reward distribution, we have directly
θi = ri/ni and Ni = ni.)

B. The partitioning approximation

In this section we derive an approximation of the intersection point (defined above as θ̃eq) where the distributions
pθmax>θmin

and pθmin>θmax
intersect at their highest value (if more than one solution exists).

We start with the case of Bernoulli bandits. The exact equation verified by the intersection point θeq is

e−NmaxKB(θmax,θeq)

∫ θeq

0

e−NminKB(θmin,θ
′)dθ′ = e−NminKB(θmin,θeq)

∫ θeq

0

e−NmaxKB(θmax,θ
′)dθ′. (S8)

Taking the logarithm of Eq. (S8) and normalizing the last term leads to

NminKB(θmin, θeq)−NmaxKB(θmax, θeq) +
1

2
ln
Nmax

Nmin
+ ln

∫ θeq
0

√
Nmine

−NminKB(θmin,θ
′)dθ′)∫ θeq

0

√
Nmaxe−NmaxKB(θmax,θ′)dθ′

= 0. (S9)

The distributions are uni-modal, and assuming that (θmax, Nmax) > (θmin, Nmin) and recalling that θeq is the highest
intersection solution, we approximate θeq by neglecting the last term,

NminKB(θmin, θeq)−NmaxKB(θmax, θeq) +
1

2
ln
Nmax

Nmin
≈ 0. (S10)



4

In the long time limit Nmax � Nmin and θeq will be in the vicinity of θmax when the Gaussian expansion of the
Kullback-Leibler divergence is relevant [in particular for Nmin ∼ O(lnNmax)]. Thus, we approximate KB(θmin, θeq) by
KB(θmin, θmax) and expand KB(θmax, θeq) to lowest order in θeq, which leads to the expression given in Table S1,

θ̃eq = θmax +

√
2Vmax

[
NminKB(θmin, θmax) +

1

2
ln
Nmax

Nmin

]
, (S11)

where Vmax = θmax(1− θmax)/Nmax, which verifies θ̃eq − θmax ∼ o(N−1/3
max ), consistent with the Gaussian expansion of

the Kullback-Leibler distance around θmax.
We apply the same reasoning for Gaussian rewards, which leads to:

Nmin
(θeq − θmin)2

2σ2
−Nmax

(θeq − θmax)2

2σ2
+

1

2
ln
Nmax

Nmin
≈ 0. (S12)

Solving for θeq leads to:

θ̃eq =
(Nmaxθmax −Nminθmin)

Nmax −Nmin
+

2

|Nmax −Nmin|
×
√
NmaxNmin(θmax − θmin)2 + σ2(Nmax −Nmin) ln

(
Nmax

Nmin

)
.

(S13)

Note that the expressions, Eq. (S11) and Eq. (S13), rely on the assumption that (θmax, Nmax) > (θmin, Nmin). For

Nmax ≤ Nmin, the contributions from pθmin
and pθmax

do not intersect and θ̃eq = θsup (i.e., θ̃eq = 1 and θ̃eq = +∞ for
Bernoulli and Gaussian rewards, respectively), which means that the contribution from the tail is zero.

C. Closed-form expressions for the main mode’s contribution

1. Gaussian posterior distributions

Here, we derive the S̃body term given in Table S1 for Gaussian posterior distributions. Inserting the Gaussian form
of the posterior into Eq. (8) gives:

S̃body =−
∫ +∞

−∞

e−Θ2
max

√
2πVmax

1

2

[
1 + erf(Θmin)

](
−1

2
ln(2πVmax)−Θ2

max

)
−
∫ +∞

−∞
Ac

e−Θ2
min

√
2πVmin

1

2

[
1 + erf(Θmax)

]
dθ,

(S14)

where Vi is the distribution’s variance, Θmax = (θ− θmax)/
√

2Vmax, and Θmin = (θ− θmin)/
√

2Vmin. We integrate the
constant part of the first term by use of the following identity [35]:

∫ ∞
−∞

1

2

[
1 + erf

(
θ − θ1√

2V1

)]
e−

(θ−θ2)2

2V2√
2πV2

=
1

2

[
1 + erf

(
θ2 − θ1√

2
√
V2 + V1

)]
, (S15)

which leads to∫ ∞
−∞

1

2

e−Θ2
max

√
2πVmax

[1 + erf(Θmin)]
1

2
ln (2πVmax) dθ =

1

4
ln (2πVmax)

[
1 + erf

(
θmax − θmin√
2(Vmax + Vmin)

)]
. (S16)

Next, we integrate by parts the second part of the first term to obtain:∫ ∞
−∞

Θ2
max

1

2
[1 + erf(Θmin)]

e−Θ2
max

√
2πVmax

=

∫ ∞
−∞

1

4

e−Θ2
max

√
2πVmax

[1 + erf(Θmin)] +

∫ ∞
−∞

(θ − θmax)
1

2

e−Θ2
max

√
2πVmax

e−Θ2
min

√
2πVmin

=
1

4

[
1 + erf

(
θmax − θmin√
2(Vmax + Vmin)

)]
+

(θmin − θmax)Vmax

2
√

2π(Vmax + Vmin)3/2
e
− (θmax−θmin)2

2(Vmax+Vmin) ,

(S17)
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where we also employed the identity of Eq. (S15).
Finally, the last term is also integrated using Eq. (S15), giving:

−Ac

∫ ∞
−∞

1

2
[1 + erf(Θmax)]

e−Θ2
min

√
2πVmin

= −Ac

2

[
1 + erf

(
θmin − θmax√
2(Vmax + Vmin)

)]
. (S18)

Combining Eq. (S16), Eq. (S17) and Eq. (S18) leads to the expression given in Table S1.

2. Bernoulli posterior distributions

Reminding S2 C, the analytic derivation of S̃body made for Gaussian reward [Eq. (S16), Eq.(S17) and Eq. (S18)]
can be extended to Bernoulli reward with θi and Ni thus obtained.

D. Closed-form expressions for the tail contribution

We conclude our approach by considering the tail contribution to the approximate entropy.

1. Gaussian posterior distribution

We first consider the Gaussian reward case for which the contribution from the tail can be derived exactly,

S̃tail =

∫ ∞
θeq

e−Θ2
min

√
2πVmin

[
1

2
ln(2πVmin) + Θ2

min

]

=
1

4
ln(2πVmine)erfc

(
θ̃eq − θmin√

2Vmin

)
+
θ̃eq − θmin

2
√

2πVmin

e
− (θ̃eq−θmin)2

2Vmin .

(S19)

2. Bernoulli posterior distribution

We now focus on the Bernoulli case for which S̃tail requires a second approximation in order to get rid of the
numerical integration. We have:

S̃tail ≈ −ctail ln(pθmin(θ̃eq))

≈
(

1− Iθ̃eq,m
)[
NminKB(θmin, θ̃eq) +

1

2
ln(2πVmin)

]
,

(S20)

where Iθ̃eq,m is the normalized incomplete beta function evaluated at θ̃eq with parameters rmin +1 and nmin−rmin +1.

Of note, we have bounded ln(pθmin
(θ)) by its value at θ̃eq and included only the leading order at large times. We

remark that Eq. (S20) is one possible solution, but others would work as well as long as their leading order is given
by ctail.

Applying Eq. (5) to the obtained analytic expression Eq. (6), leads to the AIM algorithm.

S3. AIM ALGORITHMS

Here, we summarize the algorithm procedures introduced in the main text.

A. Two-armed Gaussian bandit

1. Draw each arm once, update ri(t), ni(t) and their associated θi, Ni according to Table S1.
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2. For t > 2, sort the arms according to θi(t) to get (θmin(t), Nmin(t), nmin(t), rmin(t)) and
(θmax(t), Nmax(t), nmax(t), rmax(t)) couples.

• If θmin(t) = θmax(t) then choose the arm which has been currently drawn the least. If Nmin(t) = Nmax(t)
choose randomly.

• Otherwise, if Nmin(t) ≥ Nmax(t) then draw imax.

• Otherwise, evaluate θ̃eq according to Table S1. Then, evaluate the absolute value of the gradient of

S̃(ri(t), ni(t), rj(t), nj(t), θ̃eq) along each arm according to:

∆iS̃ =

∣∣∣∣12 S̃(ri(t) + θi(t) + ασ, ni(t) + 1, ..) +
1

2
S̃(ri(t) + θi(t)− ασ, ni(t) + 1, ..)− S̃(ri(t), ni(t), ..)

∣∣∣∣, (S21)

where the dots refer to constant variables (rj(t), nj(t), θ̃eq), α = 1, and S̃ given by Eq. (6) with Table S1.
Next, draw the arm with the highest gradient.

3. Update ri(t+ 1), ni(t+ 1) according to the reward returned by the chosen arm.

Let us draw some additional observations. First, we stress that if Nmax ≤ Nmin, the current best arm, imax,
is automatically drawn. It is because the current best arm should always be played in this case (since the infor-

mation about it is lesser than the current worst arm, imin). Next, S̃ also requires to sort its input values. Thus,

θmax(t), Nmax(t), θmin(t) and Nmin(t) used in each S̃ evaluation are different from the ones used in the sorting step 2.

However, θ̃eq is shared among all S̃ evaluations. This avoids adding perturbations induced by the cutoff of the tail.
Finally, one should note that Eq. S21 is a particular way to evaluate the gradient, but other approaches are possible
(i.e., by modifying α or computing the higher derivative orders).

B. Two-armed Bernoulli bandit

For the Bernoulli bandit, most of the procedure is identical to the Gaussian case described above. One simply
has to replace the expressions for the case of Gaussian rewards by those corresponding to Bernoulli rewards given in
Table S1. The only difference in the procedure regards the gradient evaluation [Eq. (S21), which is replaced by:

∆iS̃ =

∣∣∣∣ ri(t)ni(t)
S̃(ri(t) + 1, ni(t) + 1, ..) +

ni(t)− ri(t)
ni(t)

S̃(ri(t), ni(t) + 1, ..)− S̃(ri(t), ni(t), ..)

∣∣∣∣, (S22)

where, as above, the two dots refer to constant variables rj(t), nj(t) and θ̃eq.

C. K > 2 armed Gaussian bandit

To further assess the efficiency of the AIM algorithm, we address the multi-armed case (with a number of arms
K > 2). We notice that Eq. (6) is asymmetric in (imax, ii), which suggests that all but imax could be decoupled in the
general entropy expression by neglecting the correlations between subdominant arms. In practice, we thus propose to
evaluate the K − 1 gradients between each subdominant arm and imax by the use of Eq. (6) with each subdominant
arm in place of imin. The dominant arm imax is pulled if all the gradient evaluations favor imax, and the subdominant
arm with the highest absolute gradient is chosen if at least one gradient favors a subdominant arm. Thus, the AIM
implementation for K > 2 reads:

1. Draw each arm once, and update ri(t), ni(t) and their associated θi, Ni according to Table S1.

2. At each step t > K, determine the arm with the best empirical mean reward such that:

• θmax > θi ∀i 6= max,

• or imax = argmax(Ni)
{i:θi=θmax}

if the dominant arm is not unique. If the maximal Ni is not unique, imax is drawn

randomly among {i : θi = θmax ∧Ni = Nmax}.
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3. Compare each arm i to imax by computing the two following gradients:

∆iS̃ =

∣∣∣∣12 S̃(ri(t) + θi(t) + ασ, ni(t) + 1, ..) +
1

2
S̃(ri(t) + θi(t)− ασ, ni(t) + 1, ..)− S̃(ri(t), ni(t), ..)

∣∣∣∣, (S23)

where the two dots refer to constant variables (rmax(t), nmax(t), θ̃eq), and

∆i,maxS̃ =

∣∣∣∣12 S̃(rmax(t) + θmax(t) + ασ, nmax(t) + 1, ..) +
1

2
S̃(rmax(t) + θmax(t)− ασ, nmax(t) + 1, ..)− S̃(rmax(t), nmax(t), ..)

∣∣∣∣,
(S24)

where the two dots refer to constant variables ri(t), ni(t) and θ̃eq, and θ̃eq is computed following Table S1 with
ri(t), ni(t), rmax(t), nmax(t).

4. Then, select the arm At such that:

• At = imax if ∆iS̃ < ∆i,maxS̃,∀i 6= max,

• or At = {argmax(∆iS̃ −∆i,maxS̃)}
∆iS̃−∆i,maxS̃≥0

elsewise. If there is more than one solution At is drawn randomly

among them.

5. Update ri(t+ 1), ni(t+ 1) according to the reward returned by the chosen arm.

D. K > 2 armed Bernoulli bandit

For the multi-armed Bernoulli bandit, most of the procedure is identical to the multi-armed Gaussian algorithm
described above. As for the two-armed case, the procedure is implemented by replacing the expressions by those for
Bernoulli rewards given in Table S1. The expressions for the gradients are replaced by:

∆iS̃ =

∣∣∣∣ ri(t)ni(t)
S̃(ri(t) + 1, ni(t) + 1, ..) +

ni(t)− ri(t)
ni(t)

S̃(ri(t), ni(t) + 1, ..)− S̃(ri(t), ni(t), ..)

∣∣∣∣, (S25)

where the two dots refer to constant variables (rmax(t), nmax(t), θ̃eq), and

∆i,maxS̃ =

∣∣∣∣ rmax(t)

nmax(t)
S̃(rmax(t) + 1, nmax(t) + 1, ..) +

nmax(t)− rmax(t)

nmax(t)
S̃(rmax(t), nmax(t) + 1, ..)− S̃(rmax(t), nmax(t), ..)

∣∣∣∣,
(S26)

where the two dots refer to constant variables ri(t), ni(t) and θ̃eq.

S4. OTHER STATE-OF-THE-ART BANDIT ALGORITHMS

Here, we briefly review several baseline algorithms which provide a benchmark of our gradient method.

A. Epsilon-n-Greedy

This method is a variation of the ε-greedy strategy, and is one of the most widely used bandit algorithms due to
its undeniable simplicity [29]. The ε-greedy strategy selects either a random arm with a probability ε or the current
dominant arm otherwise. The εn-greedy strategy is a generalized form of this approach where the parameter ε is a
time-dependent function ε(t) = min{1, c(µ1, µ2)K/(d2t)}. The constant c is a hyperparameter of the method, which
needs to be tuned for optimal performance. Here, we used c = 10 tuned for Bernoulli uniform priors and c = 30 for
Gaussian uniform priors. Let us stress that εn-greedy relies on a priori knowledge of the distribution of {µ1, µ2} in
order to be effective.
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B. UCB-Tuned

This method belong to the class of upper confidence bound (UCB) algorithms which pull the arm maximising a
proxy function generally defined as Fi = θi +Ri where Ri bounds the regret to logarithmic growth. For UCB-tuned,
Riis given by:

Ri = c(µ1, µ2)

√
ln(t)

ni(t)
min

(
1

4
, si(t)

)
, si(t) = σ̂i

2 +

√
2 ln(t)

ni(t)
, (S27)

where σ̂i
2 is the reward variance and c a hyperparameter. Here, we rely on the optimised version of Fi proposed

in [32] for Bernoulli reward:

Fi =
ri(t) + 1

ni(t) + 2
+ c(µ1, µ2)

√
ln(t+ 2K)

ni(t) + 2
min

(
d, si(t)

)
, si(t) =

(ri(t) + 1)(ni(t)− ri(t) + 1)

(ni(t) + 2)2(ni(t) + 3)
+

√
2 ln(t+ 2K)

ni(t) + 2
, (S28)

with c = 0.73 and d = 0.19. For Gaussian rewards we adapt (S27) with c = 2.1 and σ̂i
2 = σ2

ni(t)
, although this is not

necessarily optimal.

C. KL-UCB

This method is an another upper confidence bound (UCB) variant which has been especially designed for bounded
reward, and in particular for Bernoulli distributed rewards where it reaches the Lai and Robbins bound [36]. For
KL-UCB, Fi reads:

Fi = max
{
θ ∈ Θ : NiKB

(
ri(t)

ni(t)
, θ

)
≤ ln(t) + c(µ1, µ2) ln(ln(t))

}
, (S29)

where Θ denotes the definition interval of the posterior distribution. By testing various c values, we end up with
c(µ1, µ2) = 0.00001.

D. Thompson sampling

At each step, Thompson sampling [33, 37] stochastically selects an arm based on the posterior probability that
it maximizes the expected reward. In practice, after drawing K random values according to each arms’ posterior
distribution, it picks the arm with the largest value:

At = argmax
i=1..K

(
XB(ri+1,ni−ri+1)

)
. (S30)

E. Infomax

At each step, Infomax relies on a greedy entropy minimization to decide the arm to be played. Here we adapt
the Infomax [2, 31] algorithm by replicating the steps detailed in Supplementary Section S3 B but replacing S̃ by a
numerical integration of S [Eq. (3)]. The regret performance of the Infomax algorithm thus obtained is compared
with AIM and Thompson methods in Fig. S1.
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SUPPLEMENTARY FIG. S1. Comparison of AIM and Thompson sampling with the Infomax algorithm based on the exact
entropy. Mean regret as function of time for 2-armed Bernoulli bandits with parameters drawn uniformly in ]0, 1[. In light
blue AIM , in orange Thompson, and in pink our Infomax gradient implementation (see S4 and S3) with the exact entropy
obtained by numerical integration. The algorithms relying on the exact entropy or its analytic approximation show very similar
performance.

S5. ASYMPTOTIC OPTIMALITY OF APPROXIMATE INFORMATION MAXIMISATION

Here, we provide details on the asymptotic behaviour of the entropy at fixed θmax, θmin, and t � 1. Recall that
the derivative of Eq. (6), from which we seek to derive the asymptotic behavior of Nmin by minimizing S̃, is given by:

∂S̃

∂Nmin
= (1− ctail)

∂S̃body

∂Nmin
+
∂S̃tail

∂Nmin
+ (−S̃body + ln(1− ctail) + 1)

∂ctail

∂Nmin
. (S31)

We will focus on Bernoulli reward distributions, and thus the terms of S̃ given by Table S1. Since the different
terms share common derivatives, we first provide the θ̃eq derivative. To leading order it is equal to:

∂θ̃eq

∂Nmin
=
θmax(1− θmax)

θ̃eq − θmax

t(2NminKB(θmin, θmax)− 1) +Nmin ln(t/Nmin − 1)

2(t−Nmin)2Nmin

= O

(
ln(t)√
tNmin

,

√
ln(t)√
t

)
.

(S32)

Next, we focus on the norm and main mode terms, ctail and S̃body, respectively. Since Vmax, Vt � Vmin, all the
terms that depend exponentially on Vmax or Vt are negligible to leading order. We thus obtain

∂S̃body

∂Nmin
∼ 1

2(t−Nmin)
+O(exp(−C0t)), (S33)

with C0 > 0.
Next, we consider the tail terms of which we propose to rewrite the regularized incomplete beta distribution as

ctail = 1− Iθ̃eq,m

= C(θ̂min, N̂min)

√
N̂min

∫ 1

θ̃eq

e−N̂minKB(θ̂min,θ)dθ

= C(θ̂min, N̂min)

√
N̂mine

−N̂minKB(θ̂min,θ̃eq)

∫ 1

θ̃eq

e
−N̂min

[
θ̂min ln(

θ̃eq
θ )+(1−θ̂min) ln(

1−θ̃eq
1−θ )

]
dθ,

(S34)
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where θ̂min = rmin

nmin
, N̂min = nmin and C(θ̂min, N̂min) ∼ [2πθ̂min(1 − θ̂min)]−

1
2 + O(N̂

− 1
2

min) by convergence of the
Beta distribution to its Gaussian counterpart. Next, we partition the integral, which denotes I, at a cutoff µc =
N̂min(θc − θ̃eq), leading to:

I =

∫ 1

θc

e
−N̂min

[
θ̂min ln(

θ̃eq
θ )+(1−θ̂min) ln(

1−θ̃eq
1−θ )

]
dθ +

∫ µc

0

e
N̂min

[
θ̂min ln(1+ µ

θ̃eqN̂min
)+(1−θ̂min) ln(1− µ

N̂min(1−θ̃eq)
)

]

N̂min

dµ. (S35)

Taking µc ∼ A
√
N̂min, we obtain a well-defined expansion of the second integral, which leads to:

I = Ce
N̂min

[
θ̂min ln(1+ A

θ̃eq
√
N̂min

)+(1−θ̂min) ln(1− A

(1−θ̃eq)
√
N̂min

)

]
+

∫ A
√
N̂min

0

e
µ(
θ̂min
θ̃eq
− 1−θ̂min

1−θ̃eq
)

N̂min

[
1 +Amin

µ2

N̂min

+O(
µ3

N̂2
min

)

]
dµ

=
θ̃eq(1− θ̃eq)

Nmin(θ̃eq − θmin)
+O(N−2

min).

(S36)

where the difference between θmin and θ̂min is of the order O(N−1
min) and are then included in the second term.

By the use of Eq. (S36), we find

ctail ∼ C2
θ̃eq(1− θ̃eq)√

Nmin(θ̃eq − θmin)
e−NminKB(θmin,θ̃eq)

[
1 +O(N−1

min)
]
, (S37)

to leading order. Using this gives us the dominant order of the variation of ctail:

∂ctail

∂Nmin
= − C2

2N
3
2

min

θ̃eq(1− θ̃eq)

(θ̃eq − θmin)
e−NminKB(θmin,θ̃eq) − C2

∂θ̃eq

∂Nmin

[
1 +

θmin(1− θmin)

(θmin − θ̃eq)2

]
e−NminKB(θmin,θ̃eq)

√
Nmin

− C2
θ̃eq(1− θ̃eq)√

Nmin(θ̃eq − θmin)
e−NminKB(θmin,θ̃eq)

[
KB(θmin, θ̃eq) +Nmin

∂θ̃eq

∂Nmin

(
1− θmin

1− θ̃eq

− θmin

θ̃eq

)]

+
∂C2

∂Nmin

θ̃eq(1− θ̃eq)√
Nmin(θ̃eq − θmin)

e−NminKB(θmin,θ̃eq) +O
(
e−NminKB(θmin,θ̃eq)N−2

min

)
,

(S38)

where C2 = CeNminKB(θmin,θ̃eq)e−N̂minKB(θ̂min,θ̃eq) accounts for the change of variable between (θ̂min, N̂min) and
(θmin, Nmin). The derivative of C2 is to leading order:

∂C2

∂Nmin
∼ C2O

(
1

N
3/2
min

)
. (S39)

Combining Eq. (S39) with Eq. (S38) yields the leading order of the derivative of ctail:

∂ctail

∂Nmin
∼ −C2KB(θ̂min, θ̃eq)

θ̃eq(1− θ̃eq)√
Nmin(θ̃eq − θmin)

e−NminKB(θmin,θ̃eq)

(
1 +O

(
1

Nmin

))
. (S40)

We finally expand S̃tail to leading order, which yields:

∂S̃tail

∂Nmin
=

∂ctail

∂Nmin
[NminKB(θmin, θ̃eq) +

1

2
ln(2πVmin)] + ctail

[
Nmin

∂θ̃eq

∂Nmin

(
1− θmin

1− θ̃eq

− θmin

θ̃eq

)
+KB(θmin, θ̃eq)− 1

2Nmin

]

= −C2KB(θ̂min, θ̃eq)2
√
Nmin

θ̃eq(1− θ̃eq)

(θ̃eq − θmin)
e−NminKB(θmin,θ̃eq)

(
1 +O

(
1

Nmin

))
.

(S41)

Inserting the leading order terms of Eqs. (S33), (S38), and (S41) into Eq. (S31) leads to:

∂S̃

∂Nmin
=

1

2(t−Nmin)
− C2

√
NminKB(θ̂min, θ̃eq)2 θ̃eq(1− θ̃eq)

(θ̃eq − θmin)
e−NminKB(θmin,θ̃eq)

(
1 +O

(
1

Nmin

))
− 1

2
ln(t)C2KB(θ̂min, θ̃eq)

θ̃eq(1− θ̃eq)√
Nmin(θ̃eq − θmin)

e−NminKB(θmin,θ̃eq)

(
1 +O

(
1

Nmin

))
.

(S42)
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SUPPLEMENTARY FIG. S2. Mean regret for 8-armed Bernoulli (a) and Gaussian (b) bandits with parameters drawn
uniformly in ]0, 1[. In red Thompson sampling and in blue tuned AIM (see Section S6).

Finally, setting ∂S̃
∂Nmin

= 0 leads to:

1

t
∼ 2C2

√
NminKB(θ̂min, θ̃eq)

θ̃eq(1− θ̃eq)

(θ̃eq − θmin)
e−NminKB(θmin,θ̃eq)

(
1 +

ln(t)

2KB(θ̂min, θ̃eq)Nmin

)
, (S43)

which, by taking the logarithm and noting that θ̃eq → θmax, leads to:

ln(t) ∼ NminKB(θmin, θmax)− ln

[
2C2

√
NminKB(θ̂min, θmax)

θmax(1− θmax)

(θmax − θmin)

(
1 +

ln(t)

2KB(θ̂min, θmax)Nmin

)]
. (S44)

Hence, we obtain the Lai and Robbins relation for the AIM algorithm:

Nmin ∼
ln(t)

KB(θmin, θmax)
+ o(ln(t)). (S45)

S6. TUNED APPROXIMATE INFORMATION MAXIMIZATION

Here, we detail how the AIM algorithm can be tuned for specific multi-armed bandit problems, showing its capacity
to outperform Thompson sampling (see Fig. S2). We propose some empirically optimised variations to the functional

form of the approximate entropy S̃ [Eq. (6) and Table S1] derived in the main text. These lead to a simplified version
of the approximate entropy, which is adjusted to provide a better expected regret in case of expected rewards drawn
according to a uniform prior while still respecting the Lai and Robbins bound.

A. Bernoulli rewards with K > 2

To obtain a tuned version of AIM for multi-armed bandits, we propose to simplify the main mode term by keeping
the dominant term (when ∆/

√
2Vt →∞) which we multiplied by two:

S̃body = − ln

(
2π
θmax(1− θmax)

Nmax

)
. (S46)

We also simplified the expression by neglecting the contribution from ctail (i.e., letting ctail → 0). This leads to the
tuned expression:

S̃ ≈ S̃body + S̃tail. (S47)
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Thus, the tuned version of AIM for multi-armed Bernoulli bandits consists in replacing S̃ functional in Eq. (S25)
and Eq. (S26) by Eq. (S47).

B. Gaussian rewards with K > 2

For the multi-armed Gaussian bandits, we propose the following form:

S̃(θmax, Nmax, Nmin, θmin) =
1

8

1 + erf

 θ̃eq − θmin√
2σ2N−1

min

 ln

(
2πe1−2Acσ2

Nmax

)
+ 2 ln

(
2πeσ2

Nmin

)
erfc

 θ̃eq − θmin√
2σ2N−1

min

 .

(S48)

Since, Eq. (S48) exhibits a simple closed-form expression, it is possible to derive an exact and explicit expression
of its expected gradient for continuous Gaussian reward distributions,

∆max,minSp =

∫ ∞
−∞

e−
µ2

2σ2√
2πσ2

[
|Sp(

θmaxNmax + µ

Nmax + 1
, Nmax + 1, ..)− Sp(..)| − |Sp(..,

θminNmin + µ

Nmin + 1
, Nmin + 1)− Sp(..)|

]
dµ

=

∫ ∞
−∞

e−
µ2

2σ2√
2πσ2

[
|∆maxSp| − |∆minSp|

]
,

(S49)

where the two dots refer to constant variables. Noticing that the first term (variation along max) is independent of
the integration variable, we obtain:

∆maxS̃ = −1

8

1 + erf

 θ̃eq − θmin)√
2σ2N−1

min

 ln

(
1 +

1

Nmax

)
. (S50)

By use of the identity Eq. (S15) this leads to:

∆minS̃ =
1

8
ln

(
2πe1−2Acσ2

Nmax

)erf

(
(θ̃eq − θmin)(Nmin + 1)√

2σ2
√
Nmin + 2

)
− erf

 θ̃eq − θmin√
2σ2N−1

min


+ 2 ln

(
2πσ2e1

Nmin + 1

)
erfc

(
(θ̃eq − θmin)(Nmin + 1)√

2σ2
√
Nmin + 2

)
− 2 ln

(
2πσ2e1

Nmin

)
erfc

 θ̃eq − θmin√
2σ2N−1

min

 .

(S51)

Combining S50 and S51 leads to the complete expression of the gradient:

∆max,minS̃ =
1

8

1 + erf

 θ̃eq − θmin√
2σ2N−1

min

 ln

(
1 +

1

Nmax

)

− 1

8
ln

(
Nmax

2πe1−2Acσ2

)erf

(
(θ̃eq − θmin)(Nmin + 1)√

2σ2
√
Nmin + 2

)
− erf

 θ̃eq − θmin√
2σ2N−1

min


− 2 ln

(
Nmin + 1

2πσ2e1

)
erfc

(
(θ̃eq − θmin)(Nmin + 1)√

2σ2
√
Nmin + 2

)
+ 2 ln

(
Nmin

2πσ2e1

)
erfc

 θ̃eq − θmin√
2σ2N−1

min

 .

(S52)

Thus, the tuned and continuous version of AIM for Gaussian rewards consists in replacing gradient evaluation in
Eq. (S21) by Eq. (S52)
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