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Human vision in the periphery is most accurate for stimuli that point towards
the fovea. This so-called radial bias has been linked with the organization
and spatial selectivity of neurons at the lowest levels of the visual system,
from retinal ganglion cells onwards. Despite evidence that the human visual
system is radially biased, it is not yet known whether this bias persists
at higher levels of processing, or whether high-level representations are invar-
iant to this low-level orientation bias. We used the case of face identity
recognition to address this question. The specialized high-level mechanisms
that support efficient face recognition are highly dependent on horizontally
oriented information, which convey the most useful identity cues in the
fovea. We show that face selective mechanisms are more sensitive on the hori-
zontal meridian (to the left and right of fixation) compared to the vertical
meridian (above and below fixation), suggesting that the horizontal cues in
the face are better extracted on the horizontal meridian, where they align
with the radial bias. The results demonstrate that the radial bias is maintained
at high-level recognition stages and emphasize the importance of accounting
for the radial bias in future investigation of visual recognition processes in
peripheral vision.
1. Introduction
The retina of various species, including humans, is spatially inhomogeneous.
It consists of a small fovea with high resolution capacity, and a large peripheral
zone with spatial resolution decreasing as the distance from fovea increases
[1,2]. Around the fovea, retinal ganglion cells are organized in a radial manner,
with elliptically shaped dendritic fields whose longer axis points towards the
fovea (like the petals of a daisy flower). Owing to this anatomical property,
these cells maximally respond to orientations that point towards fixation [3,4].
Neurophysiological studies have documented the existence of radial biases
in the lateral geniculate nucleus [5,6] and in the visual cortex of cats and maca-
ques [7–11]. These studies describe cells with radially oriented receptive
fields in areas V1 to V4. Neuroimaging studies have further corroborated the
existence of a radial bias at the cortical level by showing that radial orientations
elicit stronger BOLD response in retinotopic areas V1 to V3 in both humans
and monkeys [12]. Population receptive fields in V1, V2 and V3 have also
been found to be radially elongated [13–15], though these findings have been
disputed [16].

The radial bias is also found at the perceptual level. Psychophysical exper-
iments in humans have demonstrated that visual performance in peripheral
vision is biased in favour of radial orientations: sensitivity to simple stimuli
such as lines or gratings is higher when they are oriented radially (see Gabor
patches in figure 1) than tangentially. For example, sensitivity on the horizontal
meridian is better for a horizontal bar than for a vertical bar, and vice versa on
the vertical meridian. This effect has been demonstrated with experiments
measuring sensitivity to contrast [12,18–20], spatial frequency thresholds
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Figure 1. (a) Schematic of the radial filter hypothesis. The Gabor patches represent radial orientations (those that align with meridians), for which visual sensitivity
in peripheral vision is the best. As peripheral objects (e.g. faces) are processed by radially biased receptive fields at low-level processing stages, the radially oriented
content should be weighted higher in their neural representation. By this reasoning, the filtered faces schematize the information that would be propagated to the
high-level processing stages specialized in the recognition of face identity. (b) Cartoon illustration of the horizontal tuning of face identity recognition at the fovea
(adapted from [17]). Foveal sensitivity to face identity is highest in the horizontal range. The inversion of the face in the picture plane (dotted line) strongly reduces
this horizontal tuning, revealing the importance of the horizontal content for the recruitment of face specialized processing.
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[21,22], phase and orientation discrimination [18,23], as well
as Vernier and bisection acuity [24,25]. The radial bias also
influences saccade landing errors [26], as well as spatial inte-
gration mechanisms such as visual crowding, where flankers
positioned radially induce more crowding than those posi-
tioned tangentially [2,26,27]. Surround suppression in the
periphery is also stronger between gratings that are arranged
radially than tangentially [28,29]. The radial bias adds to
other well-described spatial inhomogeneities in peripheral
sensitivity. Indeed, visual performance (e.g. contrast sensi-
tivity or spatial resolution) is better along the horizontal
than the vertical meridian independently of stimulus orien-
tation (horizontal-vertical anisotropy); it is also better in the
upper than lower visual field (vertical meridian anisotropy;
[30,31]; see [32], for a graphical summary of these anisotro-
pies). Unlike these other anisotropies, the radial bias is a
property of orientation encoding, which adds to the overall
variations in visual sensitivity across the visual field.

These past findings suggest that the radial bias is a ubiqui-
tous feature of human vision, influencing the low and
mid-level visual processing stages of the visual system (from
retina to V4). However, it is not yet known whether and how
this bias influences visual recognition; i.e. the ability to make
higher-level semantic judgements regarding our visual
environment (e.g. recognizing the identity of a given face, cate-
gorizing an artefact as a chair). Visual recognition presumably
arises at high-level processing stages of the visual hierarchy.
These high-level recognition stages are thought to produce
complex representations that reflect the stable properties of
the object, irrespective of accidental characteristics of its retinal
projection, such as where the object appears in the visual field
(e.g. [33–36]). Thus, it is possible that early retinotopic biases do
not affect visual recognition. Alternatively, low- to mid-level
radial biases could transfer to higher-level stages of visual
processing and affect visual recognition performance. The
latter case assumes that the lower-level computations give
more weight to radially oriented content. The representation
of a peripheral object available to later stages of visual pro-
cessing can thus be thought as being ‘radially filtered’ (as
schematized in figure 1a). Hence, visual recognition of complex
and ecologically relevant stimuli may be modulated by the
position of the object in the visual field, depending on the rel-
evance of the information conveyed by the radially filtered
orientation band.

In this study, we addressed whether and how radial
biases survive at higher-level processing stages through the
lens of human face identity recognition, making use of
its strong dependence on orientation. Indeed, a number of
studies conducted in foveal vision have provided consistent
evidence that the visual mechanisms specialized for human
face recognition are mainly driven by the horizontal content
of the face image (e.g. [17,37–40]). When faces are filtered
in the Fourier domain to preserve only a restricted range of
orientations (as in figure 1a), identity recognition perform-
ance at fixation typically follows a bell-shaped curve with
the best identity recognition performance for horizontally fil-
tered faces and worst performance for vertically filtered faces
([17,37]; this effect is schematized in figure 1b). This horizon-
tal tuning for identity recognition has been replicated across a
range of manipulations of the orientation content: not only
by simple filtering or manipulation of the oriented filter
bandwidths [17,37,39–42], but also by masking [39,43],
notch phase scrambling [44] and ‘bubbles’ sampling [38].
The neural signatures of face processing are also mostly
driven by the horizontal face content [42,44].

Importantly, there is increasing evidence that the horizontal
tuning of face identification is specific to face recognition, and
that it is not present at early stages of visual processing
[17,39,41,45]. For instance, a recent study founddistinct patterns
of orientation selectivity in a low-level contrast detection task
and an identification task for the same face stimuli [45]. More-
over, the horizontal tuning of face identification is robust as
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Figure 2. (a) Face triads used in the experiment. Half of the participants of each group were familiarized and tested with the male triad, and the other half with
the female triad. An example of the seven phase-coherence variations tested is shown with face ‘Rosie’. (b) In a first group of participants (left-up group), the
stimulus was randomly presented on each trial either to the fovea, on the left horizontal meridian, or on the upper vertical meridian, while in a second group (right-
low group) it was randomly presented either to the fovea, on the right horizontal meridian, or on the lower vertical meridian. Stimuli were one of the three faces of
the triad with which the observer had been previously familiarized. It was presented either upright or inverted at one of the seven phase-coherence levels. The
luminance of the stimuli and background has been increased in this figure for better visibility.
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long as the face stimulus is in a typical upright position, but if
the face is flipped upside down, the horizontal tuning
decreases, or is even absent (figure 1b; [17,39,41]). Although
face inversion does not remove any information from the stimu-
lus, it is known to dramatically disrupt the high-level visual
mechanisms specialized for identity recognition. Therefore,
the vulnerability of horizontal tuning to inversion provides a
key measure of the relevance of horizontal cues for high-level
face recognition (e.g. [17,39,43]).

Because face recognition is horizontally tuned, we predict
that it is affected by the radial position in the peripheral
visual field. In other words, the radial position of the face
in the visual field should act like a natural, internal orien-
tation filter owing to the radial biases of the observer
(figure 1a). Here, we reasoned that any difference in the
face inversion effect (i.e. the superior ability to identify a
face when it is presented upright compared to when it is
inverted) between isoeccentric radial locations should reflect
the influence of the radial bias on the high-level mechanisms
specialized for face recognition. Meanwhile, the use of inver-
sion also allows us to control for general low-level variations
in the visual field unrelated to high-level face-specialized pro-
cessing (e.g. the horizontal-vertical anisotropy). Importantly,
our approach does not rely on the direct manipulation of
stimulus orientation content; rather, we use broadband face
stimuli and use radial filtering that naturally operates in the
visual system of the observer.

We report two variants of the same experiment, per-
formed by separate groups of participants. Each probed
only two isoeccentric positions to achieve a large number of
trials while keeping testing time comfortable (the left hori-
zontal and upper vertical meridians were tested in one
group, and the right horizontal and lower vertical meridians
were tested in the other group). We looked at how the
inversion effect varied across meridians. If high-level face
recognition is influenced by radial biases, then the effect of
face inversion should be larger on the horizontal compared
to vertical meridian. We observed radial influences on the
face inversion effect that are consistent with this prediction
both at the population level and at the individual partici-
pant level, suggesting that the high-level mechanisms
specialized for face recognition are more engaged on the hori-
zontal meridian than on the vertical meridian. Our results
are consistent with the hypothesis that the radial bias
modulates high-level recognition.
2. Method
(a) Participants
In total, 40 young adults completed the experiment. They were
naive as to its purpose. All participants had normal or cor-
rected-to normal visual acuity (logMAR 0.00 or better), as
measured with the automated Landolt C test of the Freiburg
Visual Acuity Test software [46]. They gave their informed writ-
ten consent before participating in the experiment, which was
carried out in accordance with the Code of Ethics of the World
Medical Association (Declaration of Helsinki) and was approved
by the local ethical committee (Psychological Sciences Research
Institute, UC Louvain). Participants received a monetary com-
pensation of 8 euros per hour. Twenty participants were tested
on the left horizontal meridian and the upper vertical meridian
(left-up group, 18 women, mean age = 21.5 ± 1.9 years old), and
20 others were tested on the right horizontal meridian and the
lower vertical meridian (right-low group).1

(b) Stimuli
Stimuli consisted of front-facing photographs of three male faces
and three female faces with a neutral expression, forming two
triads of faces (figure 2a). Models on the photographs were
young adult students and alumni (aged 18–25 years) of the
Université Catholique de Louvain (Belgium), who gave written
consent for the use of their image [47].

An elliptical aperture was superimposed on each face to
remove any identity cues from outside of the face area, with each
elliptical face resized to 140 × 193 pixels. Around the elliptical aper-
ture, the pixels were padded with grey values (at the mean
luminance of the monitor). The intensity values of the images
were linearized to correct for the gamma function of the monitor.
The luminance and contrast of the resulting pixel values were
adjusted to obtain a mean luminance of 39.72 cd/m2 and a root-
mean-square (RMS) contrast 0.07 in 0–1-pixel value. Pilot data
showed that this contrast value warranted sufficient stimulus visi-
bility in the periphery. These corrected face images were used
during the familiarization phase (see Procedure below).

Stimuli used during the practice phase and the main exper-
iment were varied in visibility, which allow us to measure
identification performance ranging from barely visible to clearly
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visible. To manipulate visibility, we varied the phase coherence of
the face image by parametrically randomizing the phase structure
of the images in the Fourier domain. This procedure progressively
disrupts the shape of the face and its features while preserving the
amplitude spectrum of the original face image. Phase-scrambled
images were created using Ales et al. [48]’s MATLAB function
(phaseScrambleImage.m). Because manipulations in the Fourier
domain operate on the whole image (face and background), the
presence of a uniform background artificially increases the low
spatial frequency energy of scrambled images. To counteract this
effect, we employed the iterative scrambling procedure proposed
by Petras et al. [49], which involves repeatedly scrambling the
phase of the image and pasting the original face pixels back onto
the phase-scrambled image over 100 iterations. In the resulting
image, the background region generated by the iterative procedure
had a similar power spectrum to the face region. From there, the
elliptical face region of these images was parametrically scrambled
to create images with seven levels of phase coherence, linearly ran-
ging from 0 to 90%.We did not use 100% coherent images as a pilot
experiment indicated that 90% phase coherence was sufficient to
elicit high recognition accuracy (ceiling performance for upright
faces seen foveally). An elliptical mask was again superimposed
on the filtered version of each face to create the final stimuli with
a grey uniform background (see face ‘Rosie’ in figure 2a as an
example). We also built a mask to prevent retinal persistence for
briefly presented stimuli. The mask was a patch of 1/f spatial
noisewith a spectral slope of−2, and of the same global luminance
and RMS contrast as the faces. It was presented in a circular
window of 248 pixels of diameter, whose edges were cosinusoid-
ally modulated within a transition band of 41 pixels. Faces were
presented upright and inverted (i.e. vertically flipped). Inverted
faces were generated by vertically flipping all face images
around the suborbital region. This way both the eye and
the whole face regions fell at a similar eccentricity across
upright and inverted conditions (8° of visual angle). This control
is important when measuring the inversion effect along the
vertical meridian.
(c) Procedure
The experiment was programmed in E-Prime 2.0. Stimuli were
viewed from a distance of 55 cm on a VIEWpixx monitor (VPixx
Technologies Inc., Saint-Bruno, Canada) with a 1920 × 1080 pixels
resolution and a 70 Hz refresh rate. At this distance, face
sizes were 5° of visual angle horizontally and 6.9° vertically
(figure 2b), with the mask covering 9° diameter (with a fading tran-
sition 1.5° wide). Each participant performed three experimental
sessions, for a total duration around four hours. Participants sat
in a darkened testing box with light absorbing black painted
walls. Their head was supported with a chinrest to maintain eye-
monitor distance, and they had tomaintain fixation on a central fix-
ation point. The experiment was designed to strongly discourage
participants from making eye movements. In each trial, the face
appeared randomlyeither in the fovea orat one peripheral position,
in order to prevent the possibility of saccades being planned before
stimulus presentation. Face stimuli remained on the screen for only
150 ms. This duration corresponds approximatively to the mean
saccade latency measured under time pressure [50,51], meaning
that the stimulus would disappear before eye movements could
be completed. This combination of unpredictability and brief dur-
ations made eye movements during the task counterproductive.
Each participant was assigned one of the face triads as stimuli
(the male triad for half of the participants of each experimental
group and the female triad for the other half). Participants under-
went a familiarization phase, a practice phase and the main
experiment in each of the three experimental sessions.

In the familiarization phase, participants were first familiar-
ized with the three identities from their assigned face triad. Faces
were presented at full phase-coherence next to each other. They
were associated with a number that corresponded to the response
key, and with a first name in order to facilitate the familiarization
process (figure 2a). The participant was instructed to look atten-
tively at the faces in order to be able to recognize their identities
later. When they felt sufficiently confident, they could move to
the next stepwhere the faceswere presented individually. The par-
ticipant was instructed to fixate a foveal fixation target. On each
trial, one of the three faces was randomly presented to the fovea,
with the participant instructed to use a numeric keypad to press
the response key (1, 2, or 3) corresponding to the identity. The
stimuli remained on the screen until the participant gave their
response. When responses were at least 90% correct (chance
level: 33%) in two consecutive blocks (42 trials), the participants
performed new blocks in which the faces were randomly pre-
sented at the two peripheral locations (left and upper or right
and lower visual field depending on their experimental group),
remaining on the screen until a response was made, until they
again reached 90% correct at both peripheral positions in two
consecutive blocks.

In the subsequent practice phase, participants were trained to
perform the three alternative forced choice (3AFC) identity task
with the phase-scrambled stimuli and task conditions used in
the main experiment. Each trial was as follows: a fixation cross
was displayed for a duration that varied across trials from 500 to
700 ms. A single face stimulus was then displayed for 150 ms.
The stimulus was randomly sampled from one of the seven
phase-coherence levels, and was either presented upright or
inverted, at one of the three possible visual field locations (fovea,
horizontal meridian and vertical meridian). The stimulus was fol-
lowed by a mask (the circular 1/f noise pattern whose edges
smoothly blended into the background) for 500 ms, then by a
grey background 1100 ms interval during which participants
gave the response. They were instructed to favour accuracy over
response time. Accuracy was calculated over blocks of 42 trials
and the practice was considered sufficient when they were able
to reach at least 75% of correct responses at fovea, and 50% at
each peripheral position.

Finally, the participant could begin the main experiment,
where trials had the same structure as the practice phase. During
the main experiment of each of the three experimental sessions,
they performed 21 blocks of 42 trials in total. At the end, this
resulted in 63 trials per experimental condition (441 when
aggregated across the seven phase-scrambling levels). Only data
from the main experiment were analysed.
(d) Data analysis
Raw data and analysis code are available at https://doi.org/10.
17605/OSF.IO/9VUT4 [52]. The same approach was used to
analyse data from both groups of participants (left-up group
and right-low group). First, we analysed accuracy data with
generalized linear mixed-effects models (GLMMs). GLMMs
take the whole dataset as input (i.e. accuracy for each trial of
each participant) and simultaneously estimate the effects at
the population level (fixed effects) and the random variability
of these effects across different participants or stimuli (random
effects). This multi-level structure enables the robust estimation
of both population-level and individual-level parameters (e.g.
[53,54]). The increase of recognition accuracy as a function of
stimulus coherence was sigmoidal. We therefore used logistic
GLMMs, with a probit link function and a lower asymptote
at chance level (33% for this 3AFC design) to fit the data.
We first fitted a GLMM to each group’s dataset with the full
interaction between phase coherence (seven levels from 0% to
90%), planar orientation (upright, inverted), and visual field pos-
ition (fovea, horizontal meridian, vertical meridian) as fixed
effects (figure 3a and b). Then, similar models were fitted to
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Figure 3. (a) and (b) Left: stimulus locations for each group. Middle: accuracy data averaged across participants with 95% confidence intervals (dots and error bars), on
which population level predictions of the fitted GLMM are plotted with 95% confidence intervals (lines and shaded areas), in colour for upright faces and in grey for
inverted faces. The horizontal axis shows the level of phase coherence of the face stimuli, from 0% (fully scrambled face) to 90% (face is well visible). The inversion effect is
significant at each visual field position in each group. Importantly, it is larger on the horizontal meridian than on the vertical meridian. Right: model-fit inversion effects,
calculated as the upright-inverted difference of model estimates, as a function of phase coherence at each location. (c) Radial modulation of the inversion effect at the
individual participant level, as estimated by the difference in slope (β) between the upright and inverted conditions for the horizontal versus vertical meridian.
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data from each visual field position to test for the effect of
planar orientation on the phase-coherence slope (i.e. the face
inversion effect at each position). Finally, a model was fitted to
peripheral data only, to test for the critical interaction between
planar orientation and visual field location (i.e. the radial
modulation of the face inversion effect). Each of these models
included random effects to allow both the intercept and slopes
for different predictors to vary across participants and face
triads. The fixed and random effect structure of each model
is described in detail in table 1. GLMMs were fitted using
maximum-likelihood estimation and p-values were derived
with Satterthwaite approximation for degrees of freedom [55].
The significance of the effects was decided at a threshold α =
0.05. All analyses were performed in R. Models were fitted
using the lme4 package [56] and tested with the lmerTest
package [57].2

In order to get an appreciation of the extent towhich the radial
modulation effect was present across individuals, we additionally
analysed the effect in each participant. We extracted the parameter
estimates given by the model for the random effects using the coef
method for GLMM (lme4 package) and used them to calculate the
slopes (β parameter) of the logistic function that linked recognition
performance to phase coherence for each individual and condition.
The slope β reflects howmuch the sensitivity to face identity grows
as face visibility increases in each condition (upright and inverted
faces, on the horizontal and vertical meridian). For each meridian,
we calculated the inversion effect as the difference between β for
upright faces and β for inverted faces.
3. Results
(a) Inversion effect
Figure 3a (left-up group) and B (right-low group) show
the group-averaged proportion correct values for face



Table 1. Results of the generalized linear mixed-effects models (GLMM). (The lme4 syntax of each model is provided, with fixed effects highlighted in bold.
For example, models A and F estimate the full interaction between phase coherence, planar orientation, and visual field position as fixed effects. The random
effect part, in italics, means that the model estimates the intercept and the slopes for the main effects of the three predictors (phase coherence, inversion and
position) for each participant. The fact that participants were attributed two different face triads as stimuli was also considered by including the face triad as a
nested random effect. β is the regression slope, i.e. the population-level parameter of the interaction being tested (the larger it is, the larger the effect).)

model lme4 syntax test

left-up group

A full model accuracy∼ phase coherence * planar orientation * position + (1 +

phase coherence + planar orientation + position || triad / participant)

∅ (visualization only;

figure 3a)

B inversion effect - fovea data

only

accuracy∼ phase coherence * planar orientation + (1 + phase

coherence * planar orientation || triad / participant)

β = 0.17, z = 7.68,

p = 1.59 × 10−14

C inversion effect - left

horizontal meridian data

only

accuracy∼ phase coherence * planar orientation + (1 + phase

coherence * planar orientation || triad / participant)

β = 0.16, z = 9.95,

p = 2 × 10−16

D inversion effect - upper

vertical meridian data only

accuracy∼ phase coherence * planar orientation + (1 + phase

coherence * planar orientation || triad / participant)

β = 0.09, z = 3.57,

p = 0.0004

E critical interaction - radial

effect, peripheral data only

accuracy∼ phase coherence * planar orientation * meridian + (1 +

phase coherence * planar orientation * meridian || triad / participant)

β = 0.08, z = 2.77,

p = 0.006

right-low group

F full model accuracy∼ phase coherence * planar orientation * position + (1 +

phase coherence + planar orientation + position || triad / participant)

∅ (visualization only;

figure 3a)

G inversion effect - fovea data

only

accuracy∼ phase coherence * planar orientation + (1 + phase

coherence * planar orientation || triad / participant)

β = 0.21, z = 6.28,

p = 3.38 × 10−10

H inversion effect - right

horizontal meridian data

only

accuracy∼ phase coherence * planar orientation + (1 + phase

coherence * planar orientation || triad / participant)

β = 0.11, z = 8.70,

p = 2×10−16

I inversion effect - lower

vertical meridian data only

accuracy∼ phase coherence * planar orientation + (1 + phase

coherence * planar orientation || triad / participant)

β = 0.06, z = 3.28,

p = 0.001

J critical interaction - radial

effect, peripheral data only

accuracy∼ phase coherence * planar orientation * meridian + (1 +

phase coherence * planar orientation * meridian || triad / participant)

β = 0.05, z = 2.66,

p = 0.008
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identification as a function of phase coherence in each con-
dition and group (middle panel), as well as the face
inversion effect quantified as the difference between the
model predicted values for upright and inverted faces at
each phase-coherence level (right panel). Performance in the
identification task increased with phase coherence (as sen-
sory evidence increased), following a sigmoidal shape. The
population-level predictions of the logistic GLMM in each
group (models A and F in table 1) are plotted in figure 3a
and b. Model fits for the foveal position were noticeably simi-
lar across groups, suggesting that their face recognition
abilities were comparable at fixation. Across all locations, sen-
sitivity to face identity increased more quickly with phase
coherence for upright faces compared to inverted faces in
agreement with past evidence that inversion substantially
hampers face identification. This inversion effect was signifi-
cant for the three visual field positions in both groups
(cf. models B, C, D, G, H, and I in table 1; left-up group:
fovea z = 7.68, p < 0.001, horizontal meridian z = 9.95,
p < 0.001, vertical meridian z = 3.57, p < 0.001; right-low
group: fovea z = 6.28, p < 0.001, horizontal meridian z = 8.70,
p < 0.001, vertical meridian z = 3.28, p < 0.001).
(b) Radial modulation of the inversion effect
The visual inspection of figure 3a and b suggests that the face
inversion effect is larger on the horizontal meridian com-
pared to the vertical meridian (i.e. the difference between
upright and inverted conditions is greater on the horizontal
meridian). To test the significance of this critical interaction,
we set aside foveal data and fitted GLMMs again (models
E and J in table 1). The interaction between phase coherence,
inversion and visual field was significant in both groups (left-
up group: z = 2.77, p < 0.01; right-low group: z = 2.66, p <
0.01), demonstrating that the inversion effect is indeed stron-
ger when faces appear on the horizontal than the vertical
meridian. It can also be noticed that accuracy on the lower
vertical meridian (in the right-low group) is overall better
than it is on the upper vertical meridian (in the left-up
group), in line with the vertical meridian anisotropy [30].
Furthermore, on the horizontal meridian, the inversion
effect looks more pronounced in the left visual field (left-
up group; figure 3a) than it is in the right visual field
(right-low group; figure 3b).

To add to the data representation, the inversion effect, cal-
culated by subtracting model-fit accuracy for inverted faces
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from that for upright faces (from models A and F in table 1),
was plotted as a function of phase coherence in the right-most
panel of figure 3a and b. The size of the inversion effect rises
most rapidly in the fovea, indicating that even low amounts
of sensory evidence (phase coherence) can trigger face-
specialized mechanisms. This rate of increase was slower in
peripheral vision, though clearly faster on the horizontal mer-
idian than on the vertical meridian. Therefore, this result
shows that the high-level specialized mechanisms recruited
for the identification of faces were influenced by the radial
position of the face in peripheral vision.

(c) Radial modulation at the individual-participant level
We next extracted the random effects to calculate the phase
coherence regression slope (β) in each condition for each indi-
vidual participant, i.e. the slope of the psychometric function.
We calculated the face inversion effect in each participant by
subtracting upright from inverted slope values. In figure 3c,
we plotted an index of the radial modulation of the inversion
effect, i.e. the inversion effect on the horizontal meridian
(x-axis) against the inversion effect on the vertical meridian
(y-axis). If a participant’s identity recognition mechanisms
are not influenced by the radial position, their radial
modulation index should fall on the diagonal. If they are
influenced by the radial position, the index should fall
below the diagonal, with distance to the diagonal reflecting
the extent of the radial influence. Remarkably, all individual
indices except for one fall below the diagonal, indicating
that the inversion effect is larger on the horizontal than the
vertical meridian in almost all observers.
4. Discussion
In low-level vision, the encoding of visual information is
biased towards radial orientations, with physiological corre-
lates evident from the retina to the mid-level visual cortex.
Here we provide, to our knowledge, the first evidence that
the radial bias also impacts higher-level vision. We used
face identity recognition as a framework, as it heavily relies
on the horizontally oriented signal [17,37,38]. Specifically,
the face inversion effect, a marker of the specialized proces-
sing of faces, is larger when identity recognition is based
on the horizontal cues in comparison to the vertical cues
(e.g. with horizontally filtered versus vertically filtered face
images; [17,39,43]). This horizontal dependence of the face
inversion effect indicates that the horizontal tuning of face
identity recognition occurs at high-level face-specialized rec-
ognition stages of the visual processing, which enabled us
to test whether the radial bias influences visual processing
at these high levels. Furthermore, using a relative measure
such as the inversion effect made it possible to control for
other systematic asymmetries of peripheral sensitivity,
which add to the radial bias (namely, the horizontal-vertical
anisotropy; [31,32]).

We predicted and found that the inversion effect is larger
on the horizontal meridian—where horizontal cues align
with the radial bias—than on the vertical meridian. This
result suggests that face-specialized mechanisms are modu-
lated by the radial bias in peripheral vision. The radial
influence on face-specialized processing was robustly signifi-
cant in both replications of the experiment, as well as being
consistent at the individual level. While the size of the radial
influence varied between individuals (figure 3b), the inversion
effect was indeed larger on the horizontal than vertical meri-
dian in all but one, suggesting that the effect of the radial
bias on face identification may be as systematic as its effects
on sensitivity to basic stimuli.

While our findings suggest that the radial bias persists at
high-level stages of the ventral visual processing, the under-
lying mechanisms are unclear. As raised in the Introduction,
this pattern may arise from an early ‘radial filter’, with a
passive propagation of radially filtered low-level signals to
higher level processing stages. From this perspective, the
input is filtered by lower-level stages of processing (e.g.
radially biased receptive fields in the retina and V1), and
then transmitted to unbiased (i.e. circular) receptive fields in
face selective areas. The stronger activation of face selective
mechanisms on the horizontal meridian would be owing
to the horizontal signal being better represented by biased
populations of upstream neuronal populations, which
then carries through face selective areas. Another possibility
is that high-level face-selective neurons not only passively
inherit the radially biased signals from low-level, but
also actively maintain some of the spatial selectivity of
lower-level neurons, such as the radial bias. For example,
receptive fields in face-specialized cortical regions could be
radially elongated and therefore more tuned to horizontal
face content on the horizontal meridian. Whether the shape
of receptive fields in high-level regions is circular or preserve
radial ellipticity is, to our knowledge, unknown. Population
receptive field mapping studies of the category-selective
visual cortex [59–61] typically estimate the size and position
of these high-level receptive fields, but not their shape. There-
fore, the possibility of the radial bias being a property of
neurons up to cortical areas involved in visual recognition is
yet to be explored.

The inversion effects measured in our study fit with
evidence from prior studies to show that face-selective mech-
anisms operate in the peripheral visual field [62–65].
However, these prior studies have only presented faces
along the horizontal meridian. Our results rather paint a pic-
ture of differential activation of specialized mechanisms in
response to the radial location of faces within the visual
field. Note that in our data, the inversion effect was attenu-
ated on the vertical meridian but nonetheless significant,
indicating that face selective mechanisms are not completely
turned off on the vertical meridian, at least at eccentricities
like those tested here (8°). This echoes what happens in the
fovea: with vertically filtered face images, the inversion
effect is strongly reduced, but can still be observed (e.g.
[17]). At larger eccentricities than that tested here, the effect
of the radial bias on face recognition may be more dramatic.
The precise location of stimuli in the visual field relative to
the radial bias thus needs to be considered when designing
studies of peripheral face processing. For example, the effect
of the radial bias may modulate peripheral face detection.
A wealth of studies have demonstrated that peripheral faces
are detected rapidly and trigger ultra-fast (100–150 ms) and
involuntary eye-movements, compared to other categories
of objects such as animals or vehicles [50,51,66–68]. However,
these studies usually present peripheral faces laterally, i.e.
along the horizontal meridian. Our results imply that the
radial bias may have a role in triggering ultra-fast saccades
towards faces, especially at large eccentricities, where the
radial bias is stronger (e.g. [26,69]).
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Although our study was not designed to examine hemi-
field differences, we also noticed that, along the horizontal
meridian, the inversion effect was more pronounced in the
left visual field (left-up group) than it was in the right
visual field (right-low group). This asymmetry could reflect
the right hemispheric lateralization of face specialized proces-
sing (e.g. [70–72]). Alternatively, this asymmetry could be
owing to a stronger radial bias in the left than in the right
hemifield, as suggested in prior studies measuring radial
bias with low-level tasks [12,19,21,26]. Accordingly, a large
scale study has demonstrated stronger crowding in the left
compared to the right visual field [73], which may also
derive from the left-right asymmetry in the strength of the
radial bias, given that crowding is stronger in the radial direc-
tion [27]. It is therefore an intriguing possibility that hemifield
variations in the radial bias may contribute to the right
hemispheric lateralization of face processing.

The variability in the radial effect observed across partici-
pants (cf. figure 3c) may be partly imputable to systematic
idiosyncratic factors, both at the cortical and non-cortical
levels. At the level of the eye, the radial bias may be modulated
by factors such asmyopia, which results from the elongation of
the ocular globe along the anterior-posterior axis. Vera-Diaz
et al. [74] showed that axial length (the distance from the
cornea to the retina), correlated positively with low-level
psychophysical measures of the radial bias, suggesting that
the abnormal stretching of the retina during the development
of myopic eyes results in a more pronounced radial bias than
in emmetropes. Although inclusion in our study required
normal or corrected-to-normal visual acuity, we did not collect
optometric data. The samples may have been partly composed
of (corrected) myopic observers, contributing to the variability
in our data. Beyond the retina, inter-individual variability in
cortical receptive fields may also have contributed to our
data. For example, V1 population receptive field sizes predict
individual differences in size perception [75], while differences
in the cortical magnification in V1 predict susceptibility to
visual illusions [76]. Data from Merkel et al. [13] suggests that
the variability in population receptive field ellipticity is at
least as important, if not more so, than the variability in their
size. Finally, inter-individual variability may also result from
differences in the way individuals use the horizontal cues in
the face stimulus to recognize identity [38,39,43,77]. The
radial bias may modulate peripheral face recognition more
strongly in those with a strong horizontal preference in the
fovea. A combination of the above factors could collectively
drive the individual differences we observe.

In conclusion, this study demonstrates that the face inver-
sion effect is stronger on the horizontal than on the vertical
meridian, suggesting that the radial biasmodulates the special-
ized mechanisms involved in face identity recognition in
peripheral vision. This is, to our knowledge, the first evidence
that the radial bias impacts human vision up to higher levels of
processing by restricting the access to the orientation content of
broadband ecological stimuli such as faces. The pronounced
radial anisotropy of peripheral vision must be considered
when examining visual recognition and other functions of
high-level vision. Our observation of a radial bias for face rec-
ognition suggests that radially filtered signals are propagated
throughout the visual hierarchy from low- to high-level
vision, and opens the possibility that the receptive fields of
neurons in high-level visual regions are also radially elongated.
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Endnotes
1Age and gender information of participants of group right-low were
lost, but the demographics were very similar to those of participants
of group left-up (i.e. undergraduate students of about 20 years old,
mostly women).
2The effects were also tested using a model comparison approach
(e.g. [58]), which produced the same results in terms of significance.
For clarity, we do not report this analysis here, but the model com-
parisons are available in the R analysis script at https://doi.org/
10.17605/OSF.IO/9VUT4.
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