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We report on transport measurements in monolayer MoS2 devices, close to the bottom of the
conduction band edge. We have developed a method to anneal in situ MoS2 devices before electrical
measurements. This allows us to obtain good ohmic contacts at low temperatures, and to mea-
sure precisely the conductivity and mobility via four-probe measurements. The measured effective
mobility up to µeff = 180 cm2/Vs is among the largest obtained in CVD-grown MoS2 monolayer
devices. These measurements show that electronic transport is of the insulating type for σ ≤ 1.4e2/h
and n ≤ 1.7 × 1012 cm−2, and a crossover to a metallic regime is observed above those values. In
the insulating regime, thermally activated transport dominates at high temperature (T > 100 K).
At lower temperatures, conductivity is driven by Efros-Schklovkii variable range hopping in all
measured devices, with a universal and constant hopping prefactor, that is a clear indication that
hopping is not phonon-mediated. At higher carrier density, and high temperature, the conductivity
is well modeled by the Boltzmann equation for a non-interacting Fermi gas, taking into account
both phonon and impurity scatterings. Finally, even if this apparent metal-insulator transition can
be explained by phonon-related phenomena at high temperature, the possibility of a genuine 2D
MIT cannot be ruled out, as we can observe a clear power-law diverging localization length close to
the transition, and a one-parameter scaling can be realized.

I. INTRODUCTION

Following the keen interest in 2D materials started
with graphene, transition metal dichalcogenides (TMDs)
have been among the first ones to be intensely studied
during the past ten years.1 Molybdenum disulfide (MoS2)
has been the most studied TMD so far. The most remark-
able properties of MoS2 monolayers are their large direct
band gap (1.8 eV2–5), their strong spin-orbit coupling
which qualify them for numerous photonic applications,
and their excellent mechanical properties which makes
them a compelling semiconducting material for flexible
electronics.6,7

In particular, field-effect-transistors based on mono-
layer MoS2 were found to exhibit high on/off ratios, steep
sub-threshold swing, with reported electron effective mo-
bility ranging from 1 to 480 cm2/Vs.8–16 These mobilities
are already high enough to present MoS2 monolayers as
an alternative to traditional organic material or amor-
phous silicon for low-end applications, for example, high
resolution displays and photodetection.

Most of the initial studies were performed on exfoliated
MoS2 flakes, a process of great versatility but unfortu-
nately not scalable at an industrial level. A significant
advance was realized with the production of MoS2 by
Chemical Vapor Deposition (CVD), down to the mono-
layer. Such a process paved the way towards commer-

cially viable MoS2-based devices, at affordable costs and
with good reproducibility.

In the experimental studies realized on CVD MoS2, the
mobility did not exceed 80 cm2/Vs,9,11,17 a value lower
than the one predicted theoretically,18 and lower than
those measured in exfoliated MoS2. This mobility degra-
dation has been attributed to the presence of charged
states at the interfaces with the dielectric layer,11 but
also to structural defects like vacancies,19 and the pres-
ence of large band-tails in the gap.9

As noted in by Zhu et al.,9 there are technical diffi-
culties in accurately measuring mobility in such devices.
The main problems are due to the inhomogeneity of MoS2

and the high contact resistances - which severely limits
the potential use of two-probe measurements. The most
appropriate technique is based on four-probe measure-
ments, combined with a measurement of the so-called
”drift mobility”.16,20 Hall mobility, which can only be
determined by additional Hall measurements, has only
worked well at very high doping.16,21,22

Because of all these technical issues, Only a few de-
tailed studies have been performed so far.8,11 The under-
standing of the basic transport properties of these CVD-
grown MoS2 devices still calls for additional experiments,
which could also reveal some rich physics. In particular,
it was evidenced that at the bottom of the MoS2 con-
duction band, a true two-dimensional insulator transition
can take place.23–25
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Here, we present a systematic study of the electronic
properties of scalable CVD MoS2 monolayers. Thanks to
in-situ annealing, we could perform a systematic 4-probe
analysis, as a function of temperature and gate voltage,
and report mobilities as high as 180 cm2/Vs. These ex-
periments also confirm the presence of a sizable band tail
at the bottom of the conduction band, which has a deep
impact on the electrical device performance. We mainly
focused on the low electron density regime where the de-
vices exhibit an insulating behavior (the conductivity in-
creases when the temperature increases). There, at low
temperatures, below ∼150 K, the band tail induces vari-
able range hopping from which the localization param-
eters can be extracted. Then, as the temperature pro-
gressively increases, thermal activation takes place. How-
ever, at high enough carrier densities the devices exhibit
a metallic behavior (the conductivity decreases when the
temperature increases). In this last regime, complemen-
tary modeling allows us to draw insights into the relative
influence on the mobility of impurity and phonon scat-
terings. Finally, we also briefly discuss the relevance of
a genuine quantum transition model proposed in previ-
ous works23–25 to explain the crossover between these two
behaviors at low temperature.

II. DEVICE FABRICATION AND
CHARACTERIZATION

A. Growth and fabrication

Thin MoS2 (mostly monolayer) flakes were grown by
Chemical Vapor Deposition (CVD) on ∼ 300 nm of SiO2

on top of a heavily doped Si substrate. First, the pre-
cursor, a mixed aqueous solution of 1.5× 10−3 M ammo-
nium heptamolybdate (AHM) and 0.2 M NaCl, was spin-
coated at 3000 rpm for 60 s onto the SiO2/Si substrate.
After that, the substrate was placed in the center of a
1 in. CVD tube furnace and 30 mg of sulphur was placed
20 cm upstream from the substrate. The furnace tem-
perature was ramped to 750 °C at a rate of 70 °C.min−1

under a flow of 400 sccm of Argon gas (99.99% purity)
and kept at 750 °C for 5 min. While the SiO2/Si growth
substrate reached 750 °C, the maximum temperature of
the sulphur was ' 150 °C. After the growth, the furnace
was opened, and the sample was rapidly cooled to room
temperature in 400 sccm flowing Argon.

Monolayer flakes were then identified by optical con-
trast and confirmed with Raman and reflectometry mea-
surements. Selected MoS2 flakes were shaped into Hall
bars using electron beam lithography (EBL) and reactive
ion etching (20 W RF power for 5 min. with CHF3 (60
sccm), O2 (20 sccm) and Ar (10 sccm)) and top-contacted
with a titanium adhesion layer and gold. 11 devices have
been measured and, in the following, we present the most
detailed results obtained in three devices, named M1,
M2 (from the same growth and process with 330 nm of
SiO2 on top of n-doped Si and Ti(2 nm)/Au(150 nm)

contacts) and M3 (from a different growth on p-doped
Si/SiO2(288 nm) and Ti(15 nm)/Au(75 nm)). Optical
pictures of these devices are available in the Supp. Info.

A colored scanning electron micrograph after process-
ing is shown in Fig. 1(a). The typical triangular shape
of CVD MoS2 is still well visible, even after the con-
tact deposition, with the MoS2/metal contact area being
maximized in order to minimize the contact resistances.

B. Raman analysis

A complete and detailed Raman mapping of the de-
vices M1 and M3 was performed after the electrical mea-
surements to assess the homogeneity and quality of the
devices. These measurements were realized with an op-
tical wavelength of 532 nm and a spot size ∼0.5 µm,
allowing a complete spatial mapping of the devices.

Figure 1(b) shows the average Raman spectra ob-
tained in devices M1 and M3. An additional sample,
obtained by exfoliation of a MoS2 monolayer, is also
shown for comparison. The Raman modes A1g and
E1

2g exhibit sensitive thickness dependence, which pro-
vides a convenient mean for determining the number of
MoS2 layers (Fig. 1b).26 These two modes are centered
around 385 cm−1 and 405 cm−1 respectively, which are
typical values for monolayer flakes on SiO2.26 Further
analysis can be obtained from the frequency difference
δ = ω(A1g) − ω(E1

2g). In device M1, δ is very homo-
geneous over the entire MoS2 surface. It is centered
around 20 cm−1, with a variation of less than 0.8 cm−1,
as shown in the colormap as a function of position and
in the full width at half maximum of the histogram dis-
tribution (Fig. 1c). This low δ value associated with its
narrow distribution are the signature of a homogeneous
MoS2 monolayer. Similar results were obtained with de-
vice M3, where, however, a few small additional MoS2

bilayer patches were also evidenced but representing less
than 1% of the total surface. These patches were also
visible in optical and SEM images, confirming their very
low percentage (not shown here).

Figure 1(d) evidences the presence of additional modes
at lower frequencies. Among these modes, the LA(M)
peak around 227 cm−1 is of particular interest since it
was attributed to disorder-induced Raman scattering.27

Its intensity is proportional to the density of defects
nD. Following Mignuzzi et al.,28 the average inter-defect
distance LD can be evaluated from the ratio R of the
peak intensities of the LA(M) and A1g mode. De-
vice M1, with R ∼ 0.044 (LD = 3–4 nm, nD = 1.5–
3 ×1012 cm−2 for a random defect distribution), hosts
a typically large number of defects, wehereas, by com-
parison, device M3 appears to be less defective (below
the detection limit of this approach with R < 0.005,
LD > 10 nm, nD ≤ 2.5× 1011 cm−2).
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FIG. 1: (a) Secondary electron SEM image of a typical Hall bar device made from a MoS2 flake (light gray region) and top
contacted with a Ti/Au layer (in false red color). Scale bar is 10 µm.(b) Average Raman spectra of devices M1, M3, and an
exfoliated monolayer MoS2 reference around 400 cm−1. The black, blue and green lines correspond to device M1, device M3,
and an exfoliated MoS2 monolayer reference respectively. The 3 spectra exhibit two peaks due to to the E1

2g mode at ' 384
cm−1 and the A1g mode at ' 405 cm−1. (c) Histogram of the frequency difference ω(A1g) − ω(E1

2G) of device M1, extracted
from the map analysis shown in inset. Inset: Color map of the frequency difference δ along the surface of device M1. (d) Low
frequency Raman spectra showing the LA mode around 227 cm−1 . The same color reference has been used as in (b). The Si
spectrum backround has been subtracted subtracted.

C. Preliminary electrical characterization and
annealing

Electrical measurements were performed in a closed-
cycle helium cryostat with heating capabilities up 1100 K,
under primary vacuum. The DC two-terminal and four-
terminal I−V characteristics were recorded as a function
backgate voltage at different temperatures.

After fabrication, all measured devices exhibited high,
non-linear resistances above 1 GΩ and the electron con-
duction was merely accessible at high positive gate volt-
ages. To reduce the electrical resistance, the devices were
annealed at 600 K in vacuum (∼ 10−3 mbar) before mea-
surements. Devices M1, M2 and M3 have been annealed
during 4 min., 11 min. and 15 min. respectively. It is
worth noting that M2 has been annealed a second time
for 26 min. without any noticeable change in all the
results presented here (see Supp. Info.). The measure-
ments were then performed starting at 500 K down to
20 K without any further exposure to air (in vacuum
down to 300 K and in low pressure He gas below 300 K).

After annealing, the two-probe resistance dropped
down below the MΩ range and became comparable to the
four-probe resistance (Fig. 2). Such an increase in con-
tact transparency by in-situ annealing was also observed
in WS2.29 The consistency and reliability of the four-
probe measurements was checked at each temperature
by measuring the two-probe, Isd(Vsd), and four-probe,
Isd(Vx), current-voltage characteristics at fixed backgate
voltages, Vg. These measurements are illustrated in Fig-
ure 2 for two devices at Vg = 100 V. Whereas the two-
probe curves are not systematically perfectly linear, the
four-probe curves are linear in the whole temperature
range analyzed in this work. Thus, the Isd(Vsd) non-
linearity is induced in the vicinity of the contacts in this
Vsd range. Electrical contacts are commonly of Schottky
type in top-contacted MoS2 with metals.14,30,31 As the
Isd current is limited by the blocking Schottky contact,

the superlinear behavior may be due to image force, or
tunneling. A thorough study of the contact resistance
will be presented elsewhere.

This annealing also considerably doped the MoS2 with
n-type carriers, shifting the threshold voltage, VTh, de-
fined in the next chapter, by ∼ 120 V towards negative
values (see Supp. Info.). This increase in doping with
annealing has already been documented.11,12,16 It can be
explained by the desorbtion of molecules in the vicinity
of MoS2, and in particular, near sulfur vacancies which
will then act as electron donors.2 This results in a large
increase of both carrier density and conductivity.

Finally the gate dependent conductivity curves exhib-
ited hysteresis at high temperatures for temperatures
above ∼350 K.32–34 The amplitude of the hysteresis de-
creases with temperature and there is no hysteresis for T
≤ 300 K (see Supp. Info.). These observations are con-
sistent with the presence of oxide traps at the Si/SiO2 in-
terface and possibly mobile ions close to the SiO2/MoS2

interface.32–34 A typical hysteresis (at 400 K) for our
devices is ∆VT ∼ 10 − 20 V, which allows us to es-
timate a lower value for the doping inhomogeneity of
NT & 1012 cm−2, using a simple capacitive model: NT >
∆NT > ∆VT · Cox/e, where Cox= 1.04 × 10−8 F/cm−2

is the geometric capacitance. We could also note that
the hysteresis loop is anti-clockwise, which is not consis-
tent with MoS2 traps or defects. So, the NT value is not
related to the intrinsic defect density given by the Ra-
man analysis, but rather with charge traps in the SiO2

substrate, as discussed in section IV.A.

III. RESULTS: TEMPERATURE DEPENDENT
CONDUCTIVITY

In the following, we will study the conductivity σ of
these MoS2 devices as a function of backgate voltage,
Vg, at different temperatures, T . All those results have
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FIG. 2: (a) (and (b)) Two-probe and (c) (and (d) four-probe
current voltage characteristics for M1 (respectively, M2) at
Vg = 100 V between 220 K and 20 K (300 K and 20 K, resp.).
Isd is the current flowing through the device from source to
drain, Vsd is the voltage between source and drain, and Vx is
the voltage measured in the four probe configuration. These
contacts are explicitly labeled in the devices figures in the
Supp. Info.

FIG. 3: Four probe conductivity of devices (a) M1 and (b)
M2 as a function of gate voltage, at different temperatures
from 20 K to 300 K.

been obtained in domains in which the Isd(Vx) curves
are linear and the gate hysteresis is negligible, to ensure
that the resistivity of the MoS2 is extracted correctly.
Depending on the devices (more precisely their conduc-
tivity and doping), an insulating or metallic temperature
dependence is observed. After presenting these main re-
sults, we will briefly discuss how this crossover matches
the disorder estimated in section II, and we will evalu-
ate the expected Coulomb interaction in order to assess
properly the transport mechanisms in the analysis sec-
tion.

A. Conductivity : Metallic and insulating behavior

Figure 3 shows the conductivity σ(Vg, T ) of devices M1
and M2. For M1 (Fig. 3a), the conductivity is vanish-
ingly small at Vg = −80 V, and steadily increases with
Vg. This unipolar gate dependence is typical of MoS2-
based transistors (see e.g.8,10,11,16). It corresponds to an
increase of electron doping (carrier density) and the pro-
gressive onset of current flowing through the conduction
band. A qualitatively similar Vg dependence is observed
for M2 (see Fig. 3b) .

At Vg < 0 V, the conductance decreases with T , in-
dicating a clear insulating behavior. At the opposite,
for Vg > 45 V, the conductance decreases with increas-
ing temperatures, indicating a metallic behavior. The
crossover between the two regimes can be associated to
a crossing point between two σ(Vg) curves taken at close
temperatures. In the temperature range T = 20 – 120 K,
the crossing point marking the transition is remarkably
temperature-independent and is located at Vg = VC '
45 V and occurs at σ = σc = 55 µS ' 1.4e2/h. Above
120 K, the crossing point shifts slowly down to Vg ' 0 V
at T = 300 K. For device M2, a clear insulating behavior
is observed for Vg < 80 V, and the crossover to a metal-
lic regime starts to be visible at Vg = VC ' 120 V below
120 K (and also shifts to a lower gate voltage, Vg ' 80 V
at T = 300 K). Device M3 conductivity is much less
gate-dependent and only a metallic temperature depen-
dence could be observed with σ ∈ [100, 700]µS > e2/h
(presented in the Supp. Info. and Fig. 7d). This can
be understood by the fact that it was considerably more
doped than M1 and M2 after the annealing process.

This apparent two-dimensional metal-insulator tran-
sition (2D MIT) was first observed in MoS2 monolayer
by Radisavlevic and Kis,8 and later by Baugher et al.,16

Schmidt et al.,11 Yu et al.10 and more recently by Moon
et al.23–25 The experimental ubiquity of this MIT, sys-
tematically observed with a critical conductivity around
e2/h in various samples, has not been elucidated yet.
It was suggested that this phenomenon originates from
percolation,35 as already observed in two dimensional
electron gases,36 or from a genuine 2D MIT induced by
interactions.23–25 It should also be noted that the term
MIT is sometimes used to refer to scattering dependent
mechanisms.10,11,37 In this case, the crossover between
a metallic and insulating behavior is due to a transition
between impurity and phonon dominated scattering.

B. Introducing crossover

The scaling theory of localization by Abrahams pre-
dicts that a non-interacting 2D electron gas is always
an insulator,38 has no mobility edge, and cannot have a
genuine 2D MIT. In this line of thought, the Ioffe-Regel
criterion for the wave localization in disordered media
stipulates that an Anderson phase crossover from weak
to strong localization39 occurs in a 2D gas when kF le ' 1.
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Here, kF =
√

2πn2D is the wavevector at the Fermi en-
ergy, n2D is the electron concentration, le = ~kFσ/n2De

2

is the mean free path of the electrons and −e is the elec-
tron charge. In two dimensions, neglecting screening, the
Ioffe-Regel criterion gives an expected conductivity σc,IR
at the crossover independent of the charge concentration:

σc,IR =
gsgv

2

e2

h
, (1)

where gs and gv are the spin and valley degeneracies
respectively. For MoS2, gs = 2 and gv = 2, thus
σc,IR = 2e2/h ' 80 µS.

The experimentally observed σc ' 1.4e2/h is rea-
sonnably close to σc,IR. Besides, the carrier density is
given by n2D = Cox(Vg − VTh). At T = 20 K, VTh can
be extrapolated from the linear part of the conductivity
at high gate voltage (see Fig. 3). We get VTh ' 18 V
(and VTh ' 87 ± 6 V) for device M1 (and M2, respec-
tively). The crossover charge density is then estimated
at nc ' 27 × Cox/e ' 1.7 × 1012 cm−2 for both devices
M1 and M2. This yields le ' 3 nm at the crossover,
or “2D MIT”. These values are quite close to the defect
density deduced from the Raman LA(M) peak intensity
of device M1, as well as the susbstrate induced doping in-
homogeneity (estimated from the high temperature gate
hysteresis).

C. Introducing electron interactions

Interactions are strong in monolayer MoS2 and cannot
be neglected a priori. Usually, the correlation between
carriers is measured via the dimensionless interaction pa-
rameter rs which is the ratio between the Coulomb en-
ergy EC and the kinetic energy EF :

rs =
EC
EF

=
gv

a∗B
√
πn2D

= m∗e2gv/4πεε0~2√πn2D

where a∗B = (4πεε0)/(m∗e2) is the effective Bohr radius,
m∗ = 0.45 is the effective electron mass,40,41 ε0 the vac-
uum dielectric constant, and εr is the relative dielectric
constant of the system which we evaluate by the Keldysh
formula:42 εr ' (εr(SiO2) + εr(air))/2 ' 2.5. This gives
rs ' 20. If we use the value εr = 7.3 calculated for mono-
layer MoS2,43 we still get rs ' 8. In both cases, such a ra-
tio (rs � 1) points toward the fact that electron-electron
interactions cannot be neglegted to describe transport
mechanisms occuring in MoS2.8,23

IV. ANALYSIS: TRANSPORT MECHANISMS

In this section, we will discuss how this transition or
crossover is well reproduced by semi-classical models at
high temperature: thermal activation in the insulating
regime and phonon scattering in the metallic one; while,
at low temperture (below T ' 120 K), variable-range

hopping (VRH) and impurity scattering dominate the in-
sulating and metallic transport respectively. We will first
discuss the insulating regime from thermal activation to
VRH. Then, we will use the strong correlation implied by
our analysis to test a model consistent with a phase tran-
sition and its limitation. Finally, we will discuss how the
metallic regime is well described by a more standard sin-
gle particle model when phonon and impurity scattering
are at play.

A. Thermal activation at high temperature

The conductivity of device M1 is reploted in Figure 4a
as a function of 100/T . Thermally activated transport
is given by a simple exponential law σ ∝ exp(−Ea/kBT )
where Ea is an activation energy.2,9,44 While the data at
low temperatures and in the metallic region cannot be
fitted by this model, the high-temperature part of the
insulating region (above 100 K) seems to follow such an
activation law below the threshold voltage VTh = 18 V .
This approach is further justified by the dimensionless
energy analysis detailed in the next section (see Fig. 4b).
Assuming that Ea corresponds to the energy needed for
an electron in an (impurity) in-gap state to be thermally
excited in the conduction band, we then get Ea = Ec −
EF , where EF is the Fermi energy and Ec the energy at
the bottom of the conduction band. From a capacitive
model accounting for the geometric capacitance, Cox and
the gate induced shift in EF , we get the relation:44

−dEa
dVg

=
dEF
dVg

=
eCox

Cox + Cq
, (2)

where Cq = e2N(EF ) is the quantum capacitance and
N(E) is the density of states (DoS) at the energy E.

From these fittings of σ(T ) curve (Fig. 4a), one gets
Ea(Vg), which in turns allows us to reconstruct the DoS,
N(Vg) or N(Ea) (Fig. 5). We find that Ea → 0 when

Vg → VTh and N(Vg = Vth) ∼ 3 × 1014 eV−1cm−2,
which is the value expected for a parabolic band with
an effective mass m∗ = 0.45 m0.40,41 This makes us con-
fident that above 100 K the temperature dependence of
the conductivity indeed corresponds to the thermal ac-
tivation from localized states to the bottom of the con-
duction band. We can then extract the shape of the
band tail below Ec (i.e. below Vth) using N(E − Ec) =
N(E = Ec) × exp((E − Ec)/s) + N0 (Fig. 5b).9 The
DoS decreases exponentially on a typical energy scale
s ∼ 25 meV, and an energy independent impurity DoS
N0 ∼ 1013 eV−1cm−2 is included in the fitting.

Nearest neighbor hopping could also play a role, es-
pecially for very high activation energies (which would
account for the need to introduce a rather high N0 to
fit these results), Nevertheless, this exponential decay
is consistent with the spatial doping fluctuations en-
countered in 2D materials on SiO2 substrates.45 Using
s ∼ 25 meV, the expected integrated density of localized



6

FIG. 4: (a) Four-probe conductivity σ of device M1, as a function of 100/T , at different gate voltages between -80 V and 100 V
(black to orange curves). (b) Temperature dependence of the dimensionless energy activation W = T−1∂ ln ρ(T )/∂T−1 on a
logarithmic plot, for gate voltages varying between -80 V and 0 V. The dashed lines correspond to the expected −1/p slope
for different transport mechanims: thermally activated transport (TA) with p = 1, Efros-Shklovskii (ES) VRH with p = 2,

and Mott VRH with p = 3 (see equation (3). (c) Temperature dependence of the conductivity versus T−1/2. The data below

T = 100 K and Vg = 20 V have been fitted by the black solid lines, the dashed lines are the extrapolation to T−1/2 = 0. (d)

Conductivity σ in units of σ0 as a function of (T/T2)−1/2. The best linear fit is indicated by a dashed blue line. The color scale
is the same for all the subfigures and only a reduced data set is indicated for (a), (b) and (c) for clarity.

states is on the order of N(s)× s = 2.7× 1012 cm−2. By
comparison, we estimated a charge trap density NT &
1012 cm−2 from the hysteresis at T > 350 K, in fair
agreement with N(s).

FIG. 5: (a) Activation energy as a function of gate voltage
obtained from fitting the conductivity above 150 K with an
exponential law. (b) Density of states as a function of activa-
tion energy computed using equation 2 and the results from
panel a, where Ea = −EF and the bottom of the conduction
band is at Ea = 0 meV.

B. Variable Range Hopping in the insulating region

At lower temperature, the conductivity tends to sat-
urate. Usually, in disordered semiconductors, σ(T )
can be very well modeled in terms of VRH with the
formula:2,23,24,44

σ = σ0(T ) exp [−rc/ξ] = σ0(T ) exp

[
−
(
Tp
T

)1/p
]

(3)

where σ0 is a prefactor, rc is the characteristic hopping
length, ξ is the localization length, Tp and p are the char-
acteristic temperature and exponent. The value of p de-
pends on the exact form of the VRH mechanism. When

electron-electron interactions can be neglected, the expo-
nent is given by Mott’s law and p = 3 in two dimensions.
However, when screening is poor, Coulomb interactions
must be included. In this case, the DoS is reduced in
the vicinity of the Fermi energy. This corresponds to the
Efros-Schklovskii (ES) VRH regime, and p = 2.

Previous studies in semiconductors unveiled two possi-
ble distinct behaviors for the prefactor σ0. Several stud-
ies46 revealed a temperature-dependent prefactor σ0 =
AT−m, where m = 1 in the quantum Hall regime in
GaAs/AlGaAs heterostructures,47 or in graphene46 or
m = 0.8 in GaAs/AlGaAs quantum wells with or without
magnetic field.48 In other experiments, the zero-field 2D
resistivity revealed ES VRH (p = 2), where the prefac-
tor took a constant, universal value e2/h. This remark-
able universal prefactor was observed in Si metal-oxide
semiconductor field-effect transistor,49 in AlGaAs/GaAs
heterostructure with a δ-doping situated very close to
the interface,50,51 and in insulating Si:B.52 The tem-
perature invariance of σ0 implies that hopping in these
systems is not mediated by phonons.53 The possibility
of variable-range hopping involving electron-electron in-
teractions (instead of the usual electron-phonon mecha-
nism) has been considered theoretically by a number of
authors.54–57 Interestingly, the importance of the pref-
actor σ0(T ) and its temperature dependence has not
been studied in monolayer MoS2. In most experimen-
tal studies of TMDs thin films, a T -independent prefac-
tor has been used.2,23,44,58 In some others, σ0 ∝ T−0.8

or σ0 ∝ 1/T have been used to fit the conductivity,13,45

without further justification. A closer look on σ0 appears
necessary to study the nature of the MIT.

To identify which VRH mechanism is at play in these
results, we introduce the dimensionless energy W =
T−1∂ ln ρ(T )/∂T−1. The slope of W on a logarithmic
scale ln(W ) vs. ln(T ) gives directly the exponent p−1

of Eq. 3.50 Figure 4b shows that for Vg < −20 V and
T < 100 K, the value of p is very close to 2. By contrast,
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p = 3 would give a too moderate slope, and the steeper
slope for p = 1 indeed starts to appear at T > 100 K.
Above Vg = −20 V, the slope decreases strongly, as al-
ready observed in n-doped germanium when approaching
the metal-insulator transition.59

Assuming an ES VRH mechanism with the index p =
2, we can plot the logarithm of the conductivity as a func-
tion of T−1/2, as shown in Figure 4c. As expected, the ex-
perimental data are very well fitted by straight lines over
large domains of gate voltages and temperatures. The
temperature coefficient T2 is extracted from the fitting
slope, and the prefactor σ0 is given by the intersection
of the fitting lines with the ordinate axis. All the lines
intersect roughly at the same value of σ0 ∼ 40 µS, which
regroup around the value e2/h. Thus, σ0 appears to be
temperature independent. The universality of the prefac-
tor is better seen in Figure 4d, where the conductivity in
units of e2/h is plotted as a function of (T/T2)−1/2, with
T2 extracted from the previous fitting (see Supp. Info.).
All the data collapse onto the same straight line. A linear
fit of these data confirms that the value of the prefactor
is very close to e2/h. The small residual discrepancy can
be explained by a slightly incorrect geometric factor of
the devices (width/length), for example.

For ES VRH, the localization length is related to the
characteristic temperature T2 by:

ξ = CES
e2

4πεrε0T2
(4)

where the prefactor CES ' 6.2 in two dimensions.47

The relative dielectric constant εr has been approximated
above as εr ' 2.5. Figure 6a shows ξ as a function of the
voltage difference Vg−Vc (a complete plot of T2 and ξ is
shown in the Supp. info). This corresponds to very large
values close to the metallic transition. If εr is constant
as defined above, ξ ∼ 100 µm at Vg − Vc= -10 V, and
ξ ∼ 1 mm at Vg − Vc= -4 V. These ξ values are unre-
alistically high, as they become larger than the sample
size close to Vc. This discrepancy was already experi-
mentally observed by Mason et al.49 and Khondaker et
al..51 It was suggested that the CES quoted above is too
large by a factor of ten, as numerical calculations of a
Coulomb glass with multielectron hopping gave a much
lower value CES ' 0.62.60 Keuls et al. also suggested a
lower experimental limit of CES = 0.64.48

C. A genuine MIT?

Besides, Figure 6a shows that ξ (hence, T2) has a clear
power law behavior, suggesting that a second-order phase
transition could be responsible for the apparent 2D MIT.
In the theory of localization, ξ is expected to diverge close
to the transition as ξ ∼ |n2D−nc|−ν , where ν is called the
correlation length exponent. Moon et al.23–25 proposed
to extend the Efros-Schklovskii VRH model close to the
2D MIT by using a phenomenological power law for the
relative dielectric permittivity: ε ∼ ξη−1 ∼ |n2D −nc|−ζ .

FIG. 6: (a) Localization length ξ as extracted from the ES
VRH fit for M1 device. (b) σ/σc with respect to the rescaled
gate voltage and temperature |Vg−VC |t ∝ (n2D/nc− 1)T/T0

where T0(δn) ∼ |δn|zν . See text for details.

Thus, T2 ∼ ξ−η ∼ |n2D − nc|ην . Figure 6a shows the
power-law behavior of ξ, which gives ην ' 3. If we as-
sume an infinite sample size, the effective sample size Leff

is given by the phase coherence length which is associated
with the temperature as Leff ∼ T−1/z, z being the dy-
namical exponent. This relation leads to a one-parameter
scaling law in the quantum critical region, which is rep-
resented by a simple mathematical form:

σ(T, δn) = σc × f [T/T0(δ(n))],

where σc is the conductivity at nc, f is a universal scaling
function, δn = (n2D/nc − 1), and T0(δn) ∼ |δn|zν . We
choose the critical conductivity σc at Vg = 45 V. Follow-
ing the theory, all experimental data should collapse onto
a universal curve for each insulating and metallic phase
after rescaling the temperature. Figure 6b shows indeed
that such a scaling is possible. We restrict the analysis at
temperatures lower than 90 K where the critical voltage
Vc and conductivity σc are independent of the tempera-
ture. The scaling shown in Figure 6 has been done using
a power law behavior for T0 with zν = 4.16. We obtain
the same zν exponent for both sides of the transition, as
expected from theory.

Thus, the data for device M1 are, in the limit of the
available data, compatible with a 2D MIT. This observa-
tion is quite surprising since phonon contribution cannot
be ruled out for this temperature range. Indeed, the
Bloch-Grüneisen temperature61 TBG ∝

√
n is on the or-

der of the lowest experimental temperature at the critical
point TBG(nc) ' 24 K (considering acoustic phonons).
Unfortunately, a similar analysis could not be achieved
with the other devices, as they are above, or below,
the observed MIT. All the characteristic energy scales
with regard to the experimentally observed transition are
shown in more details in the Supp. Info. As a conse-
quence, the existence of a 2D MIT should be crosschecked
by additional measurements on other devices,62 at lower
temperatures, or as a function of electric field.24
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FIG. 7: (a) Mobility of the three devices M1 (black ), M2 (red), and M3 (blue), at T = 220 K. The theoretical mobility
is shown for phonon scattering only (orange), impurity scattering only with a defect density nD = 2.5 × 1012 (purple line),
and both scatterings (green). (b,c,d) Conductivity versus temperature for devices M1, M2 and M3 respectively, at different
carrier concentrations. The experimental data are shown as solid lines; the best theoretical fits are indicated by dashed lines.
The fitted point-charge defect densities are are nD = 1.7 × 1012, 2.4 × 1012, and 3 × 1012 cm−2 for devices M1, M2 and M3
respectively.

D. Metallic behavior: temperature dependent
phonon and impurity scattering

In the following, we focus on the metallic part of the
conductivity curves, at temperatures above 90 K and gate
voltages above Vc. There, hopping is not at play, and we
will show that the data are reasonably well reproduced
by the usual single-particle model, when phonon and im-
purity scatterings are considered.

More precisely, the theoretical conductivity and mo-
bility are simulated by considering electron scattering
with phonons and point charge defects within a full
energy- and momentum-dependent Boltzmann transport
equation.18,63 Electron-phonon interactions are com-
puted ab initio using density functional perturbation
theory.64–66 As shown in a recent work,63 the relative
energy of the valleys in MoS2’s multi-valley electronic
structure has a large impact on transport and density-
functional theory values for this parameter should be
taken with caution. Using the newly developed method-
ology of Ref.63, the Q valley (halfway between Γ and
K) can be shifted up or down in energy with respect to
the bottom of the conduction band, at K. Long-range
scattering from impurities is modelled via a density of
point charges in the plane of the material, as it would
be induced by common defects like charged sulfur vacan-
cies in MoS2.67 Short-range, intervalley scattering from
impurities was found to have smaller impact and was dis-
carded to simplify the already complex transport model.
Charge screening is included for both types of scattering,
by computing the independent-particle static suscepti-
bility (the response of the charge density to a potential
perturbation).63,68

Thus, there are two unknown parameters in the sim-
ulations: the point charge density and the energy of the
Q valley band edge. A close fit and reliably accurate val-
ues of both those parameters is quite challenging at this
point, notably because the exact nature and quantity of

impurities remains uncertain, and point-charge scatter-
ing is only an effective model. Our current aim is to
obtain a reasonable fit with plausible choices for the pa-
rameters, showing that the main transport mechanisms
can be understood within the present theoretical frame-
work.

The Q valley is placed 90 meV above the K valley (at
zero doping). This choice is based on matching the slope
of the temperature-dependent conductivity and the ap-
proximate position of the peak in mobility versus carrier
density. The impurity density is then tuned to best fit
the data.

For this purpose, the experimental effective mobility is
obtained as µeff = (∂σ/∂Vg)/Cox, and is shown in Fig-
ure 7a for the three devices, at T = 220 K. The electron
concentration has then been estimated by neff = σ/µeff .
We tested that this approach gives a good agreement
with a capacitive model using a temperature-dependent
VTh(T ) and Vg > Vc (see Supp. Info. for more details).
This confirms that the carrier density and band mobil-
ity can be confidently extracted even for M3, as long as
neff > 2 × 1012 cm−2, which is the case in the metallic
regime.

The theoretical mobilities as a function of tempera-
ture are indicated for phonon scattering only, for impu-
rity scattering only with a defect density nD ' 2.5×1012

cm−2, and accounting for both types of scattering to-
gether (Fig. 7a). Either type of scattering fails to fit
the measurements: phonon scattering overestimates the
mobility at low doping while defect scattering fails to re-
produce the maximum in the density-dependent mobility.
The increase of both phonon- and impurity-limited mo-
bilities is due to the screening from the carriers added to
the conduction band. The decrease of the phonon-limited
mobility after ∼ 6× 1012 cm−2 is due to strong interval-
ley phonon scatterings being activated when the Fermi
level approaches the Q valley. It appears from figure 7a
that the combination of impurity and phonon scatterings
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gives a fair fit of the mobility versus carrier concentra-
tion for the three studied samples, except at low doping
n < 2 × 1012 cm−2, as expected. Indeed, n ≈ 2 × 1012

cm−2 corresponds approximately to the threshold gate
voltage,Vc, and to a Fermi level at the band edge in the
simulations, i.e. the onset of the metallic regime. This
observation is consistent with the presence of a tail of the
DoS in the gap, and thermal broadening (i.e. thermal
activation) which makes the actual band carrier concen-
tration more poorly defined.

For a finer analysis, Figures 7(b-d) show the fitted ex-
perimental conductivities for the three devices. The de-
fect density is nD = 1.7 × 1012, 2.4 × 1012, 3 × 1012

cm−2 for devices M1, M2 and M3 respectively. One can
generally obtain an excellent fit for limited windows of
carrier concentrations. However, as evidenced for M1 in
particular, it can be challenging to find a single point-
charge density that works well over a large range of con-
centrations, which shows the limitations of the effective
point-charge model for the impurities. The correspond-
ing values of impurity density cannot be directly related
to the defect densities observed by Raman spectroscopy.
Notably, the Raman methodology relies on the inten-
sity of the LA(M) modes28, likely linked to impurities
with short-range scattering, while the transport model
here accounts only for long-range Coulomb scattering.
While both could come from the same kind of impurities
(i.e. sulfur vacancies), their relative strength may vary
with the experimental conditions, and there could also be
other independent contributions to either short- or long-
range scattering. We note that the agreement is fairly
good for M1 (Raman estimation is nD ∼ 1.5 − 3 × 1012

cm−2), while the discrepancy in M3 is clear (Raman es-
timation is nD < 2.5× 1011 cm−2).

As seen in Figs 7(b-d), the simulations provide a
very good fit to the slope of the temperature-dependent
conductivity above n = 3 · 1012, which depends mostly
on intrinsic mechanisms: phonon-scattering and screen-
ing. Phonon scattering is suppressed at low temperature,
leaving charged impurity screening as the main mech-
anism in play to explain the doping dependency. The
highest mobilities are thus reached at low temperature
and high carrier densities. For the highest achievable
doping in device M1 (n ' 5 × 1012 cm−2), the conduc-
tivity reaches σ ' 160 µS at low temperatures, which
corresponds to a mobility around µeff = 180 cm2/Vs.

Finally, while we can successfully apply the scaling the-

ory suggesting a quantum phase transition below 100 K,
we can not rule out the possibility of this being a classical
phonon-related phenomena (following the 2D screening
work by Das Sarma36). In particular, in the temperature
range considered in this model, we see that the crossover
can be understood by the combination of (i) the increase
in the mobility (phonon related) and (ii) a change in car-
rier concentration with temperature, due to thermal ac-
tivation of carriers, as discussed earlier and by Fang et
al.37

V. CONCLUSION

To conclude, we have developed a method to anneal in
situ MoS2 devices before electrical measurements. This
allowed us to obtain (almost always) good ohmic con-
tacts at low temperatures, and to measure precisely the
conductivity and mobility via four-probes measurements.
The measured effective mobility is among the largest ob-
tained in CVD-grown MoS2 monolayer devices (with a
maximum of ∼ 180 cm2/Vs at low temperature). When
the Fermi energy is tuned in the tail of the conduction
band, conductivity is driven by Efros-Schklovkii variable
range hopping, with a universal and constant hopping
prefactor, that is a clear indication that hopping is not
phonon-mediated. Increasing electron density, an appar-
ent MIT is observed. The possibility of a genuine 2D MIT
cannot be ruled out, as we can observe a clear power-law
diverging localization length close to the transition, and
a one-parameter scaling can be realized. Whatever the
case, at even higher carrier density, but not too low tem-
peratures, the conductivity is well modeled by the Boltz-
mann equation for a non-interacting Fermi gas, taking
into account both phonon and impurity scattering.
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