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HOMOLOGY RINGS OF AFFINE GRASSMANNIANS AND POSITIVELY
MULTIPLICATIVE GRAPHS

JÉRÉMIE GUILHOT, CÉDRIC LECOUVEY AND PIERRE TARRAGO

Abstract. Let g be an untwisted affine Lie algebra with associated Weyl group Wa. To any level 0
weight γ we associate a weighted graph Γγ that encodes the orbit of γ under the action Wa. We show
that the graph Γγ encodes the periodic orientation of certain subsets of alcoves in Wa and therefore can
be interpreted as an automaton determining the reduced expressions in these subsets. Then, by using
some relevant quotients of the homology ring of affine Grassmannians, we show that Γγ is positively
multiplicative. This allows us in particular to compute the structure constants of the homology rings using
elementary linear algebra on multiplicative graphs. In another direction, the positivity of Γγ yields the key
ingredients to study a large class of central random walks on alcoves.

1. Introduction

The notion of positively multiplicative graphs naturally comes from the study of harmonic functions on
infinite graphs and random walks on simple geometric configurations. As defined in [11] for infinite graded
graphs and in [6] in general, a graph Γ is positively multiplicative if there exist a commutative algebra A
together with an element x ∈ A and a basis B such that the structure constants of A with respect to B are
nonnegative and the matrix of the multiplication by x expressed in the basis B is the adjacency matrix of Γ.
This is the case for example for the well-known Young lattice of partitions with A the algebra of symmetric
functions, B its basis of Schur functions and x = s(1) the Schur function associated to the partition (1).
As explained in [6], multiplicative graphs give a convenient tool to study various problems connected to
representation theory of finite groups (character theory), representation theory of Lie algebras and their
associated random walks, harmonic functions and Markov chains on infinite graded graphs, automatons
recognizing reduced expressions in Coxeter groups, orbits in affine crystals etc. In [16] it is shown how
the study of a natural class of random walks on the alcove tesselation of type A can be reduced to the
determination of the Perron-Frobenius elements for a suitable positively multiplicative graph defined on
k-irreducible partitions. One of the goal of this paper is to extend some results of [16] by showing that a
much larger class of graphs defined from general affine Lie algebras are positively multiplicative.

More precisely, let g be a non twisted affine Lie algebra with associated affine Weyl group Wa. To
any level 0 weight γ, we associate an oriented weighted graph Γγ that encodes the orbit of γ under the
action of Wa. In this paper, we establish that the graphs Γγ are positively multplicative. This will be
achieved by showing that the orientation of Γγ actually describes the periodic orientation between alcoves
lying in a subset of Wa (subset that depends on γ) and that the adjacency matrix of Γγ is the matrix
of the multiplication by the distinguished element ξs0 in some quotient of the homology ring of affine
Grassmannians (quotient that also depends on γ). In type A and when γ = ρ (the sum of all classical
fundamental weights of g), the graph Γρ is the positively multiplicative graph on k-irreducible partitions
studied in [16]. With this positivity property in hand, it becomes possible to generalize all the results
of [16] by studying in each case walks on the relevant subset of alcoves.

The affine Weyl group Wa associated to g is generated by the simple reflections s0, . . . , sn with respect
to the roots α0, . . . , αn. The weight lattice of g is Pa = ⊕ZΛi ⊕Zδ where Λ0, . . . ,Λn are the fundamental
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weights and δ is the imaginary root. Let v∨ = (a∨0 , . . . , a
∨
n) ∈ Zn and v = (a0, . . . , an) ∈ Zn be the unique

vectors with relatively prime coordinates such that v∨ ·A = A · tv = 0 where A is the Cartan matrix of g.
Let ωi = Λi − a∨i Λ0 for 1 ≤ i ≤ n. Then the ωi’s generate the weight lattice P of the finite type Cartan
submatrix associated to A which can be obtained by erasing the row and the column corresponding to
the root α0. We denote by W the finite Weyl group associated to this submatrix, it is generated by the
reflections s1, . . . , sn. Any weight in Pa can be written under the form `Λ0 + λ + kδ where λ ∈ P and
k, ` ∈ Z. The integer ` is the level of the weight and the level 0 weight lattice is thus P0 = P ⊕ Zδ. It is
stable under the action of Wa. In this paper, we are interested in the orbit of the level 0 weights under
the action of Wa. First, since δ is a fixed point for this action, it is enough to look at the orbit of the
elements of P . Next, for all γ ∈ P , one can show that si(γ) ∈ P if i 6= 0 and that s0(γ) = sθ(γ) + (γ, β)δ
for some β ∈ P . Here sθ is the reflection with respect to the root θ = δ − α0. We can now define the
oriented weighted graph Γγ for all γ ∈ P . The weights of Γγ lie in the group algebra Z[P ] = 〈zβ | β ∈ P 〉Z
and the orientation of Γγ is determined by the usual partial order on P , that is λ′ ≺ λ if λ− λ′ is a sum
of positive roots. We have

• the vertices of Γγ are the elements of the orbit of γ under the action of W ;
• there is an arrow of type i 6= 0 and weight ai ∈ Z from λ to λ′ when si(λ) = λ′ and λ′ ≺ λ;
• there is an arrow of type 0 and weight a0zβ from λ to λ′ when s0(λ) = sθ(λ) + (λ, β)δ, sθ(λ) = λ′

and λ ≺ λ′.
The affine Weyl group Wa is a semi-direct product W n Q∨ where Q∨ is the Z-lattice generated by the
W -orbit of θ. Any element in Wa can be uniquely written as utβ where (u, β) ∈W ×Q∨ and the graph Γγ
can be defined only in terms of Wa. For instance, in the case where γ = ρ, the sum of all classical
fundamental weights ω1 + · · · + ωn, the stabiliser of ρ in W is reduced to the identity and the orbit of γ
under the action of W is in bijection with W . There is an arrow of type i 6= 0 and weight ai in Γρ from w
to w′ whenever w′ = siw and siw > w in the (weak) Bruhat order and there is an arrow of type 0 and
weight a0zβ between w and w′ whenever s0w = w′tβ , w′ ∈W and w′ < w.

The graph Γγ is defined using the level 0 action ofWa on P . It does however contains a lot of information
on the geometry of alcoves. It is well-known that Wa can be realised as a group of affine motions in an
affine Euclidean space V generated by affine reflections. More precisely, there exists a finite root system Φ
with dual root system Φ∨ such that Wa is generated by all reflections σα,k with respect to the affine
hyperplane Hα,k = {x ∈ V | (x, α) = k} where α ∈ Φ and k ∈ Z. Again, we get that Wa = W n Q∨

where Q∨ is the coroot lattice generated by Φ∨. The set of alcoves is the set of connected components
of the set V \ ∪α∈Φ,k∈Z{Hα,k}. The group Wa acts simply transitively on this set, hence, fixing the
fundamental alcove A0, there is a one to one correspondance between alcoves and elements of Wa. In
the case where γ = ρ, the graph Γρ encodes the periodic orientation of adjacent alcoves in the following
way. Let A and A′ be two adjacent alcoves corresponding respectively to utβ and u′t′β in Wa and let Hα,k

with α ∈ Φ+ (the set of positive roots) and k ∈ Z be the unique hyperplane separating A and A′. Then
there is an arrow from u to u′ in the graph Γρ if and only if A lies on the positive side of Hα,k i.e the
half-plane caracterised by (x, α) > k and A′ on the negative side. In the case where γ has a non trivial
stabiliser WJ in W (here WJ is a standard parabolic subgroup of W generated by {sj | j ∈ J}), the
graph Γγ encodes the orientation of adjacent alcoves in the so-called fundamental J-alcove AJ which is
defined as the set of points that lie between hyperplanes Hβ,0 and Hβ,1 for all positive roots β in ΦJ , the
parabolic root system of WJ .

It is interesting to note that since the graph Γρ naturally encodes the orientation of adjacents alcoves,
it can be interpreted as an automaton for reduced expressions of affine Grassmanians elements. Indeed,
the set WΛ0

a of affine Grassmannians elements is the set of elements of minimal length in the cosets of Wa

with respect to the finite Weyl group W . This set can also be caracterised as the set of alcoves that lies
in the fundamental chamber C0 = {x ∈ V | 〈x, α〉 ≥ 0, ∀α ∈ Φ+}. It follows that if w ∈ WΛ0

a and s ∈ S
are such that sw,w ∈ WΛ0

a then we will have we have sw > w if and only if sw lies on the positive side
of the unique hyperplane separating w and sw. As a consequence, reduced expression of elements in WΛ0

a

will be in bjection with certain paths in the graph Γρ. In the case where γ has a non trivial stabiliser WJ ,
we obtain an automaton for affine Grassmanians lying in the fundamental J-alcove AJ .



HOMOLOGY RINGS OF AFFINE GRASSMANNIANS AND POSITIVELY MULTIPLICATIVE GRAPHS 3

As mentionned before, we show that the graph Γγ is positively multiplicative for any level 0 weight γ.
The main tool to prove this result is the homology ring of affine Grassmannians. We refer to Section 5
for precise definitions and some references. The homology ring of affine Grassmanians Λ is a commutative
Q-algebra with a distinguished basis {ξw | w ∈ WΛ0

a } such that the structure constants with respect to
this basis are positive integers. In type A, this ring can be identified with a subalgebra of the symmetric
functions and the previous distinguished basis then coincides with the basis of k-Schur functions (see [13]).
This positive structure is the key to our result. The connection between Λ and our graph is made through
the Pieri rules that describe in particular the multiplication by ξs0 in Λ:

ξs0ξw =
∑

aiξsiw for all w ∈WΛ0
a

where the sum is over all i ∈ {0, . . . , n} such that siw > w and siw ∈WΛ0
a . It turns out that the algebra Λ

has very nice factorisation properties: for all w ∈ WΛ0
a and all ωi, we have ξwtωi = ξwξtωi . This property

can be used to show that Λ is finite-dimensional over the ring of polyomials Q[ξtω1
, . . . , ξtωn ]. In turn, this

allows us to extend the scalars in the definition of Λ to the ring of Laurent polynomials and to define a basis
in bijection with the full set of alcoves, not only the affine Grassmanians elements. We then show that
the adjacency matrix of Γρ is essentially equal to the matrix of the multiplication by ξs0 in this extended
algebra expressed in a well chosen basis, hence showing the positivity. In the more general case where γ
has a non trivial stabiliser in W , we introduce a quotient of some ideal of our extended algebra that has
a basis in bijection with the set of alcoves in AJ and show that there are extra factorisation properties
by "pseudo-translations" in this quotient. We then interpret the adjacency matrix of Γγ as the matrix of
the multiplication by ξ̃s0 , the image of ξs0 in the quotient, hence showing the positivity of Γγ . It is worth
noticing here that one can apply to Γρ the general procedure for computing positively multiplicative bases
obtained in [6]. This gives a simple way to compute the structure constants of the homology ring of affine
Grassmannians, at least in small ranks. We have done this in type G2 [8].

As previously mentionned, the fact that Γγ is positively multiplicative has important consequences in
the theory of random walks on alcoves that never cross twice the same hyperplane. We can expand the
graph Γγ to obtain an infinite graph Γeγ which is the graph of the weak Bruhat order on the set of affine
Grassmanians that lie in the J-alcove AJ and study Markov chains on this graph. The case where γ = ρ
and each new alcove (or each new vertex) is chosen uniformly among all the possible alcoves (vertices) was
considered in [12]. More in the spirit of the works by Kerov and Vershik [11], one can also study central
random walks on alcoves or central Markov chains on Γeγ . This is another class of random walks that
never cross twice the same hyperplane for which two trajectories with the same end points have the same
probability. These are controlled by the positive harmonic functions on Γeγ (see [16] for the case γ = ρ in
type A). Then, thanks to the positivity of Γγ , the determination of these positive harmonic functions is
completely explicit. This is a particular case of a more general phenomenon for positively multiplicative
graphs detailed in [6]. It then becomes possible to obtain a rational expression for the drift of the previous
central random walks (i.e. for all types and for all level 0 weight γ) from the methods and results obtained
in [16] for the affine Grassmanian in type A. We will not pursue in this direction in the present paper
where we rather focus on the algebraic properties of the graphs Γγ .

In classical types, the case Γωi where ωi is a fundamental classical weight is also of special interest since
it decribes the transitions of k particles moving with small steps on a circle (in type A) or on a segment (in
type B,C,D) with n sites without intersecting each other. This problem in type A is studied in details in
[7] using the fact the eigenvalues and the eigenvectors of the adjacency matrix of Γωi are known. A precise
asymptotic behavior of the random walk on the graph is obtained and asymptotic formulas are deduced
for the coefficients of the quantum cohomology of Grassmanniann. It would be interesting to study the
spectral properties of the adjacency matrices of the graphs Γγ in general.

Finally, the graph Γγ also carries information on finite affine crystals. To any fundamental classical
weight ωi ∈ P , there exists a finite-dimensional representation of the quantum group U ′q(g) called a
Kirillov-Reshetikhin module. In many cases (in particular for the classical affine root systems), this
module is known to admit a combinatorial skeleton B̂(ωi), its so-called associated crystal (see [3] for a
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complete review on crystals). There is an action of the affine Weyl group Wa on B̂(ωi) defined using its
i-chains structure: for v ∈ B̂(ωi), the image of v under the action of si is the symmetric of v in the i-chain
containing v. The crystal B̂(ωi) contains a unique vertex v0 of weight ωi and the orbit of v0 under the
action of Wa on this crystal is the same as the orbit of ωi under the action of Wa in the following sense:
the weight of the vertex w · v0 is w(ωi). Thus the graph Γωi also encodes the action of Wa on v0. In
type A, since all the i-chains in B̂(ωi) have length at most 1, we actually so recover the full crystal B̂(ωi).
More generally, one can associate an affine crystal B̂(γ) to any dominant classical weight γ =

∑
γiωi using

tensor products of crystals by setting

B̂(γ) = B̂(ω1)⊗γ1 ⊗ · · · ⊗ B̂(ωn)⊗γn .

As before, there is an action of Wa on B̂(γ) and the orbit of the unique vertex of weight γ in B̂(γ) under
this action is the same as the orbit of γ under the action ofWa. Hence the graph Γγ also encodes the action
of the affine Weyl group on B̂(γ). Here again, it is a natural question to ask for the affine crystals B̂(γ)
that could be positively multiplicative when they do not reduce to one orbit. In connection with the alcove
model for KR-crystals developed in [17, 18] it would yield interesting generalisations of the previous alcove
random walks.

We now review the content of the paper. In Section 2, we give some results and definitions of [6] about
positively multiplicative graphs. In Section 3, we introduce the notion of affine Weyl groups together with
their action on the weight lattice Pa and their action on the set of alcoves. In Section 4, we define the
graph Γγ associated to a level 0 weight γ and provide a lot of examples. In Section 5, we introduce the
homology ring of affine Grassmanians and present some of its properties. In Section 6, we prove that Γγ
is positively multiplicative for all level 0 weight γ. Finally, in Section 7, we present an interpretation of
the graph Γγ in terms of particle moving on either a circle or a segment.

Acknowledgments: The authors would like to thank James Parkinson and Eloïse Little for many helpful
discussions.

2. Multiplicative graphs

In this section we review some results of [6]. We start by defining the notion of positively mutliplicative
algebras and positively multiplicative graphs.

2.1. Multiplicative finite graphs. Let Z = {z1, . . . , zN} be a set (possibly empty) of formal indetermi-
nates. Let Q[Z±1] be the ring of Laurent polynomials in the variables Z and let Q(Z±1) be its fraction
field. Write Q+[Z±1] for the subset of Q[Z±1] containing the polynomials with nonnegative coefficients.

Let Λ be a unital algebra over Q[Z±1] and let B be a basis of Λ containing 1. We say that Λ is positively
multiplicative with respect to B, if the structure constants of the basis B are all in Q+[Z±1]. We say that Λ
is positively multiplicative if it is positively multiplicative with respect to some basis containing 1.

Let Γ = (V,E) be a finite oriented weighted graph with set of vertices V = {v1, . . . , vn}, set of ar-
rows E ⊂ V × V and edge weight function with values in Q+[Z±1]. We denote by AΓ = (ai,j)1≤i,j≤n the
adjacency matrix of Γ, that is the coefficient ai,j is equal to 0 if there is no arrow from vj to vi and to
the sum of the weights of the arrows from vj to vi otherwise. The adjacency algebra of Γ is the algebra
Q[Z±1][AΓ] of polynomials in AΓ with coefficients in Q[Z±1]. It will often be convenient to split any arrow
in Γ weighted by a polynomial P in Q+[Z±1] into a multiple set of arrows, each of them being weighted
by a monomial in Q+[Z±1].

In this section, we will assume that all graphs are strongly connected. This means that for each pair of
vertices (u, v), there is an oriented path from u to v.

Definition 2.1. A graph Γ = (V,E) is said to be multiplicative at vi0 ∈ V if its adjacency algebra
is contained in a commutative algebra Λ of n × n matrices with coefficients in Q(Z±1) with a basis
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Bi0 = {bi, i = 1, . . . , n} such that

bi0 = 1 and AΓbj =
n∑
i=1

ai,jbi for any j = 1, . . . , n.

In other words, the matrix MatBi0 (mAΓ
) of the multiplication by AΓ in the basis Bi0 is AΓ itself. In

addition, if the algebra Λ is positively multiplicative with respect to Bi0 we say that Γ is positively
multiplicative at vi0 .

Let Λ be a commutative algebra and x ∈ Λ. As above, we write mx for the linear map Λ → Λ defined
by mx(a) = xa. We start by stating a useful and easy result.

Proposition 2.2. Let Γ be a finite oriented weighted graph with adjacency matrix AΓ = (ai,j). The graph
Γ is multiplicative at vi0 if and only if there exists a commutative n-dimensional algebra Λ over Q(Z±1),
an element x ∈ Λ and a basis B = (b1, . . . , bn) of Λ such that bi0 = 1 and MatB(mx) = AΓ.

Proof. Assume that there exists such an algebra Λ. The map

MatB : Λ → Matn(Q(Z±1))
y 7→ MatB(my)

is an injective morphism of algebras. Then MatB(Λ) is a commutative subalgebra of Matn(Q(Z±1)). We
claim that Γ is multiplicative at vi0 with associated algebra MatB(Λ) and basis

{MatB(mbi) | i = 1, . . . , n}.

Indeed we have xbj = mx(bj) =
∑n

i=1 ai,jbi so that mxbj =
∑
ai,jmbi . Then

AΓ MatB(mbj ) = MatB(mx) MatB(mbj ) = MatB(mxmbj ) = MatB(mxbj ) =
n∑
i=1

ai,j MatB(mbi).

Since bi0 = 1, we have MatB(mxbj ) = 1 hence the result. The converse is obvious by definition of a
positively multiplicative graph. �

2.2. Graph of maximal dimension. We say that a graph Γ is of maximal dimension when its adjacency
algebra is of dimension n, the number of vertices in Γ and the size of AΓ. This is the case if and only if
the minimal polynomial µAΓ

of AΓ is of degree n.

Theorem 2.3. [6, Proposition 3.6] Let Γ be a graph of maximal dimension. Then there exists a basis
B = (b1, . . . , bn) of the adjacency algebra of AΓ such that MatB(mAΓ

) = AΓ. Further, if bi0 is invertible,
there exists a unique basis B′ = (b′1, . . . , b

′
n) such that b′i0 = 1 and MatB′(mAΓ

) = AΓ.

Note that this is not always possible to find an index i0 such that bi0 is invertible, see [6, §3.2] for details.

A path of length N ∈ N in a graph Γ is a sequence v0, v1, . . . , vN of vertices together with a family
of arrows (e1, . . . , eN ) where ei is an arrow from vi−1 to vi. The weight of a path is the product of the
weights of the arrows, it is therefore an element of Q+[Z±1].

Let k ∈ {1, . . . , n}. We denote by Mk the n× n matrix whose coefficient mi,j is the sum of the weights
of all paths of length j − 1 starting at vk and ending at vi.

Proposition 2.4. [6, Proposition 3.6]
(1) The graph Γ is multiplicative at vi0 and is of maximal dimension if and only if the matrix Mi0 is

invertible. In this case, the columns of M−1
i0

define a basis Bi0 = {b1, . . . , bi0 = 1, . . . , bn} of the
adjacency algebra (expressed in the basis {1, AΓ, . . . , A

n−1
Γ }) that satisfies MatBi0 (mAΓ

) = AΓ.
(2) When Mi0 is invertible, the entries of the matrices in the basis Bi0 belong to 1

detMi0
Q[Z±1].

(3) When µA is irreducible, the matrix Mi0 is invertible for any vertex vi0.
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Example 2.5. Consider the graph Γ with adjacency matrix AΓ given as follows:
v1

v2

v3 v4

v5

v6

z1 z3

z2

z2z3 z1

AΓ =


0 0 z1 z3 z2 0
1 0 0 0 0 z2

0 1 0 0 0 z3

0 1 0 0 0 z1

0 0 1 1 0 0
0 0 0 0 1 0

 .

The minimal polynomial of AΓ is

µAΓ
(T ) = T 6 − 2 (z1 + z3)T 3 − 4z2T

2 + (z1 − z3)2

which is irreducible. The matrices M1 and M−1
1 are respectively

1 0 0 z1 + z3 2z2 0
0 1 0 0 z1 + z3 4z2

0 0 1 0 0 z1 + 3z3

0 0 1 0 0 3z1 + z3

0 0 0 2 0 0
0 0 0 0 2 0

 and



1 0 0 0 − z1+z3
2 −z2

0 1 2z2
z1−z3

2z2
z3−z1

0 − z1+z3
2

0 0 3z1+z3
2z1−2z3

z1+3z3
2z3−2z1

0 0

0 0 0 0 1
2 0

0 0 0 0 0 1
2

0 0 −1
2z1−2z3

−1
2z3−2z1

0 0

 .

The graph Γ is multiplicative at v1. Observe that in this particular example, that all the entries in
{b1 = 1, . . . , b6} belong to Q+[z1, z2, z3]. For example, we have

b3 =
1

z1 − z3

(
2z2A+

1

2
(3z1 + z3)A2 − 1

2
A5

)
=


0 z1 z2 0 0 z1z3

0 0 z1 0 z2 0
1 0 0 0 0 0
0 0 0 0 z1 z2

0 1 0 0 0 z1

0 0 0 1 0 0

 .

2.3. Expansion of a graph. Let Γ be a strongly connected weighted graph with set of vertices {v1, . . . , vn}.
We assume that all the weights in Γ are positive monomials in Q+[Z±1].

Definition 2.6. The expansion of the graph Γ at v1 is the graded graph with set of vertices Γe = (Γ`)`∈N∗
constructed by induction as follows:

• Γ1 = {(v1, 1, 1)}

• if (vj , z
β, `) ∈ Γ` and there is an arrow vj

mi,jz
βi,j

→ vi in Γ then (vi, z
β+βi,j , `+ 1) ∈ Γ`+1 and there

is an arrow (vj , z
β, `)

mi,j→ (vi, z
β+βi,j , `+ 1) in Γe.

Assume that Γ is a finite positively multiplicative graph. As in Definition 2.1, let Λ be a commutative
n-dimensional algebra over Q(Z±1), x ∈ Λ and B = (b1, . . . , bn) a basis of Λ such that b1 = 1 and
MatB(mx) = AΓ. Since Λ is an algebra over Q[Z±1], it can also be seen as a Q-algebra of infinite
dimension with basis

{zβbi | i ∈ {1, . . . , n}, β ∈ Zm}
where for all β = (β1, . . . , βm) ∈ Zm we have set zβ = zβ1

1 . . . zβnn . We will denote by ΛQ this algebra. We
set Λ′e = ΛQ ⊗Q Q[q] where q is a new indeterminate. It is easy to check that the set

B′e = {q`zβbi | i ∈ {1, . . . , n}, β ∈ Zm, ` ∈ N}
is a basis of Λ′e. We write Λe for the subspace of Λ′e with basis Be = {q`zβbi | (vi, zβ, `) ∈ Γe}.

Proposition 2.7. With the previous notation, the following assertions hold in Λe.
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(1) For any vertex (vj , z
β, `) ∈ Γe

qx× q`zβbj =
∑

(vj ,zβ ,`)
mi,j→ (vi,zβ

′ ,`+1)

mi,jq
`+1zβ

′
bi.

(2) The element 1 = q0z0b1 belongs to Be and the product of two elements in the basis Be expands
on Be with nonnegative coefficients. In particular Λe is a positively multplicative subalgebra of Λ′e
with associated basis Be.

Example 2.8. The expansion of
v1

v2

z1 z2 is the graph

(v1,1,1)

(v2,1,2)

(v1,z1,3) (v1,z2,3)

(v2,z1,4) (v2,z2,4)

(v1,z2
1,5) (v1,z1z2,5) (v1,z2

2,5)

(v2,z2
1,6) (v2,z1z2,6) (v2,z2

2,6)

(v1,z3
1,7) (v1,z2

1z2,7) (v1,z1z2
2,7) (v1,z3

2,7)

3. Affine Weyl group

3.1. Affine root systems and affine Lie algebras. Let I = {0, 1, . . . , n}, I∗ = {1, 2, . . . , n} and
A = (ai,j)(i,j)∈I2 be a generalized Cartan matrix of a non twisted affine root system. These affine root
systems are classified in [10] (see the Table 1 page 54). The matrix A has rank n and there exists a unique
vector v = (ai)i∈I ∈ Zn+1 with (ai)i∈I relatively primes and a unique vector v∨ = (a∨i )i∈I ∈ Zn+1 with
(a∨i )i∈I relatively primes such that v∨ ·A = A · tv = 0. Note that, since we are in the non twisted case, we
have a0 = a∨0 = 1. We refer to [4, 10] for details and proofs of the results presented in this section.

Let (h,Π,Π∨) be a realization of A that is
(1) h is a complex vector space of dimension n+ 2,
(2) Π = {α0, . . . , αn} ⊂ h∗ and Π∨ = {α∨0 , . . . , α∨n} ⊂ h are linearly independant subsets,
(3) ai,j = 〈αj , α∨i 〉 for 0 ≤ i, j ≤ n.

Here, 〈·, ·〉 : h∗×h→ C denotes the pairing 〈α, h〉 = α(h). Fix an element d ∈ h such that 〈αi, d〉 = δ0,i for
all i ∈ I so that Π∨ ∪ {d} is a basis of h. We denote by g the affine Lie algebra associated to this datum
and refer to [10] for its definition.

Let Λ0, . . . ,Λn ⊂ h∗ be the such that

Λi(α
∨
j ) = δi,j and Λi(d) = 0 for all i, j ∈ I.

We set δ =
∑n

j=0 ajαj so that

δ(α∨i ) =
n∑
j=0

ajαj(α
∨
i ) =

n∑
j=0

ajai,j = [Av]i = 0 and δ(d) = a0 = 1.
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Then the family (Λ0, . . . ,Λn, δ) is the dual basis of (α∨0 , . . . , α
∨
n , d) ⊂ h and we have

αj =
∑
i∈I
〈αj , α∨i 〉Λi + 〈αj , d〉δ =

∑
i∈I

ai,jΛi for all j ∈ I∗.

There exists an invariant nondegenerate symmetric bilinear form (·, ·) on g such that (·, ·) is nondegen-
erate on h and uniquely defined by

(α∨i , α
∨
j ) = 〈αi, α∨j 〉aia∨i

−1 = aja
∨
j
−1aj,i for i, j ∈ I

(α∨i , d) = 0 for i ∈ I∗

(α∨0 , d) = a0

(d, d) = 0

It can be checked that (α∨i , α
∨
j ) = (α∨j , α

∨
i ) for all i, j ∈ I. Let ν be the associated map from h to its dual:

ν : h → h∗

h 7→ (h, ·)

Then we have ν(d) = Λ0, ai,j =
2(αi, αj)

(αi, αi)
and ν(α∨i ) =

2αi
(αi, αi)

. The form (·, ·) on h then induces a form

on h∗ via ν. We still denote this form (·, ·) and we have

(αi, αj) = a∨i ai
−1ai,j for i, j ∈ I

(αi,Λ0) = 0 for i ∈ I∗

(α0,Λ0) = a−1
0

(Λ0,Λ0) = 0

(Λ0, δ) = 1

There are different objects associated to the datum (h,Π,Π∨), some of them live in h other in h∗. We
will as much as possible use the following convention: we will add the suffix “co” to the name of the object
to indicate that it naturally lives in h (eventhough we sometime think of it as an element of h∗) and we
will add a superscript ∨ to the notation. For instance, α∨i is called a coroot as it is an element of h. We
now introduce various lattices:

• the coweight lattice: P∨a :=
⊕

i∈I Zα∨i + Zd ⊂ h,

• the weight lattice Pa = {γ ∈ h∗ | γ(P∨a ) ⊂ Z} =
⊕

i∈I ZΛi + Zδ,
• the dominant weights in h∗ are the elements of P+

a =
⊕

i∈I Z≥0Λi + Zδ,
• the root lattice Qa =

⊕
i∈I Zαi,

• the coroot lattice Q∨a =
⊕

i∈I Zα∨i .
For any i ∈ I, we define the simple reflection si on h∗ by

si(x) = x− 〈α∨i , x〉αi for any x ∈ h∗.

The affine Weyl group Wa is the subgroup of GL(h∗) generated by the reflections si. Since (Λ0, . . . ,Λn, δ)
is the dual basis of (α∨0 , . . . , α

∨
n , d), we have for all i ∈ I

si(δ) = δ − 〈α∨i , δ〉αi = δ

si(Λj) = Λj if i 6= j

si(αi) = −αi
The Weyl group Wa is acting on the weight lattice Pa.

Let
◦
A be the matrix obtained from A by deleting the row and the column corresponding to 0. Then it

is well-known that
◦
A is a Cartan matrix of finite type. Let

◦
h∗ and

◦
h be the vector spaces spanned by the

subset
◦
Π = Π\{α0} and

◦
Π∨ = Π\{α∨0 }. The root and weight lattices associated to

◦
A are Q =

⊕
i∈I∗ Zαi

and P =
⊕

i∈I∗ Zωi where we have set ωi = Λi − a∨i Λ0 for all i ∈ I∗. We denote by W the finite Weyl
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group associated to
◦
A: it is generated by the orthogonal reflections si with respect to the hyperplane

orthogonal to αi in
◦
h∗. Finally we set Q∨ =

⊕
i∈I∗ Zα∨i ⊂

◦
h∗. Note that the reflection si ∈ Wa for i ∈ I∗

stablises
◦
h∗ so that the Weyl group W can be seen as the subgroup of Wa generated by (si)i∈I∗ .

Let θ be the highest root of the finite root system
◦
Π = {α1, . . . , αn}. Since we assumed that we are in

the untwisted type, we have δ = α0 + θ. Let sθ be the orthogonal reflection with respect to θ defined by
sθ(γ) = γ − 〈θ∨, γ〉θ. For all γ ∈ h∗ we have

s0sθ(γ) = γ + (γ, δ)θ − ((γ, θ) +
1

2
(θ, θ)(γ, δ))δ.

Consider β ∈
◦
h∗. We define the map tβ on h∗ by

tβ(γ) = γ + (γ, δ)β − ((γ, β) +
1

2
(β, β)(γ, δ))δ

for all γ in h∗. Note that if (γ, δ) = 0 (as it is the case when γ ∈
◦
h∗) we get a simpler formula

tβ(γ) = γ − (γ, β)δ.

It is important to observe that tβ doesn’t act as a translation on
◦
h∗. Nevertheless it can be shown that

• tβ ◦ tβ′ = tβ+β′ for all β, β′ ∈ h∗,
• w ◦ tβ ◦ w−1 = tw(β) for all β ∈ h∗ and w ∈W ,
• s0 = tθsθ = sθt−θ.

These relations tell us that Wa is the semi-direct product of the finite Weyl group W with a lattice that
is generated by the W -orbit of θ. In the untwisted case, this orbit is equal to ν(Q∨) so that we have

Wa 'W n ν(Q∨).

We will simply write Wa 'W nQ∨ where we identify Q∨ with the lattice ν(Q∨) given by:⊕
i∈I

Zν(α∨i ) =
⊕
i∈I

Z
2αi

(αi, αi)
⊂ h∗.

3.2. Affine action ofWa on alcoves. In the previous section, we have seen that the affine Weyl groupWa

is a semi-direct product Wa 'W nQ∨. In this section, we construct an affine action of Wa on the set of
alcoves in an Euclidean affine space V of dimension n. This action can be realised from the linear action
in h∗ described in the previous section but the construction is technical and we will not need it here. We
refer to [10] and [4] for details of this construction. For the conventions in this section, we refer to [1].

Remark 3.1. We will write the action of Wa on the affine space V and on the set of alcoves on the right.
Let us briefly explain why. In this paper, we are studying the orbit of some weights γ ∈ h∗ under the
action of W (and Wa). We have written this action on the left, so that if γ has a stabiliser of the form WJ

where J ⊂ I∗, then the orbit of γ under the action of W will be in bijection with the set W J of minimal
length representatives of W/WJ = {xWJ | x ∈ Wa}. By considering a right action on the set of alcoves,
the setW J becomes connected (i.e. is made up of adjacent alcoves) and this makes it much easier to draw,
see Examples 3.5 and 4.14.

We start with Φ, a reduced, irreducible, finite, crystallographic root system with set of simple roots
∆ = {α1, . . . , αn} in an n-dimensional R-vector space V with inner product (·, ·). Let Φ+ be the positive
roots associated to ∆. For all α ∈ Φ+, we define Hα,0 to be the hyperplane orthogonal to α and sα,0 to
be the orthogonal reflection with respect to Hα,0. Setting α∨ = 2α/(α, α) for all α ∈ Φ we have

Hα,0 = {x ∈ V | (x, α) = 0} and (x)sα,0 = x− (x, α)α∨.

The Weyl group W of Φ is the subgroup of GL(V ) generated by the orthogonal reflections sα with α ∈ Φ.
It is a Coxeter group with set of distinguished generators S = {s1, . . . , sn} where we set si := sαi,0.
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The dual root system of Φ is Φ∨ = {α∨ | α ∈ Φ} and the coroot lattice of Φ is Q∨ = Z-span of Φ∨.
The fundamental weights of Φ are the vectors ω1, . . . , ωn where (ωi, αj) = δij . The weight lattice is
P = Zω1 + · · ·+ Zωn, and the cone of dominant weights is P+ = Nω1 + · · ·+ Nωn. Note that Q∨ ⊆ P .

The Weyl chambers are the closures of the open connected components of V \F0 where

F0 =
⋃

α∈Φ+

Hα,0.

The fundamental Weyl chamber is defined by

C0 = {x ∈ V | (x, α) ≥ 0 for all α ∈ Φ+}.

The Weyl group W acts (on the right) simply transitively on the set of Weyl chambers.
The Weyl groupW acts on Q∨ and the affine Weyl groupWa isWa = WnQ∨ where we identify λ ∈ Q∨

with the translation (x)tλ = x+ λ. For α ∈ Φ+ and k ∈ Z, we define the hyperplane

Hα,k = {x ∈ V | (x, α) = k}

and write sα,k for the (affine) orthogonal reflection with respect to Hα,k. Explicitly, (x)sα,k = x−((x, α)−
k)α∨, so that sα,k = sαtkα∨ . It is well-known that Wa is generated by the orthogonal reflections sα,k and
that it is a Coxeter group with disitinguished set of generators Sa = {s0, s1, . . . , sn}, where s0 = sθtθ∨ ,
with θ the highest root of Φ. Any element ofWa can be uniquely written under the form utα where u ∈W
and α ∈ Q∨. We define two applications f : Wa →W and wt : Wa → Q∨ via the equation w = f(w)twt(w).

Each hyperplane Hα,k with α ∈ Φ+ and k ∈ Z divides V into two half spaces, denoted

H+
α,k = {x ∈ V | (x, α) > k} and H−α,k = {x ∈ V | (x, α) < k}.

This is the "periodic orientation”: it is invariant under translation by λ ∈ Q∨.

The alcoves of Wa are the closure of the open connected components of V \F where

F =
⋃

α∈Φ+,k∈Z

Hα,k.

The fundamental alcove is defined by

A0 = {x ∈ V | 0 < (x, α) < 1 for all α ∈ Φ+}.

The hyperplanes bounding A0 are called the walls of A0. Explicitly these walls are Hαi,0 with i = 1, . . . , n
and Hθ,1. We say that a face of A0 (that is, a codimension 1 facet) has type si for i = 1, . . . , n if it lies on
the wall Hαi,0 and of type s0 if it lies on the wall Hθ,1.

The affine Weyl groupW acts simply transitively on the set of alcoves, and we use this action to identify
the set of alcoves with W . We will denote this action on the right and identify the set of elements of Wa

with the set of alcoves via w ↔ A0w. The fundamental alcove A0 corresponds to the identity element e.
Moreover, we use the action of Wa to transfer the notions of walls, faces, and types of faces to arbitrary
alcoves. Alcoves A and A′ are called s-adjacent, written A ∼s A′, if A 6= A′ and A and A′ share a common
face of type s. Under the identification of alcoves with elements ofW , the alcoves w and sw are s-adjacent.

Definition 3.2. Let w ∈ W , s ∈ S and H be the unique hyperplane separating w and sw. We say that
the crossing from w to sw is positive and write w +

 sw if w ∈ H− and sw ∈ H+. We say that the
crossing is negative and write w −

 sw otherwise.

Let w ∈Wa and let (si` , . . . , si1) ∈ S` be such that w = si` . . . si1 . Then we have

e ∼si1 si1 ∼si2 si2si1 ∼si3 · · · ∼si` si` · · · si1 .

In this way, the expression of si` . . . si1 representing w determine a sequence of adjacents alcoves starting
at A0 and finishing at A0w. It is a well known result that the length of w ∈Wa is equal to the number of
hyperplanes that separate A0 and A0w.
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Example 3.3. Let Φ be a root system of type G2 with simple roots α1 and α2 and fundamental weights ω1

and ω2. We have P = Q∨, and the dual root system is

Φ∨ := ±{α∨1 , α∨2 , α∨1 + α∨2 , α
∨
1 + 2α∨2 , α

∨
1 + 3α∨2 , 2α

∨
1 + 3α∨2 }.

Recall that the affine Weyl group acts on the right on the set of alcoves. In the figure below

• the dark gray alcove is the fundamental alcove A0;
• the thick arrows are the coroot system Φ∨;
• the alcove w = s2s0s1s2s1 is in dark green.
• the set of alcoves s2, s2s0, s2s0s1, s2s0s1s2 are in orange and numbered respectively from 1 to 4.
• the set of alcoves s1, s2s1, s1s2s1, s0s1s2s1, s2s0s1s2s1 are in green.

ω1

ω2

α∨2

α∨1

H2α1+3α2,2
+
−

H2α1+3α2,1
+
−

H2α1+3α2,0
+
−

H2α1+3α2,−1
+
−

H2α1+3α2,−2
+
−

Hα2,2

+−
Hα2,0

+−
Hα2,−2

+−

1

2

34

Figure 1. Alcoves and root system in type G2

3.3. Affine grassmanians. The weak Bruhat order on Wa is defined as follows: we have u ≤ v if and
only if there exists a reduced expression of v starting by a reduced expression of u.

Definition 3.4. The affine Grassmannian elements are the minimal length representatives of the left
cosets of Wa with respect to the finite Weyl group W . We will denote this set WΛ0

a . The weak Bruhat
order induces a graph structure on WΛ0

a and we will denote this graph by ΓΛ0 .

When identifying the set of alcoves with Wa, the set WΛ0
a is simply the set of alcoves that lies in the

fundamental Weyl chambers C0. Two elements of WΛ0
a are connected by a directed path in the graph ΓΛ0

if and only if there is a path from one to the other such that all the crossing are positive.

The graph ΓΛ0 also describes the orbit of the weight Λ0 under the action of Wa. Indeed the stabiliser
of Λ0 in Wa is the finite Weyl group W , so that the orbit of Λ0 is in bijection with Wa/W .

Example 3.5. Let Φ be a root system of type A2 with simple roots α1 and α2. The dual root system is

Φ∨ := ±{α∨1 , α∨2 , α∨1 + α∨2 }.

In type A, it can be useful to color the faces according to their types. In the picture below, we have colored
the s1, s2 and s0 faces in blue, green and red respectively. The gray alcove is the identity and the light
gray alcoves represent WΛ0

a . We represent the graph ΓΛ0 on the right hand-side. Note that it coincides
with the expansion obtained in Example 2.8.
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α∨1α∨2

e

0

10 20

210 120

0210 1210 0120

Figure 2. Affine grassmanians in type Ã2 and its induced graph

4. The graphs Γγ associated to level 0 weight

The level 0 weight lattice is the sublattice of Pa defined by

P0 =
⊕
i∈I∗

Zωi + Zδ.

The lattice P0 is stabilized by Wa. In this section, we construct graphs encoding the orbit of the elements
of P0, the so-called level 0 weights, under the action of Wa. We denote by Z[Q∨] the group algebra of Q∨

over Z and write zα for the element associated to α ∈ Q∨ so that zαzα
′

= zα+α′ . Recall that the affine
Weyl group Wa is the semi-direct product W nQ∨ and that we defined f : Wa → W and wt : Wa → Q∨

via the equation w = f(w)twt(w).

Remark 4.1. We work over Q to fit with the setting of multiplicative graphs.

4.1. The graph Γρ. We look at the level 0-weight ρ = ω1 + · · ·+ωn. The stabiliser of ρ under the action
of W is reduced to the identity.

Definition 4.2. The graph Γρ is the oriented weighted graph with weights in Z[Q∨] defined as follows
• the set of vertices is W
• there is an arrow w

i−→
ai
siw of type i and weight ai for i ∈ I∗ when `(siw) = `(w) + 1

• there is an arrow w
0−→
zα

f(s0w) of type 0 and weight zα when `(f(s0w)) < `(w) and α = wt(s0w).

There are different ways to interpret the graph Γρ. First, if we forget about the weights and the
orientations of the arrows, then the graph Γρ is the Cayley graph of W with generators si and sθ. Indeed
we have f(s0w) = sθw for all w ∈W . As a consequence, since the stabiliser of ρ is reduced to the identity,
this shows that Γρ represents the orbit of ρ under the action of W . The edge weight function on Γρ allows
to recover the action of Wa on ρ. Let w ∈W . If we set u = f(s0w) and α = wt(s0w), we have

s0w(ρ) = utα(ρ) = u(ρ− (ρ, α)δ) = u(ρ)− (ρ, α)δ

so that the weight α on the arrow from w to f(s0w) gives the coefficients of δ in the equality above. Next,
if we forget about the 0-arrows, then the graph Γρ is the graph of the weak Bruhat order onW . Finally, Γρ
also encodes encodes the orientation of adjacent alcoves as we will see later in this section.

In the following, when drawing examples of graphs Γρ, we will omit the type i ∈ I on the arrows as
it can be deduced from the two extremities of the arrows. Further, we do not indicate the weight of an
arrow when it is equal to 1.

Example 4.3. We draw the graph Γρ in type Ã2. We set z1 = zα1 and z2 = zα2 in Z[Q∨]. The arrows
going downward are all of type i with i ∈ I∗ and of weight 1 since we have a0 = a1 = a2 = 1. The
arrows going upward are all of type 0. On the left hand-side, we label the vertices with W and on the
right hand-side with the corresponding weight w(ρ). One can notice that when the arrows are going down
(respectively up), so does the weights (mod δ).
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e

1 2

21 12

121

1

z1z2

z−1
1z−1

2

ρ

ρ− α1 ρ− α2

ρ− 2α2 − α1 ρ− 2α1 − α2

ρ− 2α2 − 2α1

1

z1z2

z−1
1z−1

2

Figure 3. The graph Γρ in type Ã2

Example 4.4. We draw the graphs Γρ in type G̃2. Again we set z1 = zα1 and z2 = zα2 in Z[Q∨] and we
keep the same convention as in the previous example.

e

1 2

21 12

121 212

2121 1212

12121 21212

121212

3

2

3

2

3

2

2

3

2

3

2

3

1

z1z2
2

z−1
2

z−1
2

1

z1z2
2

1

z1z2

1

z1z2

Figure 4. The graph Γρ in type G̃2

All the arrows in the graph Γρ are of the form aiz
α where α can be equal to 0. Recall that α 6= 0 if and

only if i = 0 and in this case, we have a0 = 1. In the following proposition, we show how one can determine
the sign of the crossing between two adjacents alcoves w and siw in Wa by looking at the direction of the
arrow between f(w) and f(siw) in the graph Γρ.

Proposition 4.5. Let w ∈Wa and i ∈ I.
(1) If there is an arrow from f(w) to f(siw) of weight aizα in Γρ, then the crossing from w to siw is

negative and wt(siw) = wt(w) + α.
(2) If there is an arrow from f(siw) to f(w) of weight aizα in Γρ, then the crossing from w to siw is

positive and wt(siw) = wt(w)− α.

Proof. We only need to prove (1). Let β ∈ Q∨ and u ∈W be such that w = utβ . The crossing from w to
siw is of the same sign as the crossing from u to siu since the orientation is left unchanged by translation.
In the case where i ∈ I∗, we know that the crossing from u to siu is positive if and only if `(siu) < `(u).
Further, we have wt(siw) = wt(w) and α = 0 so that wt(siw) = wt(w) + α. Assume now that i = 0. The
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alcoves u and s0u are separated by the hyperplane (Hθ,1)u = Hθu,1. We have

u
−
 s0u ⇐⇒ (θ)u ∈ Φ−

⇐⇒ `(sθu) < `(u)

⇐⇒ there is an arrow from u to sθu in Γρ.

The last equivalence comes from the fact that f(u) = u and f(s0u) = sθu. We prove the equality about the
weight. By definition of Γρ we have wt(s0u) = α and we get wt(s0w) = wt(s0utβ) = α+β as required. �

Let π be a (undirected) path on the graph Γρ, that is, π is a sequence u0, u1, . . . , uN in W such that
for all k ∈ {1, . . . , N} there is an arrow from uk−1 to uk or from uk to uk−1 (π does not have to follow
the directions of the arrows). We define the word of π to be (i1, . . . , iN ) where ik is the type of the arrow
between uk−1 and uk and the group element of π to be si1 · · · siN ∈ Wa. Obviously, two different paths
can have the same group element. Conversely, to any w ∈W and any expression (not necessarily reduced)
w = si1 . . . sin , we can associate a path π~w in Γρ that starts at e and follows the arrow of type i1, . . . , iN .

With this in mind, the graph Γρ can be interpreted as an automaton for the set of affine Grassmanians.
This is a consequence of the following well known fact on affine Grassmanians. Let w ∈ Wa such that
w = si1 . . . siN . Then w ∈ WΛ0

a and the expression si1 . . . siN is reduced if and only if the crossing from
sik . . . siN to sik+1

sik . . . siN is positive for all 1 ≤ k ≤ N − 1. Thus, w ∈ WΛ0
a if and only if the path π~w

(starting at e) corresponding to the expression si1 . . . siN of w only follows arrows in the opposite direction.

Example 4.6. We continue the previous example in type G̃2. In order to picture the automaton more
easily, we start at the identity (the black vertex) and we reverse the orientation of the arrows. We do
not indicate the weight of the arrows (it doesn’t play any role here) but we put the generator si when an
arrow is of type i. One can obtain all reduced expressions of the affine Grassmanian elements simply by
considering all the oriented paths starting at e and by concatenating the type of the arrows from right to
left. For instance, one can check that the translations by the fundamental weights tω1 , tω2 are in WΛ0

a and
that the expressions tω1 = s1s2s1s2s0s1s2s1s2s0 and tω2 = s2s1s2s1s2s0 are reduced.

s0

s2

s1

s2

s0 s1

s1 s0

s2

s1

s2

s0

s2

s2
s0

s0

s1

s1

Figure 5. The graph Γρ in type G̃2

4.2. The graphs Γγ. The construction of the previous section can be generalised to any level 0 weight.
The main difference is that such weights can have a non trivial stabiliser in W . We may assume that
γ = ωi1 + · · ·+ ωi` ∈ P and we set J ′ = {i1, . . . , i`}. Indeed, let γ be a level 0 weight so that γ ∈ P + Zδ.
Since δ is stable under the action of Wa we may assume that γ ∈ P . Next, there exists a dominant weight
which lies in the W -orbit of γ, hence we may assume that γ = k1ω1 + · · ·+ k`ω` where (k1, . . . , k`) ∈ N`.
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Now the orbit of k1ω1 + · · · + k`ω` under the action of W only depends on whether ki = 0 or not.
This is not true for the action of Wa but in the graphs Γγ that we will define, we may assume that
γ = ωi1 + · · ·+ωi` ∈ P for some J ′ = {i1, . . . , i`} just by changing the indeterminates labelling the arrows.

So, let γ = ωi1 + · · ·+ωi` ∈ P , J ′ = {i1, . . . , i`} and J be the complement of J ′ in {1, . . . , n}. Then the
stabiliser of γ in W is WJ , the group generated by the set {sj , j ∈ J} and the orbit of γ under the action
of W is in bijection with the set W J of minimal length representatives of the left cosets W/WJ . It is a
standard result that any x ∈W can be uniquely written as xJxJ where xJ ∈W J and xJ ∈WJ .

Recall that the action of tβ with β ∈ Q∨ on P0 is given by tβ(γ) = γ − (γ, β)δ. From there, we see that
the group W̃J := WJ nQ∨J where

Q∨J = {β ∈ Q∨ | (γ, β) = 0} =
⊕
j∈J

Zα∨j

will stabilise γ (in fact it is strictly contained in the stabiliser of γ in Wa). The group W̃J is an affine Weyl
group. It is generated by the orthogonal reflections with respect to the hyperplanes Hβ,k with β ∈ Q∨J
and k ∈ Z. It acts simply transitively on the connected components of the set

FJ := V \ {Hα,k | α ∈ Q∨J , k ∈ Z}.

Following Lusztig [19], we call these connected components J-alcoves. The fundamental J-alcove is

AJ =
⋂

α∈Φ+
J

H+
α,0 ∩H

−
α,1 = {x ∈ V | 0 < 〈x, α〉 < 1 for all α ∈ Φ+

J }

where Φ+
J ⊂ Φ+ is the positive root system of WJ . The closure of AJ is a fundamental domain for the

action of W̃J on V , that is, each λ ∈ V is conjugate under the action of W̃J to exactly one element in
the closure of AJ . Given β ∈ Q∨, we will slightly abuse the notation and write β ∈ AJ to mean that β
lies in the closure of AJ . Any x ∈ W̃J can be uniquely written as utα where u ∈ WJ and α ∈ Q∨J . Note
that when J = {1, . . . , n} we recover the usual alcoves associated to Wa and AJ = A0, which explain the
terminology of J-alcoves.

The affine Weyl group W̃J and the set of J-alcoves have been studied in details in [9] in the extended
case where the authors studied positively folded alcove paths in AJ that bounce on the walls of AJ . We
also refer to [20] where the authors study retractions in buildings with respect to chimneys (which are our
J-alcoves) in order to study orbits in affine flag varieties.

Let Z[Q∨/Q∨J ] be the group algebra of the quotient Q∨/Q∨J . We write α for the class of α ∈ Q∨

modulo Q∨J and zα for the corresponding element of Z[Q∨/Q∨J ]. We now define our graphs Γγ and refer
to §4.3 for some examples.

Definition 4.7. The graph Γγ is the oriented weighted graph with weights in Z[Q∨/Q∨J ] defined as follows

• the set of vertices is W J

• there is an arrow w
i−→
ai

siw of type i for i ∈ I∗ if siw belong to W J and `(siw) = `(w) + 1

• there is an arrow w
0−→
zα

f(s0w)J of type 0 if `(f(s0w)J) < `(w) and wt(s0w) = α.

When γ = ρ the graph Γρ encodes the orbit of ρ and the structure of the semi-direct product W nQ∨

together with the periodic orientation of the alcoves in Wa. We will show that the graph Γγ encodes the
orbit of γ under the action of Wa and the orientation of the alcoves in AJ in a very similar manner.

It is clear that if we forget about the 0 arrows then the graph Γγ encodes the orbit of γ under the action
ofW since the stabiliser of γ isWJ . Let w ∈W J and consider the weight w(γ). We want to show that the
action of s0 on w(γ) is determined by the graph Γγ . First, assume that `(f(s0w)J) = `(w). In this case,
since sθw and w are comparable in the Bruhat order, the elements (sθw)J = f(s0w)J and wJ = w are
also comparable in the Bruhat order, and therefore they must be equal. Further, the equality (sθw)J = w
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implies that there exists v ∈WJ such that sθw = wv which in turn implies v = w−1sθw. This shows that
(θ∨)w ∈ ΦJ . Finally we get

s0w(γ) = sθtθ∨w(γ) = sθwt(θ∨)w(γ) = sθw(γ) = (sθw)J(γ) = w(γ)

which explains why there is no arrow of type 0 leaving from w in this case. For the other cases, we see,
doing exactly the same as in the case γ = ρ, that the weights of the 0 arrow determine the coefficient of δ
in the action of s0 on w(γ).

We have seen that WJ n Q∨J stabilises the weight γ (but is not the full stabilizer of γ) so that to
determine the orbit of γ under Wa it is sufficient to look at the action of Wa/(WJ nQ∨J ). The later is in
bijection withW J×Q∨/Q∨J and we will see that this set is closely related to the fundamental J-alcove AJ .
We also refer to [9] for details.

Lemma 4.8. Let α ∈ Q∨ and x ∈Wa.
(1) There exists a unique element β ∈ α such that β ∈ AJ .
(2) There exists a unique element w ∈ W̃J such that xw ∈ AJ . We write pJ(x) = xw.
(3) If α ∈ AJ , there exists a unique element v ∈WJ such that vtα ∈ AJ . We write v = vJ(α).

Proof. (1) Let α ∈ Q∨. There exists a unique element β in AJ in the orbit of α under the action of W̃J .
Since (α)σκ,k is equal to α plus a multiple of κ, we see that β is equal to α plus a linear combination of
roots in ΦJ , so that β ≡ α mod Q∨J , that is β ∈ α.

(2) The alcove x lies in a connected component U of V \ {Hα,k | α ∈ Q∨J , k ∈ Z} and there exists a
unique element w ∈ W̃J that sends this component to AJ .

(3) Assume that α ∈ AJ . Let w ∈ W̃J be such that tαw ∈ AJ . Write w = vtβ where v ∈ WJ and
β ∈ Q∨J . Then tαw = vt(α)v+β ∈ AJ . Note that since α ∈ AJ , the element w is a product of reflections with
respect to hyperplanes going through α, hence wt(tαw) = α and this forces the equality (α)v+β = α. �

Let x ∈ AJ and α ∈ Q∨. According to the second point of the lemma, there exists a unique w ∈ W̃J

such that xtαw = pJ(xtα) ∈ AJ . It is easy to see that the element pJ(xtα) only depends on x and the
class of α modulo Q∨J . Indeed, if β = α+νJ with νJ ∈ Q∨J , then t−νJw ∈ W̃J and xtβt−νJw = xtαw ∈ AJ ,
hence showing that pJ(xtβ) = pJ(xtα). We write x • tα = pJ(xtα).

Proposition 4.9. The map
AJ ×Q∨/Q∨J → AJ

(u, α) 7→ u • tα

defines a right group action of Q∨/Q∨J on the fundamental J-alcove AJ .

Proof. We need to show that for all u ∈ AJ we have
(
u • tβ

)
• tα = u • tα+β . Fix u ∈ AJ . There exists a

unique x ∈ W̃J such that u • tβ = utβx ∈ AJ . Write x = vtγ with v ∈ WJ and γ ∈ Q∨J . The root v(α) is
congruent to α modulo Q∨J . There exists a unique y ∈ W̃J such that (u • tβ)tv(α)y ∈ UJ . We have(

u • tβ

)
• tα =

(
u • tβ

)
• t
v(α)

= utβxtv(α)y = utβ+αxy ∈ AJ .

By definition, there exists a unique z ∈ W̃J such that u • tα+β = utα+βz ∈ AJ . This shows that yx = z

and
(
u • tβ

)
• tα = u • tα+β as required. �

Theorem 4.10. The map W J ×Q∨/Q∨J → AJ defined by (u, α) 7→ u • tα is a bijection.

Proof. Let x ∈ AJ . Let x = uvtα where u ∈ W J , v ∈ WJ and α ∈ AJ since x ∈ AJ . The alcoves vtα
and uvtα lie in the same connected component of FJ , therefore vtα ∈ AJ . This forces v = vJ(α) by the
previous lemma. This shows that

AJ ⊂ {uvJ(α)tα | α ∈ AJ , u ∈W J}.
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By definition, we have vJ(α)tα ∈ AJ and this implies that uvJ(α)tα ∈ AJ for all u ∈ W J , showing the
reverse inclusion. Let α ∈ AJ and u ∈W J . We have uvJ(α)tα = utβvJ(α) ∈ AJ where β ≡ α modulo Q∨J .
It follows that u • tβ = u • tα = uvJ(α)tα hence showing that the map of the theorem is surjective.
Let u, u′ ∈W J and α, β ∈ Q∨ such that u • tα = u′ • tβ . Let α0, β0 ∈ AJ be such that α0 ≡ α mod Q∨J and
β0 ≡ β mod Q∨J . We know that uvJ(α0)tα0 = u • tα = u′ • tβ = u′vJ(β0)tβ0 which implies that α0 = β0

since uvJ(α0) and u′vJ(β0) lie in W . In particular we have α ≡ β mod Q∨J . Now uvJ(α0) = u′vJ(β0)
which implies that u = u′ and vJ(α0) = vJ(β0) since u, u′ ∈ W J and vJ(α0), vJ(β0) ∈ WJ . The map of
the theorem is injective. �

In the following theorem, we show how, given w ∈ AJ and si ∈ S, one can determine whether the
alcove siw lies in the J-alcove AJ by looking at the graph Γγ . Further we show that the sign of the
crossing from w to siw (when they are both in AJ) is also determined by Γγ .

As in Proposition 4.5, we allow the weight α to be equal to 0. This allows us to treat the cases i ∈ I∗
and i = 0 together.

Theorem 4.11. Let w ∈ AJ and i ∈ I. We have siw ∈ AJ if and only if there is an arrow of type i
adjacent to f(w)J in Γγ. In this case

(1) if f(w)J
i−→

aizα
f(siw)J then wt(siw) = wt(w) + α and the crossing is negative,

(2) f(siw)J
i−→

aizα
f(w)J then wt(siw) = wt(w)− α and the crossing is positive.

Proof. Write w = uvtβ where β ∈ AJ , v = vJ(β) and u = f(w)J ∈ W J . Let Hα,k be the hyperplane
separating the alcoves w = uvtβ and siw = siuvtβ . Then the hyperlane separating u and siu is of
direction (α)v−1. Since v ∈WJ , we have α ∈ ΦJ if and only if (α)v−1 ∈ ΦJ . Finally, we get that

siw ∈ AJ ⇐⇒ α /∈ ΦJ ⇐⇒ (α)v−1 /∈ ΦJ ⇐⇒ siu ∈ AJ .
Assume first that i ∈ I∗. Then we have siu ∈ AJ if and only if siu ∈W J . By definition of Γγ , there is an
arrow between u and siu if and only if siu ∈W J . In this case, we obtain that f(siw)J = siu and there is
an arrow u

i−→
ai

siu when siu > u in which case the crossing is negative and there is an arrow siu
i−→
ai

u

when siu < u in which case the crossing is positive. Since wt(siw) = wt(w), this proves (1) when i ∈ I∗.
Assume that i = 0. The hyperplane separating u and s0u is H(θ)u,1. It follows that

s0u /∈ AJ ⇐⇒ (θ)u ∈ ΦJ ⇐⇒ ∃v ∈WJ , u
−1sθu = v ⇐⇒ ∃v ∈WJ , sθu = uv ⇐⇒ (sθu)J = u.

Assume that s0w ∈ AJ . Then s0u ∈ AJ and (sθu)J 6= u. But since the elements (sθu)J and uJ = u are
comparable in the Bruhat order this implies that `((sθu)J) 6= `(u) and therefore there is an arrow between
u = f(w)J and (sθu)J . Conversely assume that there is an arrow of type 0 adjacent to u in Γγ . Then
`((sθu)J) 6= `(u) which implies that (sθu)J 6= u and therefore s0u ∈ AJ as required.

Assume that there is an arrow u
0−→
zα

sθu, that is we have `((sθu)J) < `(u). Then sθu < u and we have

seen in the proof of Proposition 4.5 that this implies that the crossing from u to s0u is negative. Finally
since α = wt(s0u) we have

wt(s0w) = wt(s0uvtβ) = wt(sθutαvtβ) = β + v(α) = wt(w) + v(α)

and since v ∈ WJ , we have v(α) = α and wt(s0w) = wt(w) + α as required. This prove (1) in the case
i = 0. The proof of (2) is similar. �

Corollary 4.12. Let w, u ∈ AJ be two adjacent alcoves and α ∈ Q∨. We have w +
 u if and only if

w • tα
+
 u • tα

Proof. According to the previous theorem, the sign of the crossing from w to u is determined by the
element f(w)J and f(u)J . Similarly, the sign of the crossing from w • tα to u • tα is determined by the
element f(w • tα)J and f(u • tα)J . There exists x, y ∈ W̃J such that w • tα = wtαx and u • tα = utαy.
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Writing x = v1tβ1 and y = v2tβ2 with v1, v2 ∈ WJ and β1, β2 ∈ QJ , we see that w • tα = wv1tv1(α)+β1

and u • tα = uv2tv2(α)+β2
. Thus we get f(w • tα)J = (wv1)J = wJ and f(u • tα)J = (uv2)J = uJ and the

result. �

As in the case of γ = ρ, the graph Γγ can be interpreted as an automaton for reduced expression of
the elements lying in AJ ∩WΛ0

a . Indeed, we have w ∈ AJ ∩WΛ0
a and the expression si1 . . . siN is reduced

if and only if sik . . . siN ∈ AJ for all 1 ≤ k ≤ N and if the crossing from sik . . . siN to sik+1
sik . . . siN is

positive for all 1 ≤ k ≤ N − 1. Thus, in terms of the graph Γγ , we have w ∈ AJ ∩WΛ0
a if and only if there

exists a path π~w in Γγ starting at e and following reversed arrows of type i1, . . . , iN . We have given two
examples of such automaton in Example 4.14.

4.3. Some examples of Γγ. We now give a series of examples of graphs Γγ with a drawing of the
corresponding strips in type G̃2.

Example 4.13. Let W be of type Ã3 and γ = ω1. The stabiliser of γ in W is the parabolic subgroup
generated by J = {s2, s3} and the set of minimal length representatives is W J = {e, s1, s2s1, s3s2s1}. We
have Q∨J = Zα∨2 + Zα∨3 and the labels of the graph Γγ are in the group algebra of Q∨/Q∨J = Zα1. We
represent the graph Γγ below where we have set z1 = zα

∨
1 . We omit the weights a1, a2, a3 since they are

all equal to 1.

e

s1

s2s1

s3s2s1

1
z1

Figure 6. The graph Γω1 in type Ã3

Next consider the weight γ = ω2. The stabiliser of γ in W is the parabolic subgroup generated by
J = {s1, s3} and the set of minimal length representatives is W J = {e, s2, s1s2, s3s2, s1s3s2, s2s1s3s2}. We
have Q∨J = Zα∨1 + Zα∨3 and the labels of the graph Γγ are in the group algebra of Q∨/Q∨J = Zα2. We
represent the graph Γγ below where we have set z2 = zα

∨
2 . Again we omit the weights ai’s.

e

s2

s1s2 s3s2

s1s3s2

s2s1s3s2

1
z2

1
z2

Figure 7. The graph Γω2 in type Ã3

Example 4.14. Let W be of type G̃2 as in Example 3.3. We first consider the level 0-weight γ = ω2.
The stabiliser of γ in W is the parabolic subgroup generated by J = {s1} and the set of minimal length
representatives isW J = {e, s2, s1s2, s2s1s2, s1s2s1s2, s2s1s2s1s2}. We have Q∨J = Zα∨1 and the labels of Γγ
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are in the group algebra of Q∨/Q∨J = Zα2. We represent the graph Γγ below on the left hand-side where
we have set z2 = zα

∨
2 . In the middle, we represent the strip AJ . The subsets in green are from top to

bottom W J • t2α2
,W J and W J • t−2α2

and the subsets in violet are from top to bottom W J • tα2 ,W
J • t−α2

and W J • t−3α2
. Finally, on the right handside, we represent the automaton for reduced expressions in

AJ ∩WΛ0
a . We keep the same convention as in Example 4.6 (we have inverted the direction of the arrows

and the identity is the black vertex).

e

s2

s1s2

s2s1s2

s1s2s1s2

s2s1s2s1s2

2

3

2

3

2

1
z2
2

1
z2

1
z2

W γ

2α2

t−2α2
·W γ

s0

s2

s1

s2

s1

s2

s0

s0

Figure 8. The graph Γω2 , the set A{s1} and the associated automaton in type G̃2

Next consider the weight γ = ω1. The stabiliser of γ in W is the parabolic subgroup generated by
J = {s2} and the set of minimal length representatives is: W γ = {e, s1, s2s1, s1s2s1, s2s1s2s1, s1s2s1s2s1}.
We have Q∨J = Zα∨2 and the labels of Γγ are in the group algebra of Q∨/Q∨J = Zα1. We represent the
graph Γγ below on the left hand-side where we have set z1 = zα

∨
1 . In the middle, we represent the strip

AJ . The subsets in green are from top to bottom W J • tα2 ,W
J ,W J • t−α2 . Finally, on the right handside,

we represent the automaton for reduced expressions in AJ ∩WΛ0
a .

e

s1

s2s1

s1s2s1

s2s1s2s1

s1s2s1s2s1

3

2

3

2

3

1
z1

1
z1

s0

s2

s1

s2

s0

s1

s1

Figure 9. The graph Γω1 , the set A{s2} and the associated automaton in type G̃2

4.4. KR graphs in type A and tableau combinatorics. As mentionned in the introduction, in
type An, we can associate to any dominant weight λ =

∑
λiωi ∈ P̊ a finite affine crystal graph B̂(λ). The

affine Weyl group acts on B̂(λ) and the image by the weight function of the orbit of the unique vertex of
weight λ in B̂(λ) under this action gives the orbit of λ under the action of Wa. Hence the graph Γλ also
encodes the action of Wa on B̂(λ).

In type A, there is a nice and simple combinatorial process that allows one to construct the graph Γγ
(without the weights on its arrows). Let γ = ωi1 + · · · + ωi` ∈ P0 and let J ′ = {i1, . . . , i`}. We associate
to γ the partition λγ whose Young diagram is made with ` columns of length i1, . . . , i`. Recall that a
semistandard tableau of shape λγ is a filling of λγ by integers between 1 and n whose columns strickly



20 JÉRÉMIE GUILHOT, CÉDRIC LECOUVEY AND PIERRE TARRAGO

increase from top to bottom and weakly increase from left to right. We define Tγ to be the semistandard
tableau of shape λγ that contains only i’s on the i-th row. A key tableau of shape λγ is a semistandard
tableau of shape λγ such that the entries in any column C also belong to the column located immediately
to the left of C, except for the first column (see the figure below).

We can define an action of the affine Weyl group on the set of key tableaux of a given shape as follows.
Let T be a key tableau. If i ∈ {1, . . . , n} then si • T is the key tableau obtained by changing the entries i
into i+ 1 (respectively i+ 1 into i) in each column of T which contains i but not i+ 1 (respectively i+ 1
but not i). The tableau s0 • T is the key tableau obtained by changing the entries n+1 into 1 (respectively
1 but not n+ 1) in the columns of T which contains n+ 1 but not 1 (respectively 1 but not n+ 1), and
then by rearranging the columns in increasing order if needed.

Example 4.15. If γ = ω1 + ω3 in type Ã4, then the partition λγ associated to γ is made of 2 columns of
length 1, 3 and we have

λγ = and Tγ = 1 1

2

3

.

We have
1 1

2

3

s17−→ 1 2

2

3

s37−→ 1 2

2

4

s27−→ 1 3

3

4

s17−→ 2 3

3

4

s07−→ 1 3

2

3

.

The graph B̂(γ) can be obtain as follows:
• the vertices are the key tableaux which form the orbit of Tλγ under the action of Wa,
• there is an arrow between T and T ′ of type i if T ′ = si • T and T 6= T ′.

Example 4.16. Let W be of type Ã3 and γ = ω1 +ω2. The stabiliser of γ in W is the parabolic subgroup
generated by J = {s3} and the set of minimal length representatives is:

W J = {e, s1, s2, s1s2, s2s1, s3s2, s3s2s1, s2s1s2, s3s1s2, s3s2s1s2, s2s3s1s2, s3s2s3s1s2}

We obtain the following graphs

e

1 2

21 12 32

321 212 312

3212 2312

32312

1 1

2

1 2

2

1 1

3

1 3

3

2 2

3

1 1

4

1 4

4

2 3

3

2 2

4

2 4

4

3 3

4

3 4

4

Figure 10. The unweighted graph Γω1+ω2 in Ã3 and the crystal B̂(ω1 + ω2)

Remark 4.17. There exist similar simple tableaux constructions for the classical types and for type G2.

5. Homology ring of affine Grassmannians

In this section, we introduce the homology rings of affine Grassmannians which will be a key ingredient
to show that the graphs that we have constructed in the previous sections are positively multiplicative.
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5.1. Homology rings of Affine Grassmannians. Recall the definition of WΛ0
a in Section 3.3. The

homology algebra Λ associated toWa is a commutative Q-algebra with a distinguished basis {ξw, w ∈WΛ0
a }

corresponding to affine Schubert classes whose associated structure coefficients are nonnegative integers:

ξwξw′ =
∑

w′′∈WΛ0
a

cw
′′

w,w′ξw′′ with cw
′′

w,w′ ∈ Z≥0 for all w,w′ ∈Wa.

This ring is generated by a finite number of classes ξρa , a ∈ X = {1, . . . , N} where {ρa, a ∈ X} is a finite
subset of WΛ0

a whose description can be made explicit but depends on the affine root system considered
(see [14], [22] and also [13] Chapter 4 for a review on affine Schubert calculus in general affine types). We
assume that ρ1 = s0. A general combinatorial description of the coefficients cw′′w,w′ is not known in general
but there exist simple formulas for the multiplication ξρaξw where a ∈ X (often referred as Pieri rules in
the literature). In particular, as stated in [15], we have

(1) ξρ1ξw = ξs0ξw =
∑

aiξsiw

where the sums is over all i ∈ I such that siw > w and siw ∈ WΛ0
a . Recall here that the integers ai have

been defined in Section 3.1. More generally, we have for any a ∈ X

(2) ξρaξw =
∑
w′

cw
′

ρa,wξw′

where the integers cw′ρa,w can be positive only when w′ > w for the weak Bruhat order in WΛ0
a , that is

if there exists u ∈ Wa such that w′ = uw with `(w′) = `(u) + `(w). For the affine classical types, the
rings of affine Grassmannians can be made more explicit by using subrings of symmetric functions and
the previous Pieri rules then have a simple combinatorial description (see [13, 22]).

The set WΛ0
a is stable by translation by classical dominant weights in P+ in the following sense: given

any alcove A ∈ WΛ0
a and any dominant weight λ ∈ P+, the alcove Atλ lies in WΛ0

a . In general, the
element wtλ with w ∈ Wa and λ ∈ P is not in the affine Weyl group but in the extended affine Weyl
group. There exists however a unique element u ∈ Wa such that A0wtλ = A0u with equality as subsets
of V but not pointwise. We will denote this element of Wa by w ? tλ. When λ ∈ Q∨, we have wtλ ∈ Wa

and w ? tλ = wtλ. To lighten the notation we will write ξtωi instead of ξe?tωi . There is a nice factorization
formula in Λ (see [13] Chapter 4 Corollary 4.14 and Equation (4.30))

ξw?tωi = ξwξtωi = ξtωi ξw for all w ∈WΛ0
a and i ∈ I∗.

Definition 5.1. Let B0 be the subset of WΛ0
a of elements w such that w ? t−ωi /∈WΛ0

a for all i ∈ I∗.

Given w ∈ WΛ0
a , there exists a unique weight κ = m1ω1 + · · · + mnωn ∈ P+ and a unique u ∈ B0

such that w ? t−κ = u ∈ B0. As a consequence of the factorization above, we see that each Schubert class
element ξw can be written under the form (recall that Λ is commutative)

(3) ξw = ξm1
tω1
· · · ξmntωn ξu, u ∈ B0.

The set B0 is finite with cardinality 1
nW

card(W ) where nW is the cardinality of P/Q∨.

Example 5.2. In affine type An, the ring Λ can be identified with the subalgebra of the algebra of
symmetric polynomials over Q in infinitely many variables generated by the complete symmetric func-
tions ξρa = ha with a = 1, . . . , n. The Schubert basis then corresponds to the n-Schur polynomials and
the elements ξtωi , i = 1, . . . , n to the ordinary Schur functions sRi indexed by the rectangular partitions
Ri = (n− i+ 1)i. We then have nW = n+ 1 and the cardinality of B0 is equal to n!. We refer to [13] for
a complete exposition and for the related interesting and very rich combinatorics. Similar results exist for
the other classical types and are stated in [14] and [22].

Example 5.3. We represent the set of alcoves that lies in B0 in type Ã2 and G̃2 in light gray (except for
the fundamental alcove which is in dark gray). The fundamental weights ω1, ω2 are in blue. In type Ã2

we have added 3 translates of B0 by ω1, ω2 and ω1 + ω2 in green, blue and red respectively.
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ω1ω2

Figure 11. the set B0 in type Ã2

ω2

ω1

Figure 12. the set B0 in type G̃2

Recall the definition of the graph ΓΛ0 in Definition 3.4. The set of arrows in ΓΛ0 is the set of pairs
(w, siw) ∈WΛ0

a ×WΛ0
a such that siw > w. If we define the edge weight function p by setting p(w, siw) = ai

then the weighed graph ΓΛ0 encodes the multiplication by ξρ1 in the algebra Λ and in the basis {ξw | w ∈
WΛ0
a }. Indeed we have for w ∈WΛ0

a

ξρ1ξw =
∑

(w,w′)∈E

p(w,w′)ξw′ .

Example 5.4. We go back to the affine type A(1)
n case. The graph ΓΛ0 can alternatively be regarded as

the lattice of (n + 1)-core partitions where the generators si, i ∈ I act on the (n + 1)-core partitions by
either removing all the removable i-nodes or by adding all the addable i-nodes (this is well-defined since
a core partition cannot contain addable i-nodes and removable i-nodes). There also exists a bijection
between (n+ 1)-core partitions and n-bounded partitions, that is partitions whose Young diagram has at
most n columns. This yields another labelling of ΓΛ0 (which does not coincide with the Young lattice on
n-bounded partitions). The set B0 contains n! partitions which are exactly the n-bounded partitions that
do not contain any rectangle Ri. Here again we refer to [13] for a complete exposition.

5.2. Finite PM-graphs from affine Grassmannians.

Lemma 5.5. The elements ξtω1
, . . . , ξtωn are algebrically independent in the homology algebra Λ.

Proof. Assume we have a polynomial P with coefficients in Q such that P (ξtω1
, . . . , ξtωn ) = 0. This gives

a linear combination of Schubert classes equal to zero. Thus the polynomial P should be equal to zero
since these Schubert classes gives a basis of Λ. �

As we have seen in the previous section, any element ξw can be written under the form

ξw = ξm1
tω1
· · · ξmntωn ξu where u ∈ B0.

By the previous lemma, we see that the subring of Λ generated by ξtω1
, . . . , ξtωn is isomorphic to the ring

of polynomials Q[z1, . . . , zn] in n variables via the map ξtωi ↔ zi which in turn isomorphic to the monoid
algebra of dominant weights Q[P+] = 〈zλ | λ ∈ P+〉Q via the maps zi ↔ zωi . Identifying those rings, we
see that Λ can be seen as a finite-dimensional ring over Q[P+] with basis {ξw | w ∈ B0}. We extend the
scalars to the group algebra Q[P ] (or equivalently to the ring of Laurent polynomials Q[z±1

1 , . . . , z±1
n ]) and

we denote by ΛP this algebra. It is finite dimensional over Q[P ] with basis {ξw | w ∈ B0}. Note that we
are in the setting of Section 2 where the algebras are defined over Q-rings of Laurent polynomials. Further,
the ring ΛP is positively multiplicative. For any w ∈ B0, we write mξw for the morphism of ΛP defined by
the multiplication by ξw and MatB0(mξw) to for the matrix with respect to the basis {ξw | w ∈ B0}.

Definition 5.6. We define ΓB0 to be the graph with set of vertices B0 and adjacency matrix MatB0(mξρ1
).

Equivalently, the graph ΓB0 can be defined as follows: we put a weighted arrow with weight aizκ with
i ∈ I and κ ∈ P+ from w to w′ in B0 whenever `(siw) = `(w) + 1 and siw ? t−κ = w′. Note that κ is
not equal to zero in the coefficient aizκ only when siw /∈ B0. We can see that ΓB0 is strongly connected.
Indeed, consider an element w in B0. Then, there exists u in Wa and κ ∈ Q∨+ such that uw = tκ with
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`(tκ) = `(u) + `(w). This yields a directed path in ΓB0 from w to e. Since it is clear that there also exists
a path from e to any element of B0 in the graph ΓB0 , this shows that ΓB0 is strongly connected.

Proposition 5.7. The graph ΓB0 is positively multiplicative at e.

Proof. By definition the adjacency matrix of ΓB0 is the matrix of multiplication by ξρ1 in the basis {ξw |
w ∈ B0} in ΛP . Since the identity element ξe of ΛP lies in B0 and since ΛP is positively multiplicative,
we get the result by Proposition 2.2. �

Example 5.8. We continue example 5.3. The graph ΓB0 in type Ã2 is particularly simple as there are
only two alcoves in B0 and only two pairs (w, s) in B × I such that siw /∈ B. These pairs are (s0, 1)
and (s0, 2) and we have A0s1s0 = A0tω1 (as sets) and A0s2s0 = A0tω2 (as sets) so that s1s0 ? t−ω1 = e
and s2s0 ? t−ω2 = e. We obtain the following graph and matrix

e

0

zω1 zω2

(
0 zω1 + zω2

1 0

)

Figure 13. The graph ΓB0 in type Ã2 and its transition matrix.

In type G̃2, the situation is more complicated. There are 6 pairs (w, i) ∈ B× I such that siw /∈ B0. We
represent these pairs below on the left hand-side where the gray area is the set B0. For each pair (w, i)
such that siw /∈ B0 we put an arrow between (w, siw). We color the arrows in both figures to show which
pairs corresponds to which arrow in the graph.
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0 0 0 0 0 2zω2 0 0 0 0 3zω1 0
1 0 0 0 0 0 0 0 0 0 0 3zω1

0 2 0 0 0 0 0 0 zω2 0 0 0
0 0 3 0 0 0 0 0 0 zω2 0 0
0 0 0 2 0 0 0 0 0 0 0 0
0 0 0 0 3 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 2zω2

0 0 0 0 0 1 3 0 0 0 0 0
0 0 0 0 0 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 3 0 0 0
0 0 0 0 0 0 0 0 0 2 0 0
0 0 0 0 0 0 0 0 0 0 1 0



Figure 14. The graph ΓB0 in type G̃2 and its adjacency matrix.

We also have the following interesting proposition whose proof is similar to Proposition 4.2 in [16]. We
denote by Frac(Λ) and Q(P+) the fraction fields of Λ and Q[P+], respectively. Recall the definition of the
elements ξρa , a ∈ X at the beginning of §5.1.

Proposition 5.9.
(1) Each ξρa , a ∈ X is algebraic over Q(P+).
(2) Frac(Λ) is an algebraic extension of Q(P+) with degree card(B0). The set I = {ξw | w ∈ B0} is a

basis of Frac(Λ) over Q(P+).
(3) The element ξρ1 is primitive in Frac(Λ), that is we have Frac(Λ) = Q(P+)

[
ξρ1

]
.

(4) The expansion of ΓB0 is the graph ΓΛ0 with weights ai.
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The fact that the expansion of ΓB0 is the graph ΓΛ0 allows one to use the multiplicative properties of
the graph ΓB0 to study random walks on ΓΛ0 . This was done in type A by the last two authors in [16] in
which case we have ai = 1 for all i.

Corollary 5.10. The graph ΓB0 has maximal dimension, that is the degree of µAΓB0
is equal to card(ΓB0).

Proof. The minimal polynomial of ξρ1 has degree card(ΓB0) which is the size of the matrix AΓB0
. �

Remark 5.11. The graph ΓB0 has maximal dimension and is multiplicative at e. It follows by Proposi-
tion 2.4 (1) that the matrix Me is invertible and the columns of M−1

e give the vectors of a positively mul-
tiplicative basis B′ = {b0 = 1, . . . , . . . , bn−1} expressed in the basis {1, AΓB0

, . . . , An−1
ΓB0
}. The coefficients

appearing in these expressions are in 1
detMe

Q[P ]. By unicity of the multiplicative basis satisfying b0 = 1,
we see that the basis B′ has to be equal to the basis B = {MatB0(ξw) | w ∈ B0}. As a consequence, since all
the matrices in B have coefficients in Q[P+], it follows that all the denominators in the expression of the
bi in {1, AΓB

, . . . , An−1
ΓB
} simplify (see Example 2.5). This also provides an explicit algorithm to compute

the structure constants with respect to the basis B (these are given by the columns of the matrix in the
basis B). We have computed explicitely the basis B in type G̃2 [8].

5.3. The Q-algebra Λa. We have seen in the previous section that ΛP is a finite-dimensional Q[P ]-algebra
with basis {ξw | w ∈ B0}. The set B0 is a fundamental domain for the action of P (by translations) onWa,
that is, any element of Wa can be uniquely written as u ? tλ where u ∈ B0 and λ ∈ P . We can therefore
define two maps wtB0 : Wa → P and fB0 : Wa → B0 by the equation w = fB0(w) ? twtB0

(w). Then by
setting ξw := zwtB0

(w)ξfB0
(w) for all w ∈ Wa we can turn ΛP into an infinite-dimensional algebra over Q

with basis {ξw | w ∈Wa}. We will denote by Λa this Q-algebra. Recall the definition of w +
 siw in 3.2.

Proposition 5.12. For all w ∈Wa, we have in Λa

(4) ξρ1ξw =
∑

i∈I,w+
 siw

aiξsiw

Proof. We know that for all w ∈WΛ0
a , we have

ξρ1ξw =
∑

i∈I,siw∈W
Λ0
a ,siw>w

aiξsiw.

If w ∈WΛ0
a , the assertion siw ∈WΛ0

a and siw > w is equivalent to w +
 siw. Hence (4) holds for w ∈WΛ0

a .
Now, let w ∈ Wa. There exists γ ∈ Q∨ such that w = xtγ ∈ WΛ0

a so that w = t−γx and ξw = z−γξx. We
have

ξρ1ξw = ξρ1z−γξx = z−γ
∑

s∈I,x+
 xs

asξxs =
∑

s∈I,x+
 xs

asξt−γsx =
∑

s∈I,w+
 sw

asξsw.

The last equality comes from the fact that the orientation is unchanged by translation, that is we have
x

+
 xs if and only if w +

 ws. �

The result above can be generalised to all ρa with a ∈ X. Let w,w′ ∈ Wa. We write w +→ w′ if and
only if w lies on the positive side of all hyperplane separating w and w′. It is clear that if w and w′ are
adjacent then w +

 w′ is equivalent to w +→ w′. Then, arguing as above we get for all w ∈Wa and a ∈ X:

ξρaξw =
∑

w′,w
+→w′

aw′ξw′ .

Indeed, If w ∈WΛ0
a , the assertion w′ ∈WΛ0

a and w′ ≥ w in the weak Bruhat order is equivalent to w +→ w′.
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5.4. Fundamental domain and basis of the homology algebra. In Section 5.2, we have used the
lattice of fundamental weights and the fundamental domain B0 to construct a (finite) positively multi-
plicative graph ΓB0 . In this section we generalise this result to any Z-sublattice L of P of rank n with
basis υ1, . . . , υn and to any fundamental domain.

Definition 5.13. A subset B ofWa is a fundamental domain for the action of L if and only if any element
w ofWa can uniquely be written as a product u?tγ where γ ∈ L and u ∈ B. To any fundamental domain B
we associate two applications wtB : Wa → L and fB : Wa → B defined by the equation w = fB(w) ? twtB(w).

Let Q[L] = 〈zα | α ∈ L〉 be the group algebra of L over Q. It is a subalgebra of Q[P ]. By the
factorisation property and since L is a sublattice of P , we have ξw = zwtB(w)ξfB(w) ∈ Λa for all w ∈Wa and
all fundamental domain B. This shows that Λa can be turned into a Q[L]-algebra with basis {ξw | w ∈ B}.
We will write ΛL when we consider Λa as an algebra over Q[L]. Note that ΛL is finite-dimensional since L
is assumed to be of rank n.

Remark 5.14. In the case where L = Q∨, W is a fundamental domain for the action of Q∨ so that
{ξw | w ∈W} is a basis of ΛQ∨ .

Let mξρ1
be the linear endomorphism of ΛL defined by multiplication by ξρ1 . Given an L-fundamental

domain B, we write MatB(mξρ1
) for the matrix of mξρ1

in the basis {ξw | w ∈ B}. We then define ΓB

to be the graph with set of vertices B and adjacency matrix AΓB
= MatB(mξρ1

). Equivalently, the graph
ΓB can be defined as follows: we put a weighted arrow with weight aizκ with i ∈ I from w to w′ in B

whenever w +
 siw, siw ? t−κ = w′ and κ ∈ L. Note that κ is not equal to zero in the coefficient aizκ only

if siw /∈ B. We can see that ΓB is strongly connected. Arguing as in Proposition 5.7 we get the following
result.

Proposition 5.15. Let B be a fundamental domain for the action of L containing the fundamental al-
cove A0. The graph ΓB with adjacency matrix MatB(mξρ1

) is positively multiplicative at e.

This proposition is the key to show that Γρ is positively multiplicative. Indeed we will show that the
adjacency matrix of Γρ is essentially the matrix of mξρ1

expressed in the basis associated to the coroot
lattice Q∨ and to the fundamental domain W .

Example 5.16. Let L = Q∨ in type Ã2. We can choose as L-fundamental domain B the set of alcoves
in green and the fundamental alcove A0 which is in dark grey. We represent the graph with adjacency
matrix MatB(mξρ1

) on the right hand-side. We set z1 = zα1 and z2 = zα2 .

α∨1α∨2

e

0

10 20

102 201

z1z2

z2

z1z2

z1

Figure 15. A fundamental domain for Q∨ and the associated graph in type Ã2

Example 5.17. Let L = 〈ω1, 2ω2〉Z in type Ã2. Then L is a sublattice of P of rank 2. The set B defined by
the alcoves in green and the fundamental alcove A0 in dark grey is a L fundamental domain. We represent
the graph with adjacency matrix MatB(mξρ1

) on the right hand-side. We set z1 = zω1 and z2 = z2ω2 .
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e

0

10

210

z1

z1

z2

Figure 16. Fundamental domain for L and its associated the graph ΓB in type Ã2

As in the case of P , we can prove the following result using similar technics as in [16]. Here Q(L)
denotes the fraction field of Q[L].

Proposition 5.18. Let L be a sublattice of P of rank n and B be a L-fundamental domain.
(1) The field Frac(Λ) is a finite extension of Q(L) with degree card(B). The family (ξw | w ∈ B) is a

basis of Frac(Λ) over Q(L).
(2) The element ξρ1 is primitive in Frac(Λ) as an extension of Q(L), i.e we have Frac(Λ) = Q(L)[ξρ1 ].
(3) The graph ΓB has maximal dimension, that is the degree of µAΓB

is equal to card(ΓB).

5.5. Quotient of some subalgebra of the homology algebra. Let J ′ ⊂ {1, . . . , n} and let J be the
complement of J ′ in the set {1, . . . , n}. Recall the definition of AJ in Section 4.2. In this section, we
define a quotient of an ideal of Λa which will have a basis in bijection with AJ .
Lemma 5.19. Let αj be a simple root and let I+

αj ,0
be the Q-vector space 〈ξw | w ⊂ H+

αj ,0
〉Q. Then I+

αj ,0

is a subalgebra of Λa.

Proof. We only need to prove that I+
αj ,0

is stable by multiplication. Let x, y ⊂ H+
αj ,0

. There exists
λ ∈ ⊕k 6=jNωk such that x ? tλ ∈WΛ0

a . We have ξxξy = ξt−λξx?tλξy. For all a ∈ X, recall that

ξρaξw =
∑

w′,w
+→w′

aw′ξw′ .

Since x ? tλ ∈WΛ0
a , we have ξx?tλ ∈ Λ and since the ξρa ’s generate Λ, we can show that

ξx?tλξy =
∑

w′,y
+→w′

aw′ξw′ .

Now y
+→ w′ and y ⊂ H+

αj ,0
implies that w′ ∈ H+

αj ,0
. Since λ ∈ ⊕k 6=jNωj we get that w′ ? t−λ also lies

in H+
αj ,0

. Finally ξxξy lies in I+
αj ,0

. �

We set CJ = ∩j∈JH+
αj ,0

(this is the fundamental Weyl chamber for the group WJ). As a consequence
of the previous lemma, we see that

Λ+
J,0 =

⋂
j∈J
I+
αj ,0

= 〈ξw | w ∈ CJ〉Q

is a subalgebra of Λa.

Lemma 5.20. Let α ∈ Φ+
J and let I+

α,1 = 〈ξw | w ⊂ H+
α,1 ∩ CJ〉Q. Then I

+
α,1 is an ideal of Λ+

J,0.

Proof. Let ξx ∈ Λ+
J,0 and ξy ∈ I+

α,1. There exists λ ∈ ⊕k∈J ′Nωk such that x ? tλ ∈ WΛ0
a . We have

ξxξy = ξt−λξx?tλξy. Arguying as in the proof of the previous lemma we get

ξx?tλξy =
∑

w′,y
+→w′

aw′ξw′ .

Now y
+→ w′ implies that w′ ∈ H+

α,1 ∩ CJ . Since λ ∈ ⊕k∈J ′Nωi, we get that w′ ? t−λ ∈ H+
α,1 ∩ CJ since the

root α is a positive sum of simple roots in {αj , j ∈ J}. It follows that ξxξy ∈ I+
α,1. �
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Definition 5.21. We define ΛJ to be the following quotient:

ΛJ := Λ+
J,0/

∑
α∈Φ+

J

I+
α,1.

It is clear that ΛJ admits {ξ̃u | u ∈ AJ} as a basis where ξ̃u denotes the image of ξu in the quotient ΛJ
and AJ is the fondamental J-alcove defined in Section 4.2. In the case where J = ∅ and γ = ρ, we get
that Λ+

J,0 = Λa and ΛJ = Λa. The following proposition is a consequence of Proposition 5.12.

Proposition 5.22. For all w ∈ AJ ∩WΛ0
a , we have

ξ̃ρ1 ξ̃w =
∑

i∈I,w+
 siw,siw∈AJ

aiξ̃siw.

We have defined an action of Q∨/Q∨J on AJ in Theorem 4.10 and showed that

AJ = {u • tα | u ∈W J , α ∈ Q∨}.

This action induces a map from ΛJ to itself defined by ξ̃w 7→ ξ̃w • tα . We also denote this map tα and
write (ξ̃w)tα = ξ̃w • tα . Finally, we simply write ξ̃tα instead of ξ̃e • tα where e is the identity element of Wa

(corresponding to the fundamental alcove A0).
Our strategy to establish that the graph Γρ is positively multiplicative is to show that the adjacency

matrix of Γρ is essentially the matrix of mξρ1
in ΛP in a well chosen basis. We want to do the same thing

for Γγ using the quotient ΛJ , the multiplication by ξ̃ρ1 and the basis {ξ̃w | w ∈ W J}. To do so, we need
to prove some factorisation properties in ΛJ using the element ξ̃tα defined above.

Theorem 5.23. We have (ξ̃w)tα = ξ̃wξ̃tα = ξ̃tα ξ̃w for all w ∈W and all α ∈ Q∨.

Proof. The map of mξρ1
commutes with tα. Indeed, for all w, u ∈ AJ we have w +

 u if and only if

w • tα
+
 u • tα by Corollary 4.12. In other words, we have

ξ̃ρ1 · (ξ̃w)tα = (ξ̃ρ1 · ξ̃w)tα.

From there, using the generalised Pieri rules, we see that tα commutes with all the ξ̃ρa for a ∈ X and
therefore with ξ̃x for all x ∈ AJ . We get for all w ∈ AJ

ξ̃tα · ξ̃w = ξ̃w · ξ̃tα = ξ̃w · (ξ̃e)tα = (ξ̃wξ̃e)tα = (ξ̃w)tα = ξw • tα

�

Let w = u • tα where u ∈ W J and α ∈ Q∨. There exists a unique family (m1, . . . ,mk) of integers such
that α = m1αi1 + . . . + mkαik where i1, . . . , ik ∈ J ′. It follows from the previous theorem that ξ̃w with
w ∈ AJ can be factorised under the form

ξ̃w = ξ̃m1
tαi1
· ξ̃m2
tαi2
· · · ξ̃mktαik

· ξu.

We see that the algebra ΛJ is finite-dimensional over Q[ξ̃±1
tαj
| j ∈ J ′] with basis {ξ̃w | w ∈W J}. Note that

the algebra Q[ξ̃±1
tαj
| j ∈ J ′] is isomorphic to the group algebra Q[Q∨/Q∨J ] via the map

zα 7→
∏
j∈J ′

ξ̃
mj
tαj

where α =
∑
j∈J ′

mjαj .

We will identify these two algebras.
We define ΓWJ to be the graph with set of vertices W J and adjacency matrix MatWJ (mξ̃ρ1

) with
coefficients in Z[Q∨/Q∨J ]. We immediatly get the following result.

Proposition 5.24. The graph ΓWJ is positively multiplicative at e.
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Remark 5.25. From there it is possible to study central random walk in the strip AJ ∩WΛ0
a . Indeed,

let B0 be a subset of alcoves in AJ defined by w ∈ B0 if and only if w • t−αj′ /∈ AJ ∩W
Λ0
a for all j′ ∈ J ′.

Then the set {ξ̃w | w ∈ B0} is a basis of ΛJ and the graph ΓB0 with adjacency matrix MatB0(mξ̃ρ1
) is

positively multiplicative. It is not hard to see that the expansion of ΓB0 will be the graph of the weak
Bruhat order on AJ ∩WΛ0

a and therefore the methods of [16] should be generalisable to study central
randon walks on AJ .

5.6. Automatons for affine Weyl group and random walks. We conclude this section with some
considerations about finite automatons recognising the reduced expressions of any element in an affine
Weyl group W . The existence of such automatons, their minimality and their explicit description is a
difficult problem which has been considered in recent publications (see in particular [5], [21] and the
references therein).

As explained in section 4.2, the results in this paper yield similar automatons for reduced expressions
of affine Grassmanians or affine Grassmanians contain in a strip AJ . Moreover in both cases, we are able
to prove that the associated graphs are positively multiplicative. By the results of [6], we thus have a
complete description of the positive harmonic functions defined on their expanded version and a good
understanding of the associated central Markov chains. This is in particular the case for WΛ0

a where these
Markov chains can be regarded as random walks on the alcoves located in the fundamental Weyl chamber
which never cross two times the same hyperplane.

Now, this is a natural question to extend the previous results on random walks on the alcoves of the
fondamental Weyl chamber to similar random walks on the full set of alcoves. Therefore, since we have
finite automatons recognising the reduced expressions of all the elements in Wa, one could ask whether
they are positively multiplicative. In fact this is easy to show this cannot be the case in general. Indeed,
consider the infinite diedral group Wa = 〈s0, s1〉, that is the affine Weyl group of type Ã1. The reduced
expressions in W have the form w = (s1s0)l, w = s0(s1s0)l with l ≥ 0 or w = (s0s1)k, w = s1(s0s1)k with
k ≥ 0. It is not difficult to see that the finite automaton with 3 vertices v1, v2, v3, start state v1, accepting
states v1, v2, v3, and transition matrix

A =

 0 0 0
1 0 1
1 1 0


recognizes exactly all the previous reduced expressions. But this automaton does not admit any weighted
version

A′ =

 0 0 0
a 0 d
b c 0


(where a, b, c, d positive reals) which could be positively multiplicative To see this, we can apply Theorem
3.1.2 in [6] showing that the graph with adjacency matrix A′ is positively multiplicative if and only if the
entries of the matrix

M =
1

a2c− b2d

 1 0 0
0 ac −bd
0 −b a


are all nonnegative which is clearly impossible. Observe also that the previous graph is not simply
connected: once the vertex v2 or v3 is attained, it becomes impossible to come back at v1.

This indicates that the results of the present paper cannot be extended in a direct way to the complete
affine Weyl group. Therefore the determination of the positive harmonic functions on the alcove walks
supported by all the alcoves needs a different approach. In the present case, they are particularly easy to
determine due to the very simple structure of the Cayley graph for Wa
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e

s0 s1

s1s0 s0s1

s0s1s0 s1s0s1

s1s0s1s0 s0s1s0s1

Indeed such an harmonic function f normalized so that f(e) = 1 satisfies f(e) = f(s0) + f(s1) = 1 and
is constant on both subsets of reduced expressions starting by s0 and s1. Thus, it is completely determined
by the choice of f(s0) ∈]0, 1[ and we have an immediate parametrisation of the positive harmonic functions
by the interval ]0, 1[. It would be very interesting to get a similar parametrisation in the general case of
affine Weyl groups.

6. Proof of the main Theorems

In this section we prove that Γρ and Γγ are positively multiplicative. To avoid confusion, let us recall how
we have defined the different algebras that we have used so far. We started with Λ, the homology ring of
affine Grassmannians, which is a commutative Q-algebra with distinguished basis {ξw | w ∈WΛ0

a }. From
there, using the factorisation properties of Λ, we saw that Λ is a finite-dimensional algebra over Q[P+].
This result allowed us to extend the scalars to the ring Q[P ] and to define a commutative Q-algebra Λa
with distinguished basis {ξw | w ∈Wa} where ξw = zwtB0

(w)ξfB0
(w). Then we showed the following results:

(1) The algebra Λa is a finite-dimensional algebra over Q[Q∨] with basis {ξw | w ∈ B} where B is a
fundamental domain for the action of Q∨. We denote this algebra by ΛQ∨

(2) Given J ′ = {i1, . . . , ik} and its complement J in {1, . . . , n}, we defined a quotient ΛJ of some ideal
of Λa which is finite-dimensional over Q[Q∨/Q∨J ] with basis {ξ̃w | w ∈W J}.

We use the first assertion to show that Γρ is positively multiplicative and the second to show that Γγ
where γ =

∑
j∈J ′ ωj is positively multiplicative.

6.1. The graph Γρ. Let ¯ be the involution of Q[Q∨] defined by zα = z−α for all α ∈ Q∨. Recall that

ξρ1ξw =
∑

i∈I,w+
 siw

aiξsiw ∈ Λa.

By definition the set W is a fundamental domain for the action of Q∨ so that {ξw | w ∈ W} is a basis of
the algebra ΛQ∨ . Recall that ΓW is the graph with set of vertices W and adjacency matrix MatW (mξρ1

)

where mξρ1
is the multiplication by ξρ1 in ΛQ∨ expressed in the basis {ξw | w ∈W}.

Theorem 6.1. MatW (mξρ1
) = tAΓρ and Γρ is positively multiplicative.

Proof. Let x, y ∈ W . We have tAΓρ [x, y] = p 6= 0 if and only if there is an arrow in Γρ from x to y of
weight p. There are two cases to consider:

• there exists i ∈ I∗ such that y = six > x. In this case p = p = ai ∈ N, y +
 x and, according to the

previous proposition, aiξx will appear when developping ξρ1ξy, showing that MatW (mξρ1
)[x, y] = p.

• we have y = sθx < x. Then s0x = f(s0x)twt(s0x) = ytwt(s0x) and p = zwt(s0w). By Proposition 4.5,

we know that s0x
+
 x hence showing that the term ξx will appear when developping ξρ1ξs0x. We

have in Λa
ξρ1ξs0x = zwt(s0x)ξρ1ξy = ξx + · · ·

hence showing when factorising with respect to the fundamental domainW that MatW (mξρ1
)[x, y] =

z−wt(s0w) = p as desired.
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The fact that Γρ is positively multiplicative follows easily from the fact that ΓW is positively multiplicative
(see Proposition 5.15). Indeed, it suffices to transpose and apply the bar involution to the positive basis
associated to MatW (mξρ1

). �

6.2. The graph Γγ. Let γ = ωi1 + · · · + ωik be a level 0 weight. Let J ′ = {i1, . . . , ik} and J be the
complement of J ′ in {1, . . . , n}. Let ¯ be the involution of Q[Q∨/Q∨J ] defined by zα = z−α for all α ∈ Q∨.
The set W J is a fundamental domain for the action of Q∨/Q∨J on AJ so that {ξ̃w | w ∈W J} is a basis of
the algebra ΛJ . Recall that ΓWJ is the graph with set of vertices W J and adjacency matrix MatWJ (mξ̃ρ1

)

where mξ̃ρ1
is the multiplication by ξ̃ρ1 in ΛJ expressed in the basis {ξ̃w | w ∈W J}.

Theorem 6.2. MatWJ (mξ̃ρ1
) = tAΓγ and Γγ is positively multiplicative.

Proof. Let x, y ∈ W J . We have tAΓγ [x, y] = p 6= 0 if and only if there is an arrow in Γγ from x to y of
weight p. There are two cases to consider:

• there exists i ∈ I∗ such that y = siw > w and y ∈ W J . In this case p = p = ai ∈ N,
y

+
 x and, according to Proposition 5.22, aiξ̃x will appear when developping ξ̃ρ1 ξ̃y, showing that

MatW (mξ̃ρ1
)[x, y] = p.

• we have y = (sθx)J < x and s0x ∈ AJ . We have s0x = f(s0x)twt(s0x) = yvtwt(s0x) = y • tw(s0x)
with

v ∈ WJ and p = zwt(s0w). By Theorem 4.11, we know that s0x
+
 x hence showing that the term

ξ̃x will appear when developping ξ̃ρ1 ξ̃s0w. We have in ΛJ

ξ̃ρ1 ξ̃s0x = zwt(s0w)ξ̃ρ1 ξ̃y = ξ̃x + · · · .

hence showing that MatW (mξρ1
)[x, y] = z−wt(s0w) = p as desired.

The fact that Γγ is positively multiplicative follows easily from the fact that ΓWJ is positively multiplicative
(see Proposition 5.24). �

7. Interpretation in terms of colored particle models

In this section, we give an interpretation of the parabolic Cayley graphs of classical types introduced
in Section 4 in terms of particle moving on either a circle or a segment. The main tool to provide such
interpretations is the combinatorial description of the affine Weyl groups of classical types as permutations
of Z, see [2, Section 8].

7.1. Type Ã. Let V be an euclidean space of dimension n+ 1 with basis ε1, . . . , εn+1. The set of vectors

Φ+ = {εi − εj | 1 ≤ i < j ≤ n+ 1}
forms a positive root system of type A with associated simple system Π = {α1, . . . αn} where αi = εi−εi+1.
We have θ = θ∨ = ε1 − εn+1. From there, we can contruct the affine Weyl group of Wa of type Ãn as in
Section 3.2.

The group Wa can be realised as the group of permutations σ of Z (acting on the right) that satisfy the
following properties:

• (i+ n+ 1)σ = (i)σ + n+ 1 for all i ∈ Z,
•
∑n+1

i=1 (i)σ = (n+1)(n+2)
2 .

Any element σ ∈Wa is uniquely determined by the images of 1, 2, . . . , n+ 1. We will sometime denote an
element σ ∈Wa by its window notation [(1)σ, . . . , (n+ 1)σ]. The distinguished generators s0, s1, . . . , sn of
Wa are given by si = [1, . . . , i+ 1, i, . . . , n+ 1] and s0 = [0, 2, . . . , n, n+ 2].

The symmetric group W is the subgroup of Wa corresponding to the sequences [j1, . . . , jn+1] with
1 ≤ ji ≤ n+ 1 for 1 ≤ i ≤ n+ 1. We have the following formula for translations and affine symmetries

tαi = [1, . . . , (i+ n+ 1), (i− n), . . . , n+ 1],

sαi,k = [1, . . . , (i+ 1) + k(n+ 1), i− k(n+ 1), . . . , n+ 1].
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Given an element w = [j1, . . . , jn+1], left multiplication by a distinguished generator is given by:

si[j1, . . . , jn+1] = [j1, . . . , ji+1, ji, . . . , jn+1] and
s0[j1, . . . , jn+1] = [jn+1 − (n+ 1), . . . , ji+1, ji, . . . , j1 + (n+ 1)].

Right mutliplication by σ is straightforward by definition

[j1, . . . , jn+1]σ = [(j1)σ, . . . , (jn+1)σ].

Let w ∈W . The equality s0w = sθtθw = sθwtw(θ) in Wa becomes when jn+1 < j1

s0[j1, j2, . . . , jn+1] = [jn+1, j2 . . . , jn, j1]t−
∑j1−1
r=jn+1

αr
.

Further for σ ∈W , we have `(siσ) > `(σ) if and only if ji < ji+1 and `(sθσ) < `(σ) if and only if j1 < jn+1.
Hence, the edge structure on Γρ is given by arrows

• [j1, . . . , ji, ji+1, . . . , jn+1]
i−→
1

[j1, . . . , ji+1, ji, . . . , jn+1] if ji+1 > ji and 1 ≤ i ≤ n,

• [j1, . . . , jn+1]
0−→

z−α
[jn+1, . . . , j1] with α =

∑j1−1
s=jn+1

αs if jn+1 < j1.

The graphs Γγ. Let J = {i1, . . . , i`} ⊂ {1, . . . n}, J ′ be the complement of J in {1, . . . n} and γ =
∑

j∈J ′ ωj
be the corresponding dominant weight. The group WJ acts on the {1, . . . , n + 1} and the set of orbits
can be described as {Bm | 1 ≤ m ≤ r} where all the elements in Bm are smaller than those in Bm+1.
The set of minimal length representatives W J is the subset of W corresponding to sequences [j1, . . . , jn+1]
where i appears before j whenever i < j and i, j ∈ Bm for some 1 ≤ m ≤ r. The definition of Γγ given
in Definition 4.7 (see also Subsection 4.4 for another labelling by Key tableaux) translates then into the
following rules:

• [j1, . . . , ji, ji+1, . . . , jn+1]
i−→
1

[j1, . . . , ji+1, ji, . . . , jn+1] if ji+1 > ji and ji, ji+1 belong to different
orbits Bm, Bm′ ,

• and [j1, . . . , jn+1]
0−→

z−α
([jn+1, . . . , j1])J with α =

∑j1−1
s=jn+1

αs if jn+1 < j1 and j1, jn+1 belong to

different orbits Bm, Bm′ .
Recall here that the weights of Γγ can be regarded as elements of Q∨/Q∨J and that for α ∈ Q∨, α denotes
the class of α modulo Q∨J . In the last case, the notation ([k1, . . . , kn+1])J means that we take the mininal
coset representative with respect to the set J .

This graph is isomorphic to a graph encoding the clockwise movement of n + 1 colored particles on a
discrete circle with non-intersecting conditions. Let c : J1, nK→ J1, rK be the color map defined by i ∈ Bc(i)

for all i ∈ {1, . . . , n}, and let WJ be the set of words in the alphabet {1, . . . , r} with |Bc| occurrences of
each letter c. Then, Γγ is isomorphic to the graph Γ̃γ with vertices WJ and edge rules:

• c1 . . . cici+1 · · · cn+1
i−→
1
c1 · · · ci+1ci · · · cn+1 if ci < ci+1,

• c1 . . . cn+1
0−→∏c1−1

c=cn+1
z−αkc

cn+1 · · · c1 if cn+1 < c1.

Example 7.1. Let Wa be the affine Weyl group Ãn and the weight γ = ωi for some 1 ≤ i ≤ n − 1. We
have J = {1, . . . , n} \ {i}, J ′ = {i}, B1 = {1, . . . , i} and B2 = {i+ 1, . . . , n+ 1}. The color map is defined
by c(i) = 1 if i ∈ J1, iK and c(i) = 2 otherwise. The graph Γ̃γ is the graph with vertices being words with
i letters 1 and n+ 1− i letters 2 and edge rules

• · · · 12 · · · i−→
1
. . . 21 · · · ,

• and 2c2 · · · cn−11
0−→

z−αi
1c2 · · · cn−12.

Considering letters 2 as holes and letters 1 as particles, Γ̃γ encodes thus the clockwise movement of i
non-intersecting particles on a discrete circle of size n+ 1, with an edge weighted by z−αi when a particle
returns to the origin. Such graphs have been studied from a probabilistic point of view in [7].



32 JÉRÉMIE GUILHOT, CÉDRIC LECOUVEY AND PIERRE TARRAGO

Example 7.2. Let Wa be the affine Weyl group Ã3 and let γ = ω1 + ω2. We have J = {3}, J ′ = {1, 2},
B1 = {1}, B2 = {2} and B3 = {3, 4}. The color map is given by c(1) = 1, c(2) = 2 and c(3) = c(4) = 3.
The graph Γ̃γ is the graph with vertices being words of length 4 with one letter 1, one letter 2 and two
letters 3. In the graph below, the letter 1 is encoded by a blue particle, the letter 2 by a green particle
and the color 3 by a hole (in gray) and we read the word starting from the north position and moving
counterclockwise. For instance, we have the following correspondance

↔ 3132.

We obtain the following graph where the arrows going up are all of type 0 and are the only arrows with a
weight different from 1. Compare with Example 4.16.

1 2

2 1 3

3 1 2 3 1

1 3 2

2 3

z−α1+α2

z−α2

z−α1+α2

z−α2

z−α1

Figure 17. The graph Γ̃ω1+ω2 in type Ã3

7.2. Type C̃. Let V be an euclidean space of dimension n with basis ε1, . . . , εn. The set of vectors

Φ+ = {εi ± εj | 1 ≤ i < j ≤ n− 1} ∪ {2εi | 1 ≤ i ≤ n}

forms a positive root system of type C with associated simple system Π = {α1, . . . αn−1, αn} where
αi = εi− εi+1 for 1 ≤ i ≤ n− 1 and αn = 2εn. We have θ = 2ε1 and θ∨ = ε1. From there we can contruct
the affine Weyl group of Wa of type C̃n as in Section 3.2.

The group Wa can be realised as the group of permutations σ of Z (acting on the right) that satisfies
the following properties

• (−i)σ = −(i)σ for i ∈ Z,
• (i+N)σ = (i)σ +N

where we have set N = 2n+ 1. We see that any element σ ∈Wa is completly determined by the image of
1, . . . , n. Indeed we have σ(kN) = kN for all k ∈ Z and if n+ 1 ≤ i ≤ 2n we have

(i)σ = (N − (N − i))σ = N − (N − i)σ and 1 ≤ N − i ≤ n.

For later use, we define the following map

sC : {1, . . . , 2n} → {1, . . . , 2n}
i 7→ N − i .



HOMOLOGY RINGS OF AFFINE GRASSMANNIANS AND POSITIVELY MULTIPLICATIVE GRAPHS 33

We have (i)σ = −(sC(i))σ + N for all i ∈ {1, . . . , 2n}. We will sometime denote an element σ ∈ Wa by
its window notation: [(1)σ, . . . , (n)σ]. The window notation of the distinguished generators s0, s1, . . . , sn
of Wa is

s0 = [−1, 2, . . . , n],

si = [1, . . . , i+ 1, i, . . . , n] for all 1 ≤ i ≤ n− 1,
sn = [1, 2, . . . , n− 1, n+ 1].

The finite Weyl group W is the subgroup of Wa corresponding to the sequences [j1 . . . jn] with 1 ≤ ji ≤ 2n
for 1 ≤ i ≤ n. We have the following formula for translations

tα0 = [1 +N, 2, . . . , n],

tαi = [1, . . . , (i+ 1) +N, i−N, . . . , n] for 1 ≤ i ≤ n− 1,
tαn = [1, 2, . . . , n+N ].

Given an element w = [j1, . . . , jn], we have the following rules for right multiplication:

s0[j1, . . . , jn] = [−j1, . . . , jn],

si[j1, . . . , jn] = [j1, . . . , ji+1, ji, . . . , jn] for 1 ≤ i ≤ n+ 1,
sn[j1, . . . , jn] = [j1, . . . , N − jn].

Let w ∈ W . We have sθw < w if and only if j1 > n and the equality s0w = sθtθ∨w = sθwt(θ∨)w in Wa

becomes in this case:

s0[j1, j2, . . . , jn] = [N − j1, . . . , jn]tα∨ where α∨ = −α∨n −
n−1∑

i=N−j1

α∨i .

Hence, the edge structure on Γρ is given by

• [j1, . . . , ji, ji+1, . . . , jn]
i−→
2

[j1, . . . , ji+1, ji, . . . , jn] if ji+1 > ji and 1 ≤ i ≤ n− 1

• [j1, . . . , jn]
n−→
1

[j1, . . . , N − jn] if jn ≤ n.

• [j1, . . . , jn] −→
z−α∨

[N − j1, . . . , jn] if j1 > n, with α∨ = αn +
∑n−1

i=N−j1 α
∨
i .

The graph Γγ. Let J = {i1, . . . , i`} ⊂ {1, . . . n}, J ′ be the complement of J in {1, . . . n} and γ =
∑

j∈J ′ ωj
be the corresponding weight. The group WJ acts on {1, . . . , 2n}. In the case where n /∈ Jr, the orbits of
this action can be described as follows:

Bm = {km, . . . , km+1 − 1} for m = 1, . . . , r,

B2r−m = {sC(km+1 − 1), . . . , sC(km)} for m = 1, . . . , r

where kn+1 = n + 1 and km < km+1. Note that we must have n ∈ Br and n + 1 ∈ Br+1 in this case. In
the case where n ∈ Jr we have

Bm = {km, . . . , km+1 − 1} for m = 1, . . . , r − 1

B2r−m = {sC(km+1 − 1), . . . , sC(km)} for m = 1, . . . , r − 1

Br = {kr, . . . , n, sC(n), . . . , sC(kr)}.
where k0 = 0 and km < km+1. Note that we must have {n, n+ 1} ⊂ Br in this case.

The set of minimal length representativesW J is the subset ofW corresponding to sequences [j1, . . . , jn]
such that (1) i appears before j whenever i < j and i and j belong to the same orbit Bk and (2) if n ∈ J
then Br ∩ {j1, . . . , jn} ⊂ {1, . . . , n}. The definition of Γγ given in 4.7 translates then into the following
rules:

• [j1, . . . , ji, ji+1, . . . , jn]
i−→
2

[j1, . . . , ji+1, ji, . . . , jn] if ji+1 > ji and ji, ji+1 belong to two different
orbits Bc, Bc′

• [j1, . . . , jn]
n−→
1

[j1, . . . , N − jn] with jn ≤ n and jn /∈ Br if n ∈ J
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• [j1, . . . , jn]
0−→

z−α∨

(
[N − j1, . . . , jn]

)J
if j1 > n, with α∨ = α∨n +

∑n−1
i=N−j1 α

∨
i

In the last case, the notation ([k1, . . . , kn])J means that we take the mininal coset representative with
respect to the set J .

This graph is isomorphic to a graph encoding the movement on a segment of colored particles with a spin
{+,−} which exchange their position according to their spin and color. Let c : {1, . . . , n} → {1, . . . , r} be
the color map defined by i ∈ Bc(i) ∪ B2r−c(i) and sp : {1, . . . , 2n} → {−,+} be the spin map defined by
sp(i) = − if 1 ≤ i ≤ n and sp(i) = + otherwise.

When n /∈ J , letWJ be the set of words in {1±, . . . , r±} with |Bc| occurrences of the letter c (i.e. either
c+ or c−). When n ∈ J , let WJ be the set of words in {1±, . . . , r − 1±, r} with |Bc| occurrences of the
letter c for c ≤ r − 1 and |Br|/2 occurences of the letter r. Set qc = z−α

∨ with α∨ = α∨n +
∑

1≤r≤c α
∨
r .

Then, Γγ is isomorphic to the graph Γ̃γ with vertices WJ and edge rules

• · · · cspii c
spi+1

i+1 · · ·xn
i−→
2
x1 · · · c

spi+1

i+1 c
spi
i · · ·xn if spi(N/2− ci) < spi+1(N/2− ci+1),

• x1 · · ·xn−1c
−
n

n−→
1
x1 · · ·xn−1c

+
n if cn 6= r when n ∈ J ,

• c+
1 x2 · · ·xn

0−→
qcn

c−1 x2 · · ·xn if c1 6= r when n ∈ J .

The first condition in the above rules can be fulfilled in two different ways: either spi = − and spi+1 = +,
or spi = spi+1 and spici > spici+1. In the simple case where r = 2 and n ∈ J , this graph encodes the
movement of |B1| particles with a spin {+,−} on a discrete segment of size n, where particles with spin
− go to the right and particles with spin + go to the left.

Example 7.3. Let Wa be the affine Weyl group C̃3 and let γ = ω2. We have J = {1, 3} and J ′ = {2}.
The group WJ acts on {1, 2, 3, 4, 5, 6} and the orbits are B1 = {1, 2}, B2 = {3, 4} and B3 = {5, 6}. The
elements of W J are

e = [1, 2, 3], s2 = [1, 3, 2], s1s2 = [3, 1, 2], s3s2 = [1, 3, 5], s2s3s2 = [1, 5, 3],

s1s3s2 = [3, 1, 5], s1s2s3s2 = [5, 1, 3], s2s1s3s2 = [3, 5, 1], s1s2s1s3s2 = [5, 3, 1],

s3s2s1s3s2 = [3, 5, 6], s1s3s2s1s3s2 = [5, 3, 6], s2s1s3s2s1s3s2 = [5, 6, 3].

We have sθ = s1s2s3s2s1. In the list above, the elements that satisfy sθw < w are those with window
notation starting by 5. For all such w, we have (θ∨)w = −ε2 = −(α∨3 + α∨2 ) and s0w = sθtθ∨w = sθwt−ε2
so that all the 0-arrows will have weight z−ε2 . We thus omit this information when drawing the Γγ in the
figure below. The color map is defined by c(1) = c(2) = 1 and c(3) = 2. Since 3 ∈ J , the particle 2 doesn’t
have spin. In the graph Γ̃ω2 below, the particle 1− is represented in blue, 1+ in green and 2 in gray. We
do not indicate the weights ai ∈ N but we do indicate the i when 1 ≤ i ≤ n.

[1, 2, 3]

[1, 3, 2]

[3, 1, 2] [1, 3, 5]

[3, 1, 5] [1, 5, 3]

[3, 5, 1] [5, 1, 3]

[3, 5, 6] [5, 3, 1]

[5, 3, 6]

[5, 6, 3]

2

1 3

3

2

2

1

1 13

1 3

1

2

2

1 3

3

2

2

1

1 13

1 3

1

2

Figure 18. The graph Γω2 and Γ̃ω2 in type C̃3
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Example 7.4. Let Wa be the affine Weyl group C̃3 and let γ = ω3. We have J = {1, 2} and J ′ = {3}.
The group WJ acts on {1, 2, 3, 4, 5, 6} and the orbits are B1 = {1, 2, 3} and B2 = {4, 5, 6}. The elements
of W J are

e = [1, 2, 3], s3 = [1, 2, 4], s2s3 = [1, 4, 2], s1s2s3 = [4, 1, 2], s3s2s3 = [1, 4, 5],

s1s3s2s3 = [4, 1, 5], s2s1s3s2s3 = [4, 5, 1], s3s2s1s3s2s3 = [4, 5, 6].

We have sθ = s1s2s3s2s1 and in the list above, the set of elements that satisfy sθw < w are exactly those
whose window notation starts by 4. As before, the weight of each 0 arrow will be z−ε3 and will not be
indicated on the graphs below. The associated color map is constant defined by c(1) = c(2) = c(3) = 1.
Since 3 /∈ J , the particle 1 does have spin. In the graph Γ̃ω2 below, 1− is represented in blue and 1+ in
green. Again, we do not indicate the weights ai ∈ N but we do indicate the i when 1 ≤ i ≤ n.

[1, 2, 3]

[1, 2, 4]

[1, 4, 2]

[4, 1, 2] [1, 4, 5]

[4, 1, 5]

[4, 5, 1]

[4, 5, 6]

3

2

1 3

3 1

2

3

3

2

1 3

3 1

2

3

Figure 19. The graph Γω3 and Γ̃ω3 in type C̃3

There are similar interpretations of the graphs Γγ in type B̃n and D̃n.
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