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A B S T R A C T 

We present and validate the catalogue of Lyman- α forest fluctuations for 3D analyses using the Early Data Release (EDR) from 

the Dark Energy Spectroscopic Instrument (DESI) surv e y. We used 88 511 quasars collected from DESI Surv e y Validation (SV) 
data and the first two months of the main surv e y (M2). We present several improvements to the method used to extract the 
Lyman- α absorption fluctuations performed in previous analyses from the Sloan Digital Sky Survey (SDSS). In particular, we 
modify the weighting scheme and show that it can impro v e the precision of the correlation function measurement by more than 

20 per cent. This catalogue can be downloaded from https:// data.desi.lbl.gov/ public/edr /vac/edr /lya/fuji/v0.3 , and it will be used 

in the near future for the first DESI measurements of the 3D correlations in the Lyman- α forest. 

Key words: catalogues – intergalactic medium – dark energy – large-scale structure of Universe. 
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 I N T RO D U C T I O N  

he Lyman- α forest is a pattern of absorption features caused
y neutral hydrogen in the intergalactic medium (IGM), typically
bserved in the spectra of distant quasars ( z > 2). Measurements
f 1D correlations in a handful of high-resolution quasar spectra
merged as a powerful tool to study the large-scale distribution of
atter (Croft et al. 1998 ; McDonald et al. 2000 ), opening a new field

n the analysis of the high redshift universe and helping to constrain
osmological parameters. 

Using data from the Baryon Oscillation Spectroscopic Surv e y
BOSS; Dawson et al. 2013 ), the 3D correlation function of ab-
orption in the Lyman- α forest was measured for the first time in
losar et al. ( 2011 ). Shortly after that, the first measurement of the
 E-mail: cramirez@ifae.es 
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Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
aryonic acoustic oscillations (BAO) peak in the Lyman- α forest was
resented (Busca et al. 2013 ; Slosar et al. 2013 ; Kirkby et al. 2013 ),
sing data from BOSS DR9 (Lee et al. 2013 ). These were followed
y other BAO analyses using increasingly larger Lyman- α forest
ata sets from BOSS (Delubac et al. 2015 ; Bautista et al. 2017 )
nd from the extended Baryon Oscillation Spectroscopic Surv e y
eBOSS; Dawson et al. 2016 ) (de Sainte Agathe et al. 2019 ). The
recision of these BAO measurements was significantly impro v ed
ith the measurement of the cross-correlation of quasars and the
yman- α forest (Font-Ribera et al. 2014 ; du Mas des Bourboux
t al. 2017 ; Blomqvist et al. 2019 ), and the final L yman- α BA O
easurement combining BOSS and eBOSS was presented in du
as des Bourboux et al. ( 2020 ). 
The Dark Energy Spectroscopic Instrument (DESI) is currently

ndergoing a 5-yr campaign to obtain close to a million quasar spectra
ith z > 2 (DESI Collaboration 2023a ; Chaussidon et al. 2023 ). This
ata set will be four times larger than the state of the art (eBOSS
© 2023 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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R16 quasar sample Lyke et al. 2020 ) and will enable sub- per cent
AO measurements with the Lyman- α forest (Levi et al. 2013 ; DESI
ollaboration 2016a ). 
In this publication, we present the first catalogue of Lyman- α forest

uctuations in DESI, including data from the Early Data Release 
EDR; DESI Collaboration ( 2023b )] and from the first two months
f the main surv e y (M2). This data set is used in a companion paper
o measure the first 3D correlations in the Lyman- α forest from DESI
Gordon et al. 2023 ), and a comparison with synthetic data sets is
resented in Herrera et al. (in preparation). 
The methodology used here is similar to the one developed for

BOSS analyses, especially the most recent analysis by du Mas 
es Bourboux et al. ( 2020 ). This served as the basis for developing
he data analysis pipeline of the DESI Lyman- α forest working 
roup. In this publication, we provide a detailed description of 
ur new pipeline, focusing on the changes with respect to the one
sed in eBOSS analyses. Some of these changes are moti v ated by
hanges in the input data: for instance, while SDSS spectra had 
ixels equispaced in the logarithm of the wavelength, DESI uses 
inearly spaced pixels. Other changes are moti v ated by studies that
ppeared after du Mas des Bourboux et al. ( 2020 ). For instance,
ollowing Ennesser et al. ( 2022 ), we now include in our analysis
he spectra of Broad Absorption Line (BAL) quasars, after we 

ask the most contaminated regions. Finally, we also revisit the 
eighting scheme used to compute correlations in the Lyman- α

orest, resulting in an impro v ement of more than 20 per cent in our
recision. 
All of the process followed in this paper, along with the updated

hanges, is e x ecuted using the publicly available code PICCA 

1 and
an be reproduced by the user using public DESI data. The PICCA

ackage also includes modules for the computations of both auto- 
nd cross-correlation with quasars, cosmological fits, and multiple 
seful tools for Lyman- α forest studies. 
The catalogue described here is aimed at studies of 3D correlations 

n the Lyman- α forest. A similar data set, ho we ver, is also used in two
ompanion publications that present the first measurements of 1D 

orrelations with DESI data (Ra v oux et al. 2023 ; G ̈oksel Kara c ¸aylı
t al. 2023 ). Although analogous estimations of the unabsorbed 
uasar continuum are also needed in these studies, their methodology 
s some what dif ferent and these publications focus on studies of
ystematics that primarily affect the 1D correlations. 

This paper is structured as follows. In Section 2 , we present the
ata used for this work, including spectra and quasar catalogues. 
n Section 3 , we explain how we obtain the flux-transmission
eld from spectra through the estimation of the expected flux of
uasars in the continuum fitting process. This includes masking some 
avelengths and applying corrections to the flux calibration and 

he reported uncertainties by the pipeline. In Section 4 , we discuss
spects that require further clarification, such as modified weights 
nd wavelength grid choices. Finally, in Section 5 , we provide a
ummary of our findings and conclusions. 

 DATA  

ata used in this publication come from two different DESI data 
ets. On the one hand, we have the EDR, which includes all
ommissioning, Surv e y Validation (SV), and special surv e y data.
n the other hand, we have EDR + M2, which includes all data

rom EDR as well as the first 2 months of the main surv e y. 
 https://github.com/igmhub/picca/ 

S
t
r

Although this two samples are qualitatively similar, we are 
erforming the analysis separately for each of them to achieve the
wo purposes of this paper: 

(i) Describe the Lyman- α forest Value Added Catalogue (VAC) 
n the context of EDR (DESI Collaboration 2023b ): VACs for a
ide variety of tracers are being released using DESI early data. The
resent work provides the Lyman- α forest fluctuations catalogue. 
(ii) Describe the Lyman- α forest catalogue used in the context 

f early DESI data publications: Multiple related publications 
re being published in this context within the Lyman- α working 
roup. The objective of Gordon et al. ( 2023 ) is to obtain the first
yman- α correlation measurements from DESI early data, testing 

he current pipeline and data quality, and compare its performance 
o previous eBOSS DR16 analyses. Herrera et al. (in preparation) 
rovides details on the current status of the different procedures 
sed to build mocks for Lyman- α forest analyses. Gontcho et al.
in preparation) characterizes the systematics caused by the DESI 
nstrument on the 3D correlations of the Lyman- α forest. Bault et al.
in preparation) studies the impact of redshift errors on the 3D cross-
orrelation of quasars with the Lyman- α forest. P1D analyses are 
erformed in two different papers: Ra v oux et al. ( 2023 ) presents
he 1 dimensional measurement using F ast F ourier Transform, while
 ̈oksel Kara c ¸aylı et al. ( 2023 ) makes use of the Quadratic Maximum
ikelihood Estimator. 
inally, the current publication provides the Lyman- α fluctuations 
atalogue, as well as its validation. The decision to use EDR + M2
ata for these analyses was moti v ated by the need for a larger volume
f data than the EDR could offer, which leads to better measurements
f the correlation function, constraining power and estimation of 
ystematics. 

EDR data, including Lyman- α forest fluctuations is available 
ow, including this VAC describing Lyman- α fluctuations. However, 
DR + M2 will not be released as a separate piece of data and M2
ill be released alongside Year 1 (Y1) data. 

.1 DESI spectroscopic data 

ESI is the largest ongoing spectroscopic surv e y, operating on the
ayall 4-metre telescope at Kitt Peak National Observatory (DESI 
ollaboration 2022 ). DESI consists of 5000 fibers placed in the focal
lane and distributed across 10 petals. Each fiber is controlled by a
obotic positioner, allowing for quick and automatic positioning. 
he large number of fibers and the fast cadence provided by the
utomatic positioners allows DESI to measure up to 5000 spectra 
very 20 min over a ∼3 ◦ field (DESI Collaboration 2016b ; Silber
t al. 2023 ; Miller et al. 2023 ). Fibers carry light from the telescope
nto a separate room, where it is dispersed by ten spectrographs.
ach of them with three cameras each (B, R, Z), co v ering different
avelength ranges. 
While most of the fibers are assigned to science targets, some

re used for calibration. Fibers assigned to the sky are essential
or sky subtraction, as they enable the removal of the contribution
o spectra caused by light from the background sky, particularly 
mission lines. Other fibers are assigned to standard stars in order
o properly calibrate fluxes. This process is performed by comparing 
he measured counts in the CCD and the expected fluxes from the
tandard stars, allowing to estimate fluxes for all the other targets
hrough a process called spectroperfectionism (described in Bolton & 

chlegel 2010 ). Spectroperfectionism provides spectral fluxes and 
heir variances. For the full description of the DESI spectroscopic 
eduction pipeline, see Guy et al. ( 2023 ). 
MNRAS 528, 6666–6679 (2024) 
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Figure 1. Distribution of wavelength and pipeline-reported error on the 
flux measurement for the larger EDR + M2 sample. This measurement is 
performed in the C III region of the spectra, as defined in Table 2 . The solid 
lines mark the mean value of the error for a giv en wav elength, black for the 
EDR sample and white for the EDR + M2. Apart from the clear distinction in 
these two lines, a subtle division into two bands at larger wavelengths can also 
be observed. This is caused by the better signal-to-noise in the EDR sample, 
thanks to multiple re-observations of the same targets. We can also observe 
ho w the v ariance relati vely increases in the two ends of the spectrograph and 
in the area affected by the collimator mirror reflectivity around 4400 Å. 
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To help data processing, other pipelines are developed for multiple
urposes: optimize the observation strategy (Schlafly et al. 2023 ),
alculate the exposure time Kirkby et al. (in preparation), assign
bers to targets Raichoor et al. (in preparation), and target selection
Myers et al. 2023 ). 

DESI target selection is based on the public Le gac y Surv e ys (Zou
t al. 2017 ; Dey et al. 2019 ; Schlegel et al. (in preparation)), with
reliminary target selection details published for the MWS (Allende
rieto et al. 2020 ), BGS (Ruiz-Macias et al. 2020 ), LRGs (Zhou et al.
020 ), ELGs (Raichoor et al. 2020 ), and QSOs (Y ̀eche et al. 2020 )
amples. A series of five papers describe the target selection for these
bjects (MWS, Cooper et al. 2022 ; BGS, Hahn et al. 2023 ; LRG,
hou et al. 2023 ; ELG, Raichoor et al. 2023 ; QSO, Chaussidon et al.
023 ). 
Quasars at redshift higher than 2.1 are identified by the DESI

ipeline as high redshift quasars suitable for Lyman- α forest studies.
hese will be re-observed, allowing for a better measurement of their
pectra. Re-observations of the same quasar are then coadded and
tored in files grouped by healpix pixels (see G ́orski et al. 2005 ). The
oaddition consists in a simple weighted average of fluxes for each
avelength in the spectra, using as weights their inverse-variance.
oadded files alongside the quasar catalogue are used by our pipeline

o build the Lyman- α forest catalogue. 
Each coadded file contains per-spectra information for the three

rms (B, Z, R), as well as various metadata, including fiber posi-
ions, instrument configuration during observation and atmospheric
onditions. The spectroscopic data include fluxes, estimated inverse-
ariance and a mask identifying invalid pixels. 

Each of the three arms of the spectrograph co v ers a different
av elength re gion: 

(i) B arm: [3600, 5800] Å
(ii) R arm: [5760, 7620] Å
(iii) Z arm: [7520, 9824] Å

with some o v erlap between each of the arms. The Lyman- α
orest is predominantly observed in the blue arm (B arm) of the
pectrograph, and only partially in the red arm (R arm). DESI follows
 linear wavelength grid with 0.8 Å steps, picca is adapted to work
ith this resolution. 
In Fig. 1 , we show the distribution of wavelength and pipeline-

eported error on the flux measurements for the EDR + M2 data
et, where σ pip the variance reported by the DESI pipeline based on
hoton statistics and readout noise. The image highlights the main
ifferences between EDR and M2 samples. EDR data corresponds
o longer observations, with fewer quasars observed. M2 data, on
he other hand, includes a large number of objects, but with shorter
bservations, leading to a larger value for σ pip . The same panel shows
n increase in variance around 4400 Å, caused by the collimator
irror reflectivity (Guy et al. 2023 ). For reference, the distribution

f fluxes is centred around 5 · 10 −18 erg s −1 cm 

−2 Å−1 in the blue end
f the spectra, and 5 · 10 −19 erg s −1 cm 

−2 Å−1 in the red end. 
To match the accuracy of our most reliable mock data (Herrera

t al. (in preparation)) and due to the limited amount of Lyman- α
orest data available at longer wavelengths, we have limited our
nalysis to fluctuations fulfilling z < 3.79. Given that Lyman- α
uctuations can be related to a specific location in the wavelength
rid ( z = λ/ λLy α − 1), this redshift cut corresponds to a maximum
avelength of 5772 Å entering our analysis. 

.2 Description of the quasar catalogue 

bjects in the spectroscopic data are identified using the template-
tting code Redrock (Bailey et al. (in preparation), and for the
NRAS 528, 6666–6679 (2024) 
pecial case of QSOs, Brodzeller et al. 2023 ). Redrock employs
 set of templates as representatives of the main object classes
bserved by DESI: quasars, galaxies, and stars. For each observed
pectrum, Redrock determines the best-fitting redshift and template
y comparing it to the set of templates. This process allows Redrock
o accurately identify the objects in the DESI spectroscopic data. 

Ho we ver, Redrock sometimes misidentifies quasars as galaxies.
o address this issue, a set of independent quasar-identification ap-
roaches, referred to as ‘afterburners’ are also run. These afterburners
an identify features missed by Redrock and impro v e the accurac y
f quasar identification. In our case, the most rele v ant afterburners
re QuasarNet (Busca & Balland 2018 ; F arr, F ont-Ribera & Pontzen
020 ), the Mg II afterburner, and SQUEzE (P ́erez-R ̀afols et al. 2020 ).
hile only the first two methods were used to build the final

atalogue, all of them were tested during the SV phase (Alexander
t al. ( 2023 ), also see Lan et al. ( 2023 ) for SV results on galaxies). 

For the case of QuasarNET, its main role is to correct for cases
here Redrock identifies an object as a low redshift galaxy when it

s actually a high redshift quasar. In these cases, QuasarNet is used to
e-identify the object as a quasar based on its spectral features using

achine Learning techniques and trained using visually inspected
ata sets. If QuasarNet identifies an object as a high redshift quasar,
edrock is run again with a high redshift prior. This will likely change

he object identification to a high redshift quasar, and if confirmed,
he object would be included in the final catalogue. 

The other rele v ant afterburner is the Mg II afterburner. Its main
ole is to correct for cases where Redrock misidentifies a quasar as a
alaxy. F or ev ery object identified as a galaxy by Redrock, the Mg II
fterburner checks the width of the Mg II emission line. If the line is
ide enough, the object is re-identified as a quasar and included in

he final catalogue. 
For this release, only objects targeted and confirmed as quasars are

sed. The resulting catalogues include a total of 68 750 quasars for
he EDR sample and 318 691 quasars for the EDR + M2 (see Table
). This value includes all quasars in the input sample, being the
ctual value of quasars used for each region detailed in Table 2 . The
edshift and spatial distributions of the quasars is shown in Fig. 2 ,
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Figure 2. Distribution of objects in the two samples used in this publication, 
compared with the final eBOSS DR16 sample presented in du Mas des 
Bourboux et al. ( 2020 ). Top: Redshift distribution of the three catalogues. 
Bottom: Sky distribution of the same catalogues. We observe that M2 makes 
a significant portion of the EDR + M2 sample. When compared to the eBOSS 
data, the EDR + M2 sample is approximately halfway to matching the number 
of objects in the former. 
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Table 1. Number of Lyman- α quasars in the two samples, number of quasars 
showing BAL features and number of DLAs affecting forests from the Lyman- 
α quasars. The better signal to noise in the EDR sample allows for the 
detection of a higher number of DLA and BAL features. 

EDR EDR + M2 

Quasars 68 750 318 691 
DLAs 5006 17 375 
BALs 9294 28 185 
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ompared to the larger catalogue used in eBOSS DR16 analysis 
du Mas des Bourboux et al. 2020 ). The number of quasars in the
DR + M2 is clearly dominated by the first 2 months of main surv e y

M2), containing almost half of the objects in the eBOSS sample. 

.3 BAL and DLA information 

amped Lyman- α Absorption (DLA) systems caused by H I -rich 
alaxies affect the Lyman- α forest by generating absorption features 
hat can interfere with the continuum fitting process. DLA informa- 
ion is provided using a DLA finder based on a convolutional neural
etwork and a Gaussian process, for a full description of the DLA
atalogue see Zou et al. (in preparation). We selected from the full
ample the objects where both the convolutional neural network and 
he Gaussian process detected a DLA with a confidence larger than 
0 per cent. 
Apart from DLAs, the Lyman- α forest can also be affected by 

ALs believed to be caused by the existence of ionized plasma 
utflows from the accretion disc. These BAL quasars can be added 
o the analysis, although they have to be appropriately masked (see 
ection 3.1 ). The algorithm for BAL identification was presented 

n Guo & Martini ( 2019 ), and the detailed description of the BAL
atalogue for DESI data is presented in Filbert et al. ( 2023 ). 

The number of DLAs and BALs for both EDR and EDR + M2
amples is shown in Table 1 . Given the better signal to noise in
he EDR sample, the identification of DLA and BAL objects in this
ample is higher in this smaller data set. 
 SPECTRAL  R E D U C T I O N  

he continuum fitting procedure estimates the expected flux for each 
f the quasars in the catalogue, this process is essential for computing
yman- α fluctuations. The flux-transmission field can be defined as: 

q ( λ) ≡ f q ( λ) 

F ( λ) C q ( λ) 
− 1 , (1) 

here F is the mean transmitted flux at a specific wavelength, C q 

he unknown unabsorbed quasar continuum for quasar q , and f q its
bserved flux. The combination F C q ( λ) is the mean expected flux
f the quasars and is the quantity that we fit for the spectra. 
Continuum fitting is the procedure to compute the flux- 

ransmission field. It can be split in an initial clean-up phase and
 second phase where the quasar continuum is actually fitted. The
lean-up phase involves two sequential procedures: masking multiple 
nmodelled features and re-calibrating the spectra to eliminate 
esiduals from the DESI calibration procedure. 

In this section, we first explain these two procedures and then
rovide details on the core of the continuum fitting process. 

.1 Masks (sky lines, galactic absorption, DLA, and BAL) 

here are multiple features in the spectra that are not caused by
yman- α fluctuations but are still present in our spectra due to
ontamination. In order to simplify the cosmological modeling when 
sing Lyman- α fluctuations for correlation measurements, we mask 
hese features and remo v e them from our analysis. 

The three type of masks applied in our analysis are: DESI pipeline;
AL and DLA, applied to absorption features in the forest 2 region;
nd galactic absorption and sky emission lines that appear in the
pectrograph when observing Lyman- α quasars. We note that the 
ESI pipeline mask is applied before the individual observations are 

o-added (see Section 2.1 ). The other masks are applied after the
oaddition. 

.1.1 DESI pipeline masking 

 masking process is applied within the DESI pipeline to identify
ad pixels in the spectra. These are typically caused by CCD defects
r cosmic rays hitting the spectrograph CCD. This mask is found to
nly affect about 0.1 per cent of the DESI pixels used for the Lyman-
analysis. Given the small fraction of pixels discarded, we decided 

o remo v e these pix els from the analysis. 
MNRAS 528, 6666–6679 (2024) 
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Figure 3. Fraction of pixels masked due to DLAs (top) and BAL (bottom) 
features. As expected, the number of detected DLAs increase with redshift 
(and therefore with λ), yielding a fraction of masked pixels always below the 
5 per cent. For the BAL case, we show the masked fraction as a function of λRF , 
which allow us to observe the strong wavelength dependence of the masking, 
associated with emission lines for different elements. This figure used the full 
EDR + M2 data set. 
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wavelength range affected by the mask. Smooth features in this measurement 
can also be observed. Their impact can be corrected through the flux re- 
calibration (see Section 3.2 ). For this figure, we used the full EDR + M2 data 
set. 
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.1.2 DLA and BAL masking 

LA absorption affects our spectra by imprinting itself in the spectra
f quasars, resulting in zero flux around the true redshift of the
LA and damping wings further away. A secondary effect of this is

he reduction in the mean flux of the affected spectra, affecting the
 v erall mean absorption. This biases our estimate of F C q , potentially
ffecting all the quasars in the sample (see Section 3.3 ). 

Although it is possible to include the absorption features from
LAs into our models for the correlation functions, for simplicity,

nd following the prescription in previous analyses (du Mas des
ourboux et al. 2020 ), we mask the regions of the Lyman- α forest

hat are affected by identified DLAs when the DLA reduces the
ransmission by more than 20 per cent. We then correct the absorption
n the wings using a Voigt profile as suggested by Noterdaeme et al.
 2012 ), being able to include the pixels affected by these wings
ithout affecting the mean absorption. 
The top panel of Fig. 3 shows the fraction of pixels that have been
asked due to DLAs as a function of observed wavelength. Although

here is an increase in the number of detected DLAs with redshift,
he number of masked pixels is always smaller than 5 per cent. 

Regarding BALs, in previous analyses quasars exhibiting BAL
eatures were directly excluded from the analysis, although they
ere later used as tracers for cross-correlations between quasars and

he Lyman- α forest. Ho we ver, Ennesser et al. ( 2022 ) sho wed that
uasars with BAL features could be safely included in the analysis if
ll expected locations of these absorption features are masked. Here,
e follow their proposed approach. 
In the bottom panel of Fig. 3 , we observe the fraction of pixels
asked due to BALs as a function of rest-frame wavelength. In this

ase, we can see a pattern of absorption that matches the expected
bsorption features described in Ennesser et al. ( 2022 ). Since not all
NRAS 528, 6666–6679 (2024) 
he BAL quasars suffer from the same absorption profile, we expect
he BAL-masked pixel fraction to be maximal around the central
bsorption and decrease as we go away from it. It is worth noting
hat for the quasars used in the Lyman- α region continuum fitting,
he percentage of BAL quasars is 16 per cent for the EDR + M2
ample and 23 per cent for the EDR sample. 

.1.3 Galactic absorption and sky emission masking 

here are certain absorption and emission features in our spectra
hat differ from Lyman- α fluctuations or other absorbers in the
GM. These absorption and emission features can be easily identified
ecause they affect specific wavelengths, resulting in sharp features
hen the spectra of multiple quasars is combined. We can remo v e

hem by simply masking out the corresponding wavelengths from
ur analysis. 
The two most significant features in this regard are galactic

bsorption and sky emission. Galactic absorption is caused by
aterial in the interstellar medium (ISM) absorbing at specific
avelengths. The ISM absorption for some of these lines cannot
e easily separated from the intrinsic absorption in the atmospheres
f the stars used for flux calibration, and thus they are not properly
ccounted for. Here, we are affected by the Ca K and H transitions,
nd we mask the corresponding wavelengths (see Fig. 4 ). 

Sky emission comprises emission lines generated by atmospheric
ffects and are mostly corrected in the modelling of sky lines.
o we ver, inaccuracies in this modelling result in spurious features

n our spectra. Here, we also mask the affected wavelengths (see
ig. 4 ). 
In Fig. 4 , we present the measurement of the estimated 1 + δq ( λ)

n the C III region (see Table 2 ). Two kind of features can be observed
n this plot: first, we observe the sharp features corresponding to the
entioned galactic absorption and sky emission; then we observe

mooth features caused by inaccuracies in the DESI calibration
rocess. To correct for the former, we mask the pixels in the
avelength intervals shown in the plot. The later can be corrected

hrough re-calibration (see Section 3.2 ). 
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Table 2. Statistics for the regions considered during the analysis, the region span is 
defined in the quasar rest-frame wavelength ( λRF ). The number of forests corresponds 
to the number of quasars whose spectra can be observed in the spectrograph. A minor 
number of forests are rejected due to low SNR or due to them being too short. 

Region λRF, min λRF, max # forests EDR # forests EDR + M2 
Å Å

C III 1600 1850 49 810 233 310 
C IV 1410 1520 41 445 189 984 
Mg II -R 2900 3120 7290 33 936 
Mg II 2600 2760 13 373 62 628 
S IV 1260 1375 34 044 152 979 
Lyman- α 1040 1205 20 281 88 511 
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Figure 5. Bottom: Weighted average of the flux-transmission field measured 
at different regions of the spectra. Its value has been shifted to better 
distinguish the different regions. As opposed to the results shown in Fig. 4 , 
sharp features are not present here because these samples have already been 
masked. The smooth features in the spectra are similar for all the measured 
regions, being the Mg II -R an outlier in this tendency, likely to be caused due 
to the reduced number of pixels available for this region at low wavelengths 
(see Fig. 6 ). Results are computed from the full EDR + M2 sample. Top: 
Average residuals to WD spectra in the blue arm of the DESI spectra, as seen 
in Guy et al. ( 2023 ). A similar trend can also be observed here between these 
residuals and our measured average of the flux-transmission field, especially 
at smaller wavelengths, further justifying our re-calibration process. 
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Here we use the C III region to build our masks as it lacks
he Lyman- α absorption features. This makes it easier to estimate 
bsorption and emission effects. 

.2 Re-calibration 

ESI calibrates fluxes using standard stars (Guy et al. 2023 ). 
o we ver, inaccuracies in the modelling of these calibration stars

ntroduce features in the measured spectra when fluxes are predicted 
or other objects (such as quasars). These features can be observed by
xamining the mean δq ( λ) in any region of the spectra, particularly
n the regions without Lyman- α absorption, where the variance of 
he measured flux is expected to be lower. This is possible because
he features caused by calibration defects are function of observed 
avelength, while the continuum estimate is a function of rest-frame 
avelength. Looking again at Fig. 4 , we can observe smooth features

n the stack of fluctuations ( 1 + δq ( λ) ) alongside the masked sharp
eatures. 

These features are correlated between different forests, and could 
herefore bias the measurement of the correlation function. To a v oid
his, on top of the DESI pipeline calibration, we re-calibrate our 
pectra. As stated abo v e, these features affect the same region of
bserv ed wav elength re gardless of the rest-frame position where the y
ct. Therefore, one could in principle use the entire quasar spectra 
or calibration purposes. Ho we ver, the larger spectral di versity 
ear quasar emission lines can unnecessarily complicate this. In 
onsequence, we search for a featureless region redwards of the 
yman- α emission line. We will refer to all the candidate regions as
e-calibration regions. 

In the absence of Lyman- α fluctuations, flux fluctuations are 
deally only caused by noise. In any of the re-calibration regions, 
he measurement of 1 + δq ( λ) is expected to be consistent with 1; 
nd its measurement can be considered a null test that is not fulfilled
n general given the issues described above. 

In the bottom panel of Fig. 5 , we show the measurement of
 + δq ( λ) for multiple different candidate re-calibration regions. 
he fact that all of them show similar features, in spite of being
t different regions of the spectra, suggests that all fluxes can be
orrected consistently. Furthermore, we see comparable features in 
he white dwarf (WD) average residuals in the top panel of the same
gure. This similarity can be seen in some of the regions of the
pectrum, especially for λ ∈ [3600, 4200] Å, and it further justifies
he re-calibration process. 

In previous analyses, a region to the right of the Mg II emission
ine (Mg II -R) was selected to re-calibrate fluxes, partly because 
t is located further to the right of the spectra, reducing potential
ontamination from other absorption lines. Ho we ver, in this work, we
elected the C III region ( λ ∈ [1600, 1850] Å) due to the larger number
f pixels available and given the similar behaviour compared to the
ther regions. Fig. 6 shows the number of pixels at each wavelength
in of size �λ = 55.58 Å for the different regions, and the number
f forests available for each region can be found in Table 2 . In both
ases, we see that C III has the largest number of pixels available for
he analysis. 

The choice of a re-calibration region at a larger wavelength than the
yman- α forest also leads to an increase in the number of quasars that
an be used for this process. The Lyman- α forest analysis includes
MNRAS 528, 6666–6679 (2024) 
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Figure 6. Number of pixels available for the different regions measured in 
bins of �λ = 55.58 Å. Given the location of the different regions at different 
positions in the quasar spectra, the number of available pixels is different for 
each of them. This is because our spectral co v erage lies in the range (3600, 
5772) Å. Thanks to the larger number of pixels available for the C III region, 
it was selected as the region to be used for the re-calibration process. This 
figure used the full EDR + M2 sample. 
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measured in both the C III and Lyman- α regions for the EDR (dashed) and 
EDR + M2 (solid) samples. Top: The pipeline error correction η is found to 
be larger for the EDR sample, caused by the worse estimation of the pipeline- 
reported variance for the first part of the SV program. Bottom: σ 2 

LSS , in this 
case it is consistent between the two samples. As expected the C III region 
shows a value close to 0 for all wavelengths, while for the Lyman- α region 
follows the expected increase in its intrinsic variance with redshift. In both 
η and σ 2 

LSS , measurements for the EDR sample, the fitted parameters could 
not be obtained for the larger wavelength value due to the reduced number of 
pixels available, falling to the default values η = 0.1 and σ 2 

LSS = 0 . 1. 
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uasars with redshifts in the range z ∈ (2.1, 3.7), while for the C III

egion, quasars in the range z ∈ (0.9, 2.6) are included. By looking at
he quasar distribution (Fig. 2 ), we see that the number of objects in
he second range will be larger, and hence a larger number of pixels
vailable in the re-calibration region. 

We use a similar procedure as du Mas des Bourboux et al. ( 2020 )
or this re-calibration, correcting all the fluxes by using the mean
ux in the re-calibration region: 

 new ( λi ) = f orig ( λi ) / f calib , orig ( λi ) . (2) 

he error reported by the pipeline for these fluxes also needs to be
orrected through: 

pip , new ( λi ) = σpip , orig ( λi ) / f calib , orig . (3) 

fter this correction, smooth features in the spectra will be allevi-
ted, which prevents biased results. In previous analyses, a second
orrection was applied to correct the estimation of the flux variance
rovided by the pipeline (see Appendix A ). Ho we ver, the better
erformance of DESI in this aspect allows us to skip this step.
vidence in this direction is the better behaviour of the estimated
orrection to the pipeline error (see Fig. 7 ). 

.3 Continuum fitting 

he core of the continuum fitting process consists of obtaining the
xpected flux F C q for each quasar in the sample. This allows for the
etermination of the flux-transmission field (equation 1 ). The process
s performed iteratively, with several quantities fitted simultaneously,
nd performed on each of the quasar regions independently: in the
ase of a re-calibrated Lyman- α analysis, it is firstly performed in
he re-calibration region (C III in this case), and afterwards in the
yman- α region. 
In order to simplify the process, the expected flux F ( λ) C q ( λ) is

ssumed to be a universal function of rest-frame wavelength, C̄ ( λRF ),
orrected by a first degree polynomial in log λ.: 

 ( λ) C q ( λ) = C ( λRF ) 

(
a q + b q 

� − � min 

� max − � min 

)
, (4) 
NRAS 528, 6666–6679 (2024) 
here � ≡ log λ and � min, max identify its minimum and maximum
alues inside the region to be fitted. That is, the spectra of quasars
n our sample are assumed to have the same underlying shape or
ontinuum for all objects, allowing for variations in the amplitude and
ilt. In the analysis, the transmitted flux F and the quasar continuum
 q cannot be fitted independently, although they are not needed

eparately in our analysis. For this reason, we choose to directly
stimate the expected flux of quasars. 

The parameters ( a q , b q ) are fitted by maximizing the likelihood
unction 

 ln L = −
∑ 

i 

[
f i − F C q ( λi , a q , b q ) 

]2 

σ 2 
q ( λi ) 

−
∑ 

i 

ln 
[
σ 2 

q ( λi ) 
]
, (5) 

here σ 2 
q ( λ) is the variance of the flux f i . This value has to

e estimated, and since it depends on ( a q , b q ), we include this
ependence in the likelihood function. 
The full variance of the flux, σ 2 

q ( λ), includes not only the obvious
ontribution from the noise estimated by the DESI pipeline but also
he intrinsic variance of the Lyman- α forest. 3 We account for the
ntrinsic variance in the following way: 

σ 2 
q ( λ) (

F C q ( λ) 
)2 = η( λ) ̃  σ 2 

pip , q ( λ) + σ 2 
LSS ( λ) . (6) 

here σ 2 
LSS is the mentioned intrinsic variance of the Lyman- α

orest, and ˜ σpip , q = σpip , q ( λ) / F C q ( λ) where σ pip,q is flux variance
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s estimated by the DESI pipeline. In this expression, we also 
nclude a correction η( λ) to account for inaccuracies in the pipeline
oise estimation. We discard here an extra term in this expression 
ccounting for quasar variability at high signal-to-noise ratio (SNR), 
hich was previously used in du Mas des Bourboux et al. ( 2020 )

see A2 for details). It is worth noting that σ 2 
q here is the variance

f the flux and therefore has flux units, whether all quantities at the
ight-hand side are dimensionless. 

In the iterative continuum fitting process, we estimate the quan- 
ities η, σ 2 

LSS , a q , b q , C ( λRF ). The sequential steps of the process
re: 

(i) Assume wav elength-independent v alues for unkno wn 

uantities: A flat assumption is assumed for all the quantities to 
e fitted and measured. In practice, this means setting C ( λRF ) = 1,
( λ) = 1 and σ 2 

LSS ( λ) = 0 . 1. 
(ii) Fit the per-quasar parameters ( a q , b q ): Using the current

alues of C ( λRF ), η( λ) and σ 2 
LSS ( λ), the pair of values ( a q , b q ) is

stimated for each individual forest through the minimization of the 
ikelihood defined in equation ( 5 ). 

(iii) Estimate the flux-transmission field δq ( λ): Using the cur- 
ent value C ( λRF ) and the best-fitting parameters for ( a q , b q ), we
ompute the expected flux for each quasar following equation ( 4 ).
his allows for the computation of the fluctuations around the 
xpected flux ( δq ( λ)) as defined in equation ( 1 ). 

(iv) Fit the variance functions: The functions η( λ) and σ 2 
LSS ( λ),

efined in equation ( 6 ), are now fitted using the estimated δq ( λ)
rom the previous step. In order to do so, different values of the
ux-transmission field are grouped by wavelength and ˜ σpip . We 

ake 20 bins for the wavelength split and 100 for the split on
˜ pip , generating a grid of 2000 points. We compute the variance 

2 ( λ, ̃  σpip ) = δ2 
q ( λ, ̃  σpip ) for each point in the grid. 4 The functions

( λ) and σ 2 
LSS are fitted for each of the 20 wavelengths independently

sing the following likelihood function: 

 ln L = −
∑ 

˜ σpip 

[
δ2 
q ( λ, ̃  σpip ) − η( λ) ̃  σ 2 

pip − σ 2 
LSS ( λ) 

]2 

δ4 
q ( λ, ̃  σpip ) 

, (7) 

here the sum in ˜ σpip include all the valid bins in ˜ σpip (at most
00). The points in the grid computed using less than 100 pixels are
onsidered unreliable and discarded from the fits. We note that in 
hose cases where the fit does not converge (for example, if there are
oo few quasars), then the default values from step (ii) are kept. 

(v) Recompute the mean expected flux: At this stage we update 
he value of C ( λRF ). This is performed by computing the weighted
verage of all quasars expected flux sharing the same λRF value. Here, 
e use the optimal weights as defined in equation ( 8 ; see Section 4.1 ).
(vi) Compute and save relevant statistics: Rele v ant 

tatistics are computed at each iteration and stored in 
elta attributes iteration { i } .fits.gz files (where 
 is the iteration number). The saved statistics include the stack of
uctuations ( 1 + δq ( λ) ), the fitted variance functions ( η, σ 2 

LSS ), the 
ean continuum ( C ( λRF )) and fit metadata, including the tilt and

lope values ( a q , b q ), the number of pixels used for the fit and the χ2 

f the fit. 
(vii) Continue next iteration starting in step (ii): The next 

teration starts using the updated values of C ( λRF ), η and σ 2 . 
LSS 

 Here, we assume δq ( λ, ̃  σpip ) = 0 as an approximation. Fluctuations around 
his assumption are small (see Fig. 8 ) 

3

A  

s  
This process is performed five times, resulting in stable estimates 
f all the defined quantities. 
In Fig. 7 , we show the final estimates for the two fitted function η

nd σ 2 
LSS for the two regions considered in this analysis (Lyman- α and

 III ) and for the two different samples (EDR and EDR + M2). The
orrection to the pipeline estimated variance, η, shows a ∼2 per cent
eviation from the ideal value of 1 in the case of EDR + M2 and up
o ∼7.5 per cent deviation in the case of EDR. This difference is due
o the worse estimation of the pipeline-reported variance for the first
art of the SV program (see Ra v oux et al. 2023 for details). For σ 2 

LSS ,
ts estimation is similar for both samples, showing a clear dependence 
n wavelength (and hence redshift) for the Lyman- α region and an
xpected (due to the lack of Lyman- α fluctuations) nearly zero value
or the C III region. The fit fails at the higher wavelength values in the
ase of the EDR sample due to the small number of pixels available
t these wavelengths, and then the initial value is kept. 

Fig. 8 shows the mean flux-transmitted field for the same two
egions and samples. In this case, differences between the two 
amples are smaller, only showing a higher variance in the case of the
maller (EDR) sample. The variances are particularly worse at the 
argest wavelengths in the Lyman- α region due to the reduced number 
f pixels available. The C III region, for which no re-calibration has
een performed, still shows the smooth features already discussed in 
ection 3.2 . They do not appear in the already re-calibrated Lyman- α
egion, although there is a higher variance caused by the less number
f pixels (as shown in Fig. 6 ). 

.3.1 Example of quasar fit 

n example of a high SNR quasar spectrum is shown in Fig. 9 . We can
ee the Lyman- α forest at the left side of the Lyman- α emission line
MNRAS 528, 6666–6679 (2024) 
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Figure 9. Example of a high signal-to-noise quasar spectrum. The mean expected flux C ( λRF ) as in equation ( 4 ) is shown for the Lyman- α, S IV , C IV , and C III 

regions. The quasar has a redshift z q = 2.495 and is identified as a DESI object with TARGETID = 39628443918272474. As in this example, we occasionally 
observe metal absorption in the calibration regions. 
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 λRF = 1215.7 Å), with the characteristic absorption features. The
olid lines show the mean expected flux for that particular forest at
ifferent spectral regions. Metal absorption features can be observed
n this example for the S IV and C IV re-calibration regions. 

 DISCUSSION  

he main science driver of the Lyman- α catalogue presented in this
ublication is the measurement of 3D correlations that allows us
o constraint the BAO scale (Gordon et al. 2023 ). In this section,
e discuss two methodological no v elties in the construction of the
yman- α catalogue with respect to previous eBOSS analyses (du
as des Bourboux et al. 2020 ), and we do this by looking at the

mpact of these changes to the precision with which we will be
ble to measure the 3D correlations. In particular, in Section 4.1
e discuss the optimization of the weights assigned to each Lyman-
fluctuation, while in Section 4.2 , we will choose the rest-frame

avelength range based on the precision of the correlation function
easurements. 
We conclude in Section 4.3 with a discussion on the distribution of

er-quasar parameters that capture the diversity of quasar continua
n the data set. 

.1 Optimal weights 

orrelations in the Lyman- α forest are estimated as weighted
verages of products of fluctuations δq ( λ) in pixel pairs at a given
eparation. An optimal quadratic estimator would use the inverse of
he pix el co variance as the weight matrix, but the large number of
ixels in current Lyman- α data sets makes this inversion not feasible.
Ignoring the small correlation between pixels in different quasar

pectra, one can approximate the covariance as block-diagonal, and
ake the inversion tractable. This approximation has been used in

everal measurements of the 1D power spectrum (McDonald et al.
006 ; Kara c ¸aylı, F ont-Ribera & P admanabhan 2020 ; Kara c ¸aylı et al.
022 ; G ̈oksel Kara c ¸aylı et al. 2023 ), it has been proposed to measure
he 3D power spectrum (Font-Ribera, McDonald & Slosar 2018 ) and
t was used in one of the first BAO measurements with the Lyman- α
orest (Slosar et al. 2013 ). 

Recent measurements of 3D correlations in the Lyman- α forest
Delubac et al. 2015 ; Bautista et al. 2017 ; de Sainte Agathe et al.
019 ; du Mas des Bourboux et al. 2020 ), on the other hand, have
gnored all correlations between pixels and have used instead a
iagonal weight matrix. These studies weighted each pixel with
NRAS 528, 6666–6679 (2024) 
he inverse of its variance, including the instrumental noise and the
ntrinsic fluctuations [see equation ( 6 )], ef fecti vely approximating the
nv erse co variance matrix with the inverse of its diagonal elements.
his approximation is simple and easy to implement, but it is not the
ptimal diagonal weight matrix. 
In this section, we study a simple modification of our diagonal

eight matrix, where we add an extra free parameter σ 2 
mod that

odulates the contribution of the intrinsic fluctuations σ LSS to the
eights: 

 q ( λ) = 

1 

η( λ) ̃  σ 2 
pip , q ( λ) + σ 2 

mod σ
2 
LSS ( λ) 

. (8) 

 small value of σ 2 
mod is equivalent to weighting the pixels based

olely on the noise variance, while a large value gives the same
eight to all pixels at a given redshift, regardless of instrumental
oise. 
In Fig. 10 , we show that a value of σ 2 

mod around 7-8 can impro v e
he precision of the auto-correlation measurement by 25 per cent,
t no additional cost. As expected, the gain in precision in the
ross-correlation is roughly half of that, and we find a 10 per cent
mpro v ement for values of σ 2 

mod around 6–7. 
It is important to note that the actual gain will depend on the

roperties of the data set. For instance, σ pip and σ LSS change
ifferently with the width of the pixels used, and we have tested
hat when using pixels of 2.4 Å (similar to the ones used in the BAO

easurement of du Mas des Bourboux et al. 2020 ) the optimal value
s smaller, σ 2 

mod = 3 . 1, and the gain in the auto-correlation is only
 per cent. 
For this publication and the associated Value Added Catalogue,

e decide to use a value of σ 2 
mod = 7 . 5, and we leave for future work

he implementation of a block-diagonal weighting. 

.2 Selection of rest-frame wavelength range 

ue to diversity in quasar spectra near the emission lines, the rest-
rame wavelength range that can be used for analysing the Lyman- α
orest is limited. This happens at the red end of the spectra due to
he Lyman- α emission line ( λRF = 1215.67 Å) and at the blue end
imited due to the Lyman- β line ( λRF = 1025.72 Å). 

Extending the analysis towards longer wavelengths closer to the
yman- α emission line allows for the incorporation of more data.
y including these extra pixels in our analysis, we can improve our
easurements of the correlation function if the impro v ement due to
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Figure 10. Measurement of the Lyman- α auto- (solid) and cross- (dashed) 
correlation errorbars for different choices of the σ 2 

mod parameter, scaled to a 
reference value at σ 2 

mod = 1. The value of the errorbars was averaged over 
all scales, given the small scale dependency. The σ 2 

mod parameter modified 
the inverse-variance weighting scheme as defined in equation ( 8 ), the use 
of a σ 2 

mod �= 1 allows us for the optimization of the weighting scheme. In 
both auto- and cross-correlations, we observe a reduction in the size of the 
errorbars when we approach the optimal value of the σ 2 

mod parameter. This 
optimal value is slightly different, but in both cases is found around 7–8. In the 
optimal value, the impro v ement in the measurement of the auto-correlation 
is about 20 per cent and 10 per cent for the case of the cross-correlation. Both 
measurements have been performed with the full EDR + M2 data set. 

Figure 11. Comparison of the size of the errorbars in the Lyman- α auto- 
correlation for different choices of λRF, max . The blue points show the errorbars 
size after averaging over all scales (given the small scale dependence of 
this quantity), and scaled to a reference value at λRF, max = 1205 Å. The 
orange points show the equivalent measurement but in this case for the 
product of errorbar sizes times the number of pixel pairs, removing the 
dependence on the number of pairs used in the measurement. Following 
the blue points, we observ e an impro v ement in the precision of our auto- 
correlation measurements when increasing the λRF, max parameter, having the 
optimal value at 1205 Å. The orange points show that the quality of these 
added points actually decrease for higher wav elengths, rev ealing that the 
impro v ed performance is only driven by the inclusion of more information 
in our sample. We selected 1205 Å as our default value as a compromise 
between these two features. We used data from the whole EDR + M2 data 
set for these measurements. 

t  

p
 

a

Figure 12. Identical measurements as the ones displayed in Fig. 11 , in this 
case for values of λRF, min . The optimal wavelength is found at λRF, min = 

1040 Å, while having similar features for the orange points: a decrease in the 
quality of the points added when approaching the emission line. Following 
the same arguments as in the case of λRF, max , we decided to keep the limit at 
1040 Å. Again, these measurements were performed using the EDR + M2 
sample. 
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he large number of pixels is not counterbalanced by of the larger
ixel variance. 
In Fig. 11 , the blue points show the size of the errorbars in the

uto-correlation measurement when we extend the analysis to higher 
RF, max . The value at λRF, max = 1205 Å yields the smallest errorbars. 
o separate the two effects of increased number of pixels and

ncreased pixel variance, we also plot σ 2 
ξ N , where N is the number

f pairs in the correlation measurement, since we expect σ 2 ∝ 1/ N .
his will show how valuable the added points are when extending

he wavelength range. Its evolution in Fig. 11 shows that extending
RF, max to higher wavelengths adds less valuable information, and 

herefore the decrease in the size of the errorbars is only driven by
he increase in the sample size. 

Given this result, we decided to set λRF = 1205 Å because we
ound that further increasing the limit did not add constraining power.
he increased variance near the emission line is likely the reason
ehind this, as it is not accounted for in our calculations and could
otentially affect our measurements if we approached it too closely. 
 more detailed study of quasar continuum variance, using a larger
ata set than the one presented here, is necessary to fully understand
ts effects. We leave this for future releases of DESI data. 

The same e x ercise was performed for the blue side of the quasar
pectrum, and the results are shown in Fig. 12 . When compared to
he prescription of previous analyses ( λRF, min = 1040 Å in du Mas
es Bourboux et al. 2020 ), we observe a degradation of the errorbars
ither going to smaller λRF, min due to the decrease of pixel count; or
o larger λRF, min approaching the emission line. For this reason we 
etain this prescription of λRF, min = 1040 Å. 

.3 Per-quasar parameters (a,b) 

s mentioned in Section 3.3 , the quasar continua is assumed to follow 

 universal function of rest-frame wavelength, with a correction by a
rst degree polynomial parametrized by a q and b q . Quasar variability
an be larger at both ends of the Lyman- α forest, due to the Lyman-

and Lyman- α emission lines, but variability in the weak quasar 
mission lines at 1017 and 1123 Å (Suzuki 2006 ) could also impact
he results. 

In Fig. 13 , we examine the distribution of these two parameters
o test this assumption. The plot does not show special features
part from the long tail at large values of | b q / a q | . This feature is
aused by spectra where only a small part of the forest appears in the
MNRAS 528, 6666–6679 (2024) 
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M

Figure 13. Distribution of a q and b q / a q parameters defined in equation ( 4 ) 
for the EDR + M2 sample. The a q parameter modifies the amplitude of the 
mean continuum C ( λRF ), while the b q / a q term introduces a modification that 
tilts it as a function of rest-frame wavelength. This last parameter relates to 
the intrinsic width of the spectral index. The faint long tail at large values of 
| b q / a q | is caused by short forests in the sample, where the continuum fit can 
be problematic. 
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pectrograph. In these cases, fitting the real continuum of the quasar
s difficult, leading to poor fits. For this reason, we require forests to
ave a minimum length of 150 pixels of 0.8 Å; pixels. 

 SUMMARY  A N D  C O N C L U S I O N S  

n this publication, we present the first measurement of Lyman-
fluctuations using DESI data. We use two data samples: EDR,

hich mainly consists of SV data; and EDR + M2, which also
ncludes the first 2 months of the main surv e y (M2) data. The
DR sample contains 68 750 quasars, of which 20 281 have valid

orests for Lyman- α studies, i.e. with the Lyman- α region visible and
dentifiable. The EDR + M2 sample contains 318 691 quasars, of
hich 88 511 have valid forests. We release the Lyman- α fluctuations

atalogue for the EDR sample as part of the first DESI data release. 
To achieve this measurement, we adapted the methodology pro-

osed in previous analyses, especially the one outlined in du Mas
es Bourboux et al. ( 2020 ), to suit the unique characteristics of the
ESI early data sample. We discussed and applied several important
odifications. 

(i) We adjusted our pipeline to work with linear-spaced bins in
avelength to match the DESI scheme, preserving its format and
recision. 
(ii) We adapted the re-calibration process by simplifying it,

emoving unneeded steps that did not impro v e the performance of
he whole re-calibration. We also switched the re-calibration region
o allow for more pixels to be used in this process. 

(iii) We simplified the weighting scheme by removing terms that
dded unnecessary complexity and did not contribute to the accuracy
f the results, specially for this small data release. 
NRAS 528, 6666–6679 (2024) 
(iv) By optimizing our diagonal weight matrix, we impro v ed
easurements of the auto-correlation by about 20 per cent, and of

he cross-correlation by about 10 per cent 

The presented flux-transmission field catalogue could be used for
ther studies apart from the standard BAO analysis. As in Font-
ibera et al. ( 2012 ) and P ́erez-R ̀afols et al. ( 2018a , 2018b ), its cross-
orrelation with DLAs can be measured. A similar analysis could be
erformed with Strong Blended Lyman- α absorption systems, as in
 ́erez-R ̀afols et al. ( 2022 ). The full-shape analysis of the Lyman- α
orest 3D correlation function would allow for the measurement of
he Alcock-Paczynski effect, as performed in Cuceu et al. ( 2023 )
sing eBOSS DR16 data. Furthermore, IGM tomography is also
ossible with this sample. 
As data sets get larger and larger, we will need to be more careful

ith the analysis. Weights used to measure clustering could be im-
ro v ed in tw o w ays. As discussed in Section 4.1 , the implementation
f a block-diagonal weighting scheme will account for correlations
etween pixels within the same forest. Alternatively, taking into
ccount that quasar diversity makes the estimation of the continua
ore difficult, one possible way of improving the weights is adding

o the weighting scheme proposed in equation ( 6 ) an extra term
ccounting for errors in the estimation in the continuum. This term
ould be dependent on λRF and would be larger around the emission

ines, where quasar diversity is expected to be higher. Finally, the
nalysis could be extended into the Lyman- β region. 

This study can serve as a solid foundation for future research
sing DESI data. We are excited about the potential for further
nvestigations in this area, as more comprehensive analyses become
ossible with the availability of future DESI releases. 
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ATA  AVA ILA BILITY  

he Lyman- α forest catalogue for the EDR dataset is available in the
ESI public database, and can be accessed at https://data.desi.lbl.go 
/public/edr /vac/edr /lya/fuji/v0.3 . For the case of the EDR + data
et, it will be released alongside DESI Y1 data. Data points for the
gures in this publication ara available in the zenodo repositor, at 
ttps:// doi.org/ 10.5281/ zenodo.8009535 . 
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PPENDI X  A :  C H A N G E S  WI TH  RESPECT  TO  

R E V I O U S  ANALYSES  

n this publication, we have presented some changes compared to the
ast Lyman- α forest analysis conducted using SDSS data (du Mas 
es Bourboux et al. 2020 ). These changes were necessary due to the
ifferences in the way data are structured in DESI as compared to
DSS. One of the most significant is the linear pixelization of the
avelength grid. 
There are three rele v ant changes in the way the analysis is

erformed. First, the re-calibration has been updated to account 
or the impro v ements of fered by the ne w instrument. Secondly,
he variance estimation process has been simplified. Thirdly, the 
e-calibration region has been switched to C III . We have already
iscussed the third change in Section 3.2 , now we will describe the
rst two changes in detail. 

1 Re-calibration of spectra in SDSS 

he impro v ed estimation of pipeline noise ( σ pip ) in DESI has
liminated the need for multiple re-calibration steps as it was 
erformed in the SDSS analysis. 
For SDSS analyses, re-calibration was performed in two steps, 

oth of which were conducted in the same re-calibration region. The
rst step was equi v alent to the one used in this analysis (Section 3.2 ).
fter the first step, a second re-calibration step was added to further

orrect the reported variance of the pipeline. In this second step, the
ontinuum fitting process was run again to obtain a new estimation
f η. 
Then, this new value of η is applied in the main Lyman- α

uctuations run to correct for the values of σ pip : 

2 ( Ly α) 
pip ( λ) = η( calib2 ) ( λ) σ 2 ( calib2 ) 

pip ( λ) . (A1) 

The extra re-calibration step in SDSS aimed to make the final
stimation of η closer to 1, but it also added an unnecessary layer of
omplexity to the process with the sole purpose of doing so. Ho we ver,
MNRAS 528, 6666–6679 (2024) 
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M

Figure A1. Contribution of each term in equation ( A2 ) to the full variance, 
for multiple wav elength bins. F or this measurement we only used the 
5 per cent of quasars with the highest SNR in the EDR + M2 sample. This 
analysis reveals that the effect of the ε term in equation ( A2 ) is minimal, even 
for the data subset where it is supposed to be most significant. 
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t did not modify the product η · σ 2 
pip , q , and as a result, the o v erall

ariance assigned to pipeline noise was unchanged. 

2 Variance estimator 

n equation ( 6 ), we have defined the model for our variance of the
ux σ 2 

q ( λ). Its expression has been simplified from previous SDSS
nalysis, where this variance was modeled as: 

σ 2 
q ( λ) (

F C q ( λ) 
)2 = η( λ) ̃  σ 2 

pip , q ( λ) + σ 2 
LSS ( λ) + 

ε( λ) 

˜ σ 2 
pip , q ( λ) 

. (A2) 

he additional term was added to account for the observed increase
n variance at high SNR, which is likely caused by the diversity of
uasar spectra. 
In Fig. A1 , we present the weight of each term in equation ( A2 )

ontributing to the total variance, selecting only the highest SNR
uasars. This shows that the effect of this added term is small,
nd for simplicity we decided to not include it in our analysis. The
lot displays only the top 5 per cent higher SNR quasars since this
ubset is expected to have the largest contribution (the third term in
quation ( A2 ) becomes larger). It is worth noting that the contribution
s too small to be discernible when all the objects in the sample are
onsidered. 

Ho we ver, it is important to take into account quasar diversity in
uture analyses. We plan to incorporate a term in equation ( 6 ) that
onsiders the variance in the quasar’s continuum. This term will be
ependent on rest-frame wavelength, σ 2 

C ( λRF ), and will also help
s select the region of the quasar suitable for Lyman- α analyses,
howing us how close the emission lines we can get. 

Nevertheless, for this DESI EDR analysis, we decided to omit this
odification since its inclusion lacked sufficient justification, and its

nfluence on the analysis is negligible. 

PPENDIX  B:  C ATA L O G U E  DESCRIPTION  

he catalogue is released in multiple compressed FITS files, one file
er healpix pixel. Some additional files, with statistical information
f the sample and of each of the continuum fitting steps are also
ncluded. Finally, the PICCA configuration file generated at the
oment of building the catalogue is also provided, this will allow
NRAS 528, 6666–6679 (2024) 
or the reproduction of the catalogue for any user having access to
ESI data. 
Each of the delta files with Lyman- α fluctuations are stored under
eltas/ and have the following internal structure: 
Filename: Delta/delta-16.fits.gz 
No. Name Ver Type Cards Dimensions Format 
0 PRIMARY 1 PrimaryHDU 6 () 
1 LAMBDA 1 ImageHDU 13 (2376,) float64 
2 METADATA 1 BinTable- 

DU 33 54R x 9C [K, D, D, D, D, K, 12A, 12A, 
2A] 
3 DELTA 1 ImageHDU 12 (2376, 54) float64 
4 WEIGHT 1 ImageHDU 11 (2376, 54) float64 
5 CONT 1 ImageHDU 11 (2376, 54) float64 

The METADATA card contains metadata information for each of
he forests that belong to the given healpix pixel: 

XTENSION = ’BINTABLE’ / binary table ex- 
ension 
BITPIX = 8 / 8-bit bytes 
NAXIS = 2 / 2-dimensional binary table 
NAXIS1 = 84 / width of table in bytes 
NAXIS2 = 315 / number of forests 
PCOUNT = 0 / size of special data area 
GCOUNT = 1 / one data group (re- 

uired keyword) 
TFIELDS = 9 / num- 

er of fields in each row 
TTYPE1 = ’LOS ID ’ / picca line-of- 

ight id 
TFORM1 = ’K ’ / data format of field: 8- 

yte INTEGER 
TTYPE2 = ’RA ’ / right ascension 
TFORM2 = ’D ’ / data format of field: 8- 

yte DOUBLE 
TUNIT2 = ’rad ’ / physical unit of field 
TTYPE3 = ’DEC ’ / declination 
TFORM3 = ’D ’ / data format of field: 8- 

yte DOUBLE 
TUNIT3 = ’rad ’ / physical unit of field 
TTYPE4 = ’Z ’ / redshift 
TFORM4 = ’D ’ / data format of field: 8- 

yte DOUBLE 
TTYPE5 = ’MEANSNR ’ / mean signal-to- 

oise ratio 
TFORM5 = ’D ’ / data format of field: 8- 

yte DOUBLE 
TTYPE6 = ’TARGETID’ / object identifica- 

ion 
TFORM6 = ’K ’ / data format of field: 8- 

yte INTEGER 
TTYPE7 = ’NIGHT ’ / observation night(s) 
TFORM7 = ’12A ’ / data for- 

at of field: ASCII Character 
TTYPE8 = ’PETAL ’ / observation petal(s) 
TFORM8 = ’12A ’ / data for- 

at of field: ASCII Character 
TTYPE9 = ’TILE ’ / observation tile(s) 
TFORM9 = ’12A ’ / data for- 

at of field: ASCII Character 
EXTNAME = ’METADATA’ / name of this bi- 

ary table extension 
BLINDING = ’none ’ / blinding scheme used 
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COMMENT Per-forest metadata 
CHECKSUM = ’Q93lR70iQ70iQ70i’ / HDU check-

um updated 2023-05-20T00:19:40 
DATASUM = ’1813998756’ / data unit check-

um updated 2023-05-20T00:19:40 
The rest of information inside the file comes in ImageHDU format. 

n order to read it correctly, one has to use the card LAMBDA
s observed wavelength. The rest of features: DELTA , WEIGHT ,
nd CONT consist of a 2D array of the values for delta of matter
uctuations, weight assigned to each delta and quasar expected flux. 
he first index in this 2D array designates the quasar, and the second

he wavelength (the ones given in the LAMBDA image). 
The auxiliary files are stored under the Log/ directory. The file 
elta attributes.fits.gz contains statistical properties of 

he sample and fit values. Its structure is the following: 
Filename: Log/delta attributes.fits.gz 
No. Name Ver Type Cards Dimensions Format 
0 PRIMARY 1 PrimaryHDU 6 () 
1 STACK DELTAS 1 BinTable- 

DU 20 2376R x 3C [D, D, D] 
2 VAR FUNC 1 BinTable- 

DU 25 20R x 6C [D, D, D, D, J, L] 
3 CONT 1 BinTableHDU 20 200R x 3C [D, D, D]
4 FIT METADATA 1 BinTable- 

DU 24 60R x 6C [K, D, D, D, K, L] 
The STACK DELTAS card contains the measurement of 1 + δq ( λ) . 
AR FUNC stores the fitted variance function, alongside information 

rom the fits. CONT includes the mean expected flux. Finally, the 
ard FIT METADATA holds information of the quasar continuum fit 
or each of the quasars. 

Finally, the file Log/rejection log.fits.gz includes a 
ingle card with metadata for all the objects in the quasar catalogue
even the ones rejected) alongside the rejection status. 

The full data documentation can be found within the catalogue 
les. 
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