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THE 2D NONLINEAR SHALLOW WATER EQUATIONS WITH A

PARTIALLY IMMERSED OBSTACLE

TATSUO IGUCHI AND DAVID LANNES

Abstract. This article is devoted to the proof of the well-posedness of a model describing
waves propagating in shallow water in horizontal dimension d = 2 and in the presence of a fixed
partially immersed object. We first show that this wave-interaction problem reduces to an initial
boundary value problem for the nonlinear shallow water equations in an exterior domain, with
boundary conditions that are fully nonlinear and nonlocal in space and time. This hyperbolic
initial boundary value problem is characteristic, does not satisfy the constant rank assumption
on the boundary matrix, and the boundary conditions do not satisfy any standard form of
dissipativity. Our main result is the well-posedness of this system for irrotational data and at
the quasilinear regularity threshold. In order to prove this, we introduce a new notion of weak
dissipativity, that holds only after integration in time and space. This weak dissipativity allows
high order energy estimates without derivative loss; the analysis is carried out for a class of linear
non-characteristic hyperbolic systems, as well as for a class of characteristic systems that satisfy
an algebraic structural property that allows us to define a generalized vorticity. We then show,
using a change of unknowns, that it is possible to transform the linearized wave-interaction
problem into a non-characteristic system, which satisfies this structural property and for which
the boundary conditions are weakly dissipative. We can therefore use our general analysis to
derive linear, and then nonlinear, a priori energy estimates. Existence for the linearized problem
is obtained by a regularization procedure that makes the problem non-characteristic and strictly
dissipative, and by the approximation of the data by more regular data satisfying higher order
compatibility conditions for the regularized problem. Due to the fully nonlinear nature of the
boundary conditions, it is also necessary to implement a quasilinearization procedure. Finally,
we have to lower the standard requirements on the regularity of the coefficients of the operator
in the linear estimates to be able to reach the quasilinear regularity threshold in the nonlinear
well-posedness result.

MSC: 35L04, 74F10
Keywords: Wave-structure interactions; nonlinear hyperbolic initial boundary value problems;
weakly dissipative boundary conditions; generalized vorticity.

1. Introduction

1.1. General setting. Motivated by applications to renewable marine energies such as offshore
wind turbines or wave energy convertors, as well as environmental issues such as the modeling
of sea-ice, many recent articles are devoted to the study of the interactions between ocean waves
and floating structures. There are several approaches to describe such interactions. Offshore
industry has traditionally employed tank testing, but simulations based on computational fluid
dynamics (CFD) are becoming increasingly popular and tend to replace model tests. CFD-based
simulations are particularly relevant to study turbulence-related issues, wave impact, strain on
mooring systems, etc. However, while CFD is a common tool in aeronautics or the automotive
industry, it is not yet the case for wave-structure interactions, as explained in [29] where the
main difficulties are pointed out, among which an open ocean environment that requires the
computation of a large volume of fluid and the computation of complicated wave fields.

Less costly than CFD computations is the so-called fully nonlinear potential flow (FNPF)
approach [45]; viscous effects are neglected, and the flow is assumed to be irrotational. The
velocity field therefore derives from a scalar velocity potential that can be found by solving the
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Laplace equation in the fluid domain. This approach is of course less precise than CFD, as
it misses turbulence-related effects, but it is interesting for its ability to capture the nonlinear
effects in the wave-structure interactions.

Both CFD and FNPF approaches are unable to describe wave-structure interactions on a
large scale and cannot for instance be used to study the impact of a group of floating structures
on the dynamics of the waves. This is not surprising because the simulation of ocean waves on
a domain whose size is of the order of several wave-lengths of the waves is out of reach with
these methods, even if there is no floating structure. For practical applications, waves are indeed
not computed using the free-surface Navier–Stokes or irrotational Euler equations, which are
the underlying mathematical equations for the CFD and FNPF approaches, but with simpler
approximate models.

For instance, most of the computations made to simulate wave farms, which are arrays of up
to dozens of wave energy convertors, are based on Cummins’ equation [16] which is an integro-
differential equation for the six degrees of freedom of the floating object. This equation relies
on several approximations performed on the FNPF equations: one neglects the variations of the
surface elevation for the domain of definition to the velocity potential as well as the variations
of the immersed part of the object, and the pressure is recovered using a linear approximation
of Bernoulli’s equation in terms of the velocity potential, which is itself computed using Green’s
functions. The resulting model is very efficient from a numerical point of view but, due to
these many approximations, cannot be used when nonlinear effects are important, in extreme
sea conditions for instance.

More recently, a strategy was proposed in [30] to derive wave-structure models based on other
approximations of the FNPF system. More precisely, the idea was to use the important advances
performed in the last two decades on the derivation and justification of shallow water asymptotic
models; see for instance [24, 1, 25, 26] and the review [31], and to use these models to build
new wave-structure interactions systems. Compared to Cummins’ equation, the limitation is
that the range of validity of these models is restricted to shallow water while the advantages
are that they are able to capture nonlinear effects and that very efficient numerical codes have
been developed for such wave models and are therefore likely to be used for the “wave part”
of such wave-structure models. To describe better this approach, let us briefly describe it on
the physical configuration considered in this article, namely, a fixed vertical cylinder partially
immersed in a 2 + 1 layer of fluid with a flat bottom; see Figure 1. Denoting by x ∈ R

2 and
z ∈ R the horizontal and vertical coordinates, the bottom is located at z = −H0 and the surface
can be represented at time t by the graph of a function ζ(t, ·). At time t, the fluid domain is
therefore given by

Ω(t) = {(x, z) ∈ R
2+1 | −H0 < z < ζ(t, x)}.

The horizontal plane R
2 is decomposed as R

2 = I ∪ E ∪ Γ , where I is the projection on the
horizontal coordinates of the wetted part of the object; this region is called the interior region;
the projection of the part of the surface which is in contact with the air is called exterior region
and denoted E ; finally, Γ denotes the projection of the contact line. Finally, the bottom of the
object is parametrized by a function ζw, where the subscript w is for “wetted”.

There are three steps in the strategy of [30]:

(i) Choice of the wave model. For the configuration mentioned above, the FNPF wave-
structure interaction model can be formulated equivalently as a system of evolution
equations on ζ and on the vertically averaged horizontal velocity v. A very common
approximation, obtained by neglecting non-hydrostatic pressure terms and quadratic
interactions of the fluctuations of the horizontal velocity around its vertical average v,
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Figure 1. A fixed solid body with vertical sidewalls

results in the nonlinear shallow water equations,

{
∂tζ +∇ · (hv) = 0,

∂tv + v · ∇v + g∇ζ = −1
ρ∇P,

where h = H0 + ζ is the depth of the water, g is the gravitational constant, ρ is the
constant density of the water, and P is the pressure on the water surface. This is the
wave model that we consider in this article.

(ii) Identification of the constraints in E and I. We assume that the nonlinear shallow water
equations are solved in both E and I, but with symmetric constraints on P and ζ:

• In the exterior region E , there is a constraint on the pressure, namely, P = Patm,
where Patm is the atmospheric pressure assumed to be constant; on the other hand,
there is no constraint on ζ. We must therefore solve

(1)

{
∂tζ +∇ · (hv) = 0 in (0, T )× E ,
∂tv + v · ∇v + g∇ζ = 0 in (0, T )× E .

• In the interior region I, this is the reverse: there is no constraint on the surface
pressure which is one of the unknowns of the problem, but there is a constraint on
the surface elevation since, by definition, we must have ζi = ζw in I. Here and in
what follows, we denote with a subscript i the quantities evaluated in the interior
region. Since ζw is time independent in our configuration, we must therefore solve

(2)

{
∇ · (hivi) = 0 in (0, T ) × I,
∂tvi + vi · ∇vi + g∇ζw = −1

ρ∇P i in (0, T ) × I

with hi = H0 + ζw; these equations have the same structure as the incompressible
Euler equations; the surface pressure P i can therefore be understood as the La-
grange multiplier associated with the constraint ζ = ζw, while it is found through
Bernoulli’s equation in the standard FNPF approach.

(iii) Matching conditions on Γ. Neither (1) nor (2) are well-posed without appropriate bound-
ary conditions on the unknowns. We must therefore provide such conditions. This is not
always an easy task. In the present case, we derive in Section 2.1 the following matching
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conditions:

(3)





N · (hv) = N · (hivi) on (0, T ) × Γ ,

Patm + gζ + 1
2 |v|2 = Pi + gζw + 1

2 |vi|2 on (0, T ) × Γ ,

N⊥ · v = N⊥ · vi on (0, T ) × Γ ,

where N denotes the outward normal vector to Γ . We also show that under such
boundary conditions, if the initial velocity field is irrotational in E and in I, then it
remains irrotational for all times.

The goal of this article is to prove that the wave-structure model (1)–(3) is locally well-posed
for irrotational data; see Theorem 5.

1.2. Related results. As mentioned above, it is necessary to understand the initial boundary
value problem (IBVP), which consists in solving the equations given initial and boundary data,
for the wave model under consideration. Unfortunately, the local well-posedness of IBVPs with
nonhomogenous boundary data remains an open question for most wave-models. In horizontal
dimension d = 1, the exterior domain E is the union of two half-lines and the equations (1)–
(3) can be reduced to a transmission problem across the two connected components of E [30].
One can check that these transmission conditions satisfy the Kreiss–Lopatinskĭı condition, from
which the well-posedness can be established [27]. In this one-dimensional setting, it is also
possible to deal with an object having non-vertical sidewalls: this is more complicated because
finding the location of Γ , which are reduced to two points, is then a free boundary problem.
This was solved in [27] where the object is also allowed to move freely under the action of the
waves, and where a general theory for hyperbolic boundary value problems in dimension d = 1 is
provided. The proof was adapted numerically in [23]. In [10], this approach was used to simulate
a wave-energy device, that is, the oscillating water column, and this one-dimensional approach
has also been extended to cover radially symmetric configurations in two-dimensions [7, 8]; let
us also mention [52] where controllability issues are investigated, and [39] where a viscous fluid
is considered.

In dimension d = 1, there are also some works dealing with other wave-models, and in partic-
ular for the Boussinesq equations which can be seen as a dispersive perturbation of the nonlinear
shallow water equations. The presence of dispersion makes the analysis of the IBVP completely
different, both theoretically [13, 4] and numerically [33], with an important role played by dis-
persive boundary layers. For practical applications, most authors use formal approximations
near the boundary to avoid this difficulty; see for instance [11, 42, 28, 22].

In order to avoid dealing with the IBVP for the wave model, some authors also proposed
to relax the constraint on the surface elevation in the interior domain: the pressure term is
then approximated by a pseudo-compressible relaxation for which efficient numerical tools exist
[20, 21]. This latter approach highlights the fact that the kind of wave-structure interaction
we consider here is a particular instance of congested flow. Such models appeared first as
an asymptotic model for two-phase flows [12] and are also relevant in biology [47], collective
dynamics [19, 37] or granular flows for instance; it is the maximal packing constraint at the
particle level that induces the congestion constraint at the macroscopic level. In the literature
devoted to congested flows, a distinction is often made [46] between soft congestion models where
a single model of compressible type with a singular pressure law is used in the whole domain,
and hard congestion models where the two phases are separated by a possibly free boundary.
The model we study in this article fits therefore in the category of hard congestion models. Such
models have generally been addressed from the point of view of weak solutions [6] but strong
solutions have also been considered more recently in [2, 17, 18], where smooth solutions have
been constructed in the neighborhood of explicit propagation fronts.
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Contrary to the previous references our present work deals with the case of strong solutions
in horizontal dimension d = 2. Even in the broader context of congested flows, this is to our
knowledge the first mathematical result of this kind. One of the main obstructions in the two-
dimensional case is the difficulty to handle the IBVP, even in the hyperbolic framework of the
nonlinear shallow water equations. As we shall see in Section 2, the wave-structure interaction
problem formed by (1)–(3) can be reduced to an IBVP for the nonlinear shallow water equations
(1) in E with nonlocal in space and time boundary conditions on Γ that do not fit in any category
of boundary conditions for which quasilinear hyperbolic IBVP are well-posed. Contrary to the
one-dimensional case which is well understood [27], the well-posedness of IBVP for quasilinear
hyperbolic systems in general domains remains open in many cases, and even the well-posedness
of the linearized equations raises important difficulties.

The well-posedness in Sobolev spaces of linear hyperbolic IBVPs in certain classes of regu-
lar domains Ω is known when the boundary is non-characteristic, the differential operator is
symmetrizable, and with strictly dissipative boundary conditions whose notions are defined in
Section 4; even if the boundary conditions are not strictly dissipative, it is possible in certain
cases, in particular, in the case where the so-called Kreiss–Lopatinskĭı condition holds, to con-
struct a Kreiss symmetrizer that reduces the problem to the case of strictly dissipative boundary
conditions; see the works of Majda [34], Métivier [41], and the book of Benzoni and Serre [5].

When the boundary is not non-characteristic, which is the case in this article, if the boundary
condition is maximal dissipative and under the assumption that the rank of the boundary matrix
is constant on the boundary, one can use energy methods as in the non-characteristic case for
strictly dissipative solutions; however, in general, one has to work in conormal Sobolev spaces,
and there is a loss of half a derivative in the energy estimates with respect to the boundary
data. This is the reason why most studies assume homogeneous boundary data; we refer to the
works of Secchi, and in particular to [51] and references therein, where the case of quasilinear
systems is treated with linear homogeneous boundary conditions. In some particular cases, it is
not necessary to work with conormal Sobolev spaces because some additional information can
be obtained from the analysis of the vorticity or a similar quantity; this is for instance the case
for the compressible Euler equations [50] with homogeneous boundary condition on the normal
velocity, and for systems having a particular structure exhibited by Ohkubo [44].

When the boundary conditions are not maximally dissipative, it is natural to try to extend
the construction of Kreiss symmetrizers to the characteristic case; this was done by Majda and
Osher [40] under the quite restrictive assumption that the boundary matrix is of constant rank
in the vicinity of the boundary. In this situation, the failure of the uniform Kreiss–Lopatinskĭı
condition typically induces a loss of derivative in the energy estimate, as shown for instance
by Coulombel and Secchi for 2D compressible vortex sheets [14], so that solving the nonlinear
problem requires the use of a Nash–Moser iterative scheme [15].

There are several reasons why we cannot use these results here. A first reason is that we have
to deal with non-standard boundary conditions that are nonlocal in space and time; for such
boundary conditions, the notion of Kreiss–Lopatnskĭı condition is not very clear and several
technical steps such as localization arguments to reduce to the case where the domain Ω is a
half-space are not valid. A second reason is that the boundary conditions are fully nonlinear. A
third reason is that the boundary matrix does not satisfy the constant rank assumption, and a
fourth one is that the boundary conditions are not maximally dissipative.

We are however able to transform the equations into a new system that satisfies the constant
rank assumption, for which we exhibit a generalized vorticity that allows us to work with stan-
dard Sobolev spaces instead of conormal ones. We also exhibit a new kind of weak dissipativity:
contrary to the strict or maximal dissipativity conditions, this new form of dissipativity holds
only in integral form in space and time, but we show that it is sufficient to avoid derivative
losses. The specific structure of the equations also allows us to quasilinearize the equation by
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time differentiation only, that is, we do not need for spatial differentiation, and a priori estimates
allow us to obtain a well-posedness result at the critical quasilinear regularity H3.

1.3. Organization of this article. Our first goal is to derive the wave-structure interaction
problem (1)–(3) and to further reduce it to an IBVP in the exterior domain E . This is done in
Section 2. The first thing to do is to derive the last two matching conditions in (3): we show
that conservation of the total energy yields the continuity of the Bernoulli pressure across Γ and
then explain why the continuity of the tangential velocity is a natural condition to be imposed
if we want that a flow preserves irrotationality. By solving the equations in the interior domain,
we are then able to reduce the coupled compressible-incompressible system (1)–(3) into an IBVP
for (1) with boundary conditions that involve the Dirichlet-to-Neumann map associated with
the interior domain.

We then gather in Section 3 some notations and technical results that will be used throughout
the article, such as the construction of normal-tangential coordinates, the definition of function
spaces, and some properties of the Dirichlet-to-Neumann map.

We turn to the study of linear hyperbolic IBVP in Section 4. In this section, we begin to
work with the case where the boundary is non-characteristic for a wide class of systems. The
system that we have to deal with is characteristic and adaptations will be done in the latter
part of this section. One of the objectives in this section is to insist on the notion of weak
dissipativity. We show that this notion, that is weaker than the standard strict and maximal
dissipativity conditions, is sufficient to derive higher order energy estimate without derivative
loss. Then, we work with a case where the boundary is not necessarily non-characteristic. We
impose some structural conditions to the equations, which allow us to introduce a generalized
vorticity. This generalized vorticity compensates the lack of the invertibility of the boundary
matrix to evaluate normal derivatives of the solution.

We then show in Section 5 that this notion of weak dissipativity can be used to obtain a
priori estimates for our nonlinear wave-interaction problem. Since this system has been built
to conserve the total energy, we get easily a control of the L2-norm of the solution. In order
to get higher order estimates, we need to obtain L2-estimates for the linear IBVP satisfied by
the derivatives of the solution. However, the boundary conditions for this linearized system do
not seem to satisfy any kind of dissipativity even in the weak sense of Section 4; moreover, the
boundary is not non-characteristic for this system, and the constant rank assumption mentioned
in Section 1.2 is not satisfied. Our strategy to answer these issues is first to use the irrotationality
condition to transform the problem into another equivalent one, but for which the constant rank
assumption is satisfied. In this new formulation, the boundary condition on the tangential
velocity is also removed. We then remark that if we include lower order terms in the linearized
equations, it is possible to perform a change of unknown that greatly simplifies the boundary
condition and that makes it weakly dissipative. The only thing left to do is therefore to check that
the transformed system satisfies the structural conditions introduced in Section 4. Gathering all
these results, we obtain nonlinear a priori estimates at the quasilinear threshold of regularity.

We then turn to prove the existence of solution. With start in Section 6 where we show the
well-posedness of a class of linear IBVP that has the same structure as the linearized equations
associated with the wave-interaction problem, after the change of unknown exhibited in Section 5
has been performed; in particular, the coefficients of the space derivatives are constant. We first
propose a regularization of the problem that is non-characteristic and with strictly dissipative
boundary conditions so that existence follows by standard results; a difficulty is to construct,
starting from data that are compatible for the original system, some approximate data that are
more regular and satisfy higher order compatibility conditions for the regularized system. This
part is made quite delicate by the fact that the original problem is characteristic. Once this is
done, it suffices to prove uniform estimates for the regularized system, and to use compactness
arguments to pass to the limit. We must then check the continuity in time of the limit. During
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the whole process, we manage to lower the usual regularity requirements on the coefficients of the
operator, a fact that proves crucial later to get critical regularity in the nonlinear well-posedness
result.

We can then prove the main result of this article in Section 7. A difficulty is that while the
nonlinear shallow water equations are quasilinear, the boundary conditions are fully nonlinear.
We must therefore reduce the problem to a system of quasilinear equations. Using the specific
structure of the equations, it is possible to introduce a set of new unknowns that involve only
the original unknown and its time derivative, and that satisfies a system with is quasilinear.
We can use the linear existence result of Section 6.4 to build a standard Picard scheme on this
extended system. Since this procedure requires additional regularity on the data, we also need
to approximate the data by a sequence of more regular data satisfying higher order compatibility
conditions, from which we get a sequence of approximate solutions. We can then use the a priori
estimate of Section 5 to pass to the limit and get a solution that has sharp regularity.
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2. Modeling

The goal of this section is to reduce the whole wave-structure interaction problem described in
the introduction to an initial boundary value problem for the nonlinear shallow water equations
in the exterior domain. In Section 2.1, we present the set of equations in the exterior and interior
domains, as well as a continuity condition on the normal mass flux at the interface. In order
to close the system of equations, an additional condition is needed at the interface; we show in
Section 2.2 that imposing the conservation of the total energy leads to a continuity condition for
a quantity that we name Bernoulli pressure. Even with this additional condition, we show that
one cannot expect uniqueness of the solution. A way to discard this obstruction to uniqueness is
to impose irrotationality of the solution; as shown in Section 2.3 this leads to impose continuity
of the tangential velocity at the interface. We then show in Section 2.4 that this irrotationality
assumption is reasonable inasmuch as it is propagated from the initial condition; this is not
a trivial point because the vorticity equation is not non-characteristic in our setting. We are
then in a position to reduce the wave-structure interaction problem to an initial boundary value
problem in the exterior domain; this is done in Section 2.5; note that the boundary conditions
for this problem are not standard, as they are nonlocal and involve the Dirichlet-to-Neumann
map associated with the interior domain.

2.1. Shallow water model. We recall that we investigate the interactions between waves of
the water and a partially immersed solid body which is placed on the water surface. We assume
that the solid body is fixed and has a vertical sidewall whose projection on the horizontal plane
is a smooth Jordan curve Γ of length L; see Figure 1. We call interior region and denote by
I the interior of the domain delimited by this curve Γ , and similarly call exterior region and
denote by E the outer domain delimited by this curve. We also denote by N the unit normal
vector on Γ pointing from I to E .

We suppose also that the water surface at time t, the bottom of the wetted part of the solid
body, and the bottom of the fluid layer are represented as z = ζ(t, x) for x ∈ E , z = ζw(x)
for x ∈ I, and z = −H0 with a positive constant H0, respectively. Therefore, the depth of
the water under the water surface and under the solid body are given by h(t, x) = H0 + ζ(t, x)
and hi(x) = H0 + ζw(x), respectively. We denote by v(t, x) and vi(t, x) the vertically averaged
horizontal velocity fields under the water surface and the solid body, respectively. Then, the
nonlinear shallow water model proposed in [30] consists of the nonlinear shallow water equations
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in the exterior region

(4)

{
∂tζ +∇ · (hv) = 0 in (0, T ) × E ,
∂tv + (v · ∇)v + g∇ζ = 0 in (0, T ) × E ,

the nonlinear shallow water equations in the interior region

(5)

{
∇ · (hivi) = 0 in (0, T ) × I,
∂tvi + (vi · ∇)vi + g∇ζw + 1

ρ∇P i = 0 in (0, T ) × I,
and the matching condition on the curve Γ

(6) N · (hv) = N · (hivi) on (0, T )× Γ ,

where g is the gravitational constant, ρ is the constant density of the water, and P i(t, x) is the
pressure measured on the bottom of the solid body. This matching condition represents the
continuity of mass flux across the interface Γ . Here, we note that this matching condition is not
enough to close the equations and to ensure the local well-posedness of the initial value problem.
In particular, in order to determine the pressure P i from the interior equations (5), boundary
data must be provided at the interface Γ . Such boundary conditions for the pressure can be
obtained, as in the one-dimensional case [39, 9, 13], by imposing the conservation of the total
energy.

2.2. Conservation of the total energy. Since the object is fixed, the conservation of the
total energy of the system, that is, the water and the solid, is equivalent to the conservation of
the mechanical energy, that is, the sum of the kinetic and the potential energies of the fluid,
denoted by Efluid(t) at time t. The mechanical energy Efluid(t) is the sum of the mechanical
energy of the water below the water surface and below the fixed solid structure

Efluid(t) =

∫

E
e(t, ·) +

∫

I
ei(t, ·),

where the densities of the energies e and ei are given by

e = 1
2ρh|v|2 + 1

2ρgζ
2, ei =

1
2ρhi|vi|2 + 1

2ρgζ
2
w.

Now, suppose that (ζ, v) and vi satisfy the nonlinear shallow water model (4)–(6). It follows
from the nonlinear shallow water equations (4) and (5) that

{
∂te+∇ · F = 0 in (0, T )× E ,
∂tei +∇ · Fi = 0, in (0, T )× I,

where F and Fi are the energy fluxes in the exterior and interior regions respectively, that is,

F = Πhv, Fi = Πihivi,

where Π and Πi denote the Bernoulli pressures in the exterior and interior domains respectively
and are defined as

(7) Π = ρ
(
gζ + 1

2 |v|2
)
, Πi = P i − Patm + ρ

(
gζw + 1

2 |vi|2
)
,

where Patm is the atmospheric pressure, which is assumed to be constant. These equations
together with the matching condition (6) yield that the conservation of the energy d

dtEfluid(t) = 0
is equivalent to ∫

Γ

(
Π−Πi

)
hN · v = 0.

Taking this into account we impose additionally the continuity of the Bernoulli pressures across
Γ

(8) Π = Πi on (0, T ) × Γ ,
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under which we have the conservation of the total energy.

Remark 1. If the pressure were hydrostatic in the fluid, then the boundary condition for P i

should be

P i = Patm + ρgζ − ρgζw on (0, T )× Γ ;

this differs from (8) by nonlinear terms that account for the hydrodynamical pressure and are
necessary to ensure total energy conservation.

2.3. A supplemental matching condition. The matching conditions (6) and (8) are still
underdetermined, that is, under these matching conditions the nonlinear shallow water equations
(4) and (5) with the initial conditions

(ζ, v)|t=0
= (ζ in, vin) in E ,

cannot determine uniquely the solution (ζ, v, vi). In fact, we have the following simple example
of multiple solutions.

Let us consider the case where Γ is the unit circle |x| = 1, the bottom of the solid body is flat
so that ζw is a negative constant, and the initial data are identically zero (ζ in, vin) = 0. Then,
we can construct solutions (ζ, v, vi) satisfying (ζ, v) = 0 and vi 6= 0 as follows. In this case, vi
should satisfy

(9)

{
∇ · vi = 0 in (0, T ) × I,
∂tvi + (vi · ∇)vi +

1
ρ∇P i = 0 in (0, T ) × I,

with the boundary conditions

(10)

{
N · vi = 0 on (0, T ) × ∂I,
P i = Patm − ρ(12 |vi|2 + gζw) on (0, T ) × ∂I.

It is easy to check that this problem has a one-parameter family of solutions
{
vi(x) = ax⊥,

P i(x) = Patm − ρ(12a
2(2− |x|2) + gζw)

with a parameter a ∈ R, where we write v⊥ = (−v2, v1)T for a vector v = (v1, v2)
T.

One of the ways to exclude these multiple solutions is to impose an initial condition on vi since
the equations (9) for (vi, P i) are nothing but the incompressible Euler equations. The initial
boundary value problem associated with these equations in I and Neumann boundary condition
N · vi = 0 on Γ is well posed, in particular, the value of P i is determined by the initial data up
to an additive constant and cannot be imposed as the second condition in (10). In other words,
the initial value problem associated with (9) and (10) is overdetermined.

Another way to exclude these multiple solutions is to impose the irrotationality of vi, namely,
that ∇⊥ · vi = 0 in I. We also impose irrotationality of v in the exterior domain E , and to avoid
the presence of a vortex line on Γ , we impose continuity of the tangential velocity across Γ , that
is,

(11) N⊥ · v = N⊥ · vi on (0, T ) × Γ

as a supplemental matching condition. Under this condition, we can exclude the above multiple
solutions; the parameter a must be equal to zero. Moreover, we show in the next section that
with this matching condition, irrotationality is propagated from the initial data.
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2.4. Analysis of the vorticity. We check here that the irrotationality of vi in I and of v in
E is preserved under the time evolution by the nonlinear shallow water model (4)–(8) and (11).
To this end, suppose that (ζ, v, vi) is a solution to the model and put

ω = ∇⊥ · v, ωi = ∇⊥ · vi.
Then, the second equation in the nonlinear shallow water equations (4) and (5) can be written
as

(12)

{
∂tv + ωv⊥ + 1

ρ∇Π = 0 in (0, T ) × E ,
∂tvi + ωiv

⊥
i + 1

ρ∇Πi = 0 in (0, T ) × I,
respectively, where the Bernoulli pressures Π and Πi are defined as in (7). Applying the curl
operator ∇⊥· to these equations, we have

{
∂tω +∇ · (ωv) = 0 in (0, T )× E ,
∂tωi +∇ · (ωivi) = 0 in (0, T )× I,

which together with the first equations in the nonlinear shallow water equations (4) and (5)
yield {

∂t
(
ω
h

)
+ v · ∇

(
ω
h

)
= 0 in (0, T ) × E ,

∂t
(
ωi
hi

)
+ vi · ∇

(
ωi
hi

)
= 0 in (0, T ) × I,

so that {
∂t
(
ω2

h

)
+∇ ·

(
ω2

h v
)
= 0 in (0, T ) × E ,

∂t
(ω2

i
hi

)
+∇ ·

(ω2
i

hi
vi
)
= 0 in (0, T ) × I.

On the other hand, taking the inner products of the equations in (12) with N⊥ and using the
matching conditions (8) and (11) we have

ωN · v = ωiN · vi on (0, T )× Γ .

Therefore, we see that

d

dt

(∫

E

ω2

h
+

∫

I

ω2
i

hi

)
=

∫

Γ

(
ω2

h
N · v − ω2

i

hi
N · vi

)

=

∫

Γ

(
ω

h
+
ωi

hi

)
(ωN · v − ωiN · vi)

= 0,

where we used the matching condition (6) in the second equality. This shows that if ω(0, ·) = 0
and ωi(0, ·) = 0, then ω(t, ·) = 0 and ωi(t, ·) = 0 for all t. In other words, irrotationality in I
and E is preserved under the time evolution by the nonlinear shallow water model (4)–(8) and
(11). In the following of this article, we will always consider irrotational initial data so that the
following conditions hold.

(13)

{
∇⊥ · v = 0 in (0, T ) × E ,
∇⊥ · vi = 0 in (0, T ) × I.

2.5. Reduction to an initial boundary value problem. Suppose that (ζ, v, vi) is a solution
to the nonlinear shallow water model (4)–(8) and (11) and satisfies the irrotationality conditions
(13). Since vi(t, ·) is irrotational in I which is simply connected, vi(t, ·) has a single valued
velocity potential φi(t, ·), that is, vi = ∇φi. Even though the exterior region E is not simply
connected, we have

∫

Γ

N⊥ · v =

∫

Γ

N⊥ · vi =
∫

I
∇⊥ · vi = 0,
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so that v(t, ·) has also a single valued velocity potential φ(t, ·), that is, v = ∇φ. Therefore, by
choosing appropriately additive functions of t to the velocity potentials φ and φi we can rewrite
the second equations in the nonlinear shallow water equations (4) and (5), or equivalently (12),
as {

∂tφ+ 1
ρΠ = 0 in (0, T )× E ,

∂tφ+ 1
ρΠi = 0 in (0, T )× I,

which together with the matching condition (8) yield

∂tφ = ∂tφi on (0, T ) × Γ .

On the other hand, it follows directly from the matching condition (11) that

N⊥ · ∇φ = N⊥ · ∇φi on (0, T )× Γ .

Since N⊥ · ∇ is a tangential derivative on the curve Γ , these equations imply that the function
φ − φi is constant on (0, T ) × Γ . Therefore, by adding an appropriate constant to φ or φi we
may assume without loss of generality that φ and φi coincide on Γ , and we denote by ψi their
common trace, that is,

ψi := φ = φi on (0, T ) × Γ .

Taking the trace on Γ of the equation for φ, and recalling that v = ∇φ, we see that ψi is
determined by an ODE in time forced by the traces on Γ of v and ζ, that is,

∂tψi + gζ + 1
2 |v|2 = 0 on (0, T )× Γ .

The knowledge of ψi is enough to reconstruct the velocity vi = ∇φi in I. Indeed, the first
equation in (5) can be restated as

(14) ∇ · (hi∇φi) = 0 in (0, T )× I,
which, for all time t ∈ (0, T ), is an elliptic equation that can be solved with the boundary
condition φi = ψi on Γ . It is also convenient to introduce the Dirichlet-to-Neumann map Λ as

Λψi :=
(
N · (hi∇φi)

)
|Γ
;

see Definition 1 below for a precise definition of the map Λ. The matching conditions (6) and
(11) can therefore be understood as non-homogeneous boundary conditions on the velocity v in
the exterior region that are expressed in terms of ψi, that is,{

N · (hv) = Λψi on (0, T )× Γ ,

N⊥ · v = dtanψi on (0, T )× Γ ,

where dtan = N⊥ · ∇ is a tangential derivative on Γ ; see Section 3.2 below.
To summarize the above considerations, the nonlinear wave-structure interaction problem

formed by (4)–(8) and (11) reduces to the nonlinear shallow water equations in E ,

(15)

{
∂tζ +∇ · (hv) = 0 in (0, T )× E ,
∂tv + v · ∇v + g∇ζ = 0 in (0, T )× E

with irrotationality condition

(16) ∇⊥ · v = 0 in (0, T ) × E ,
and boundary conditions

(17)

{
N · (hv) = Λψi on (0, T )× Γ ,

N⊥ · v = dtanψi on (0, T )× Γ ,

where ψi is found by solving the forced ODE on Γ

(18) ∂tψi = −gζ − 1
2 |v|2 on (0, T ) × Γ .
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Remark 2. We note that in this formulation of the nonlinear shallow water model the velocity vi
and the pressure P i have been eliminated. However, as explained above vi = ∇φi can be deduced
from ψi by solving an elliptic boundary value problem for φi, while the pressure can be recovered
by

P i = Patm − ρ
(
∂tφi +

1
2 |∇φi|2 + gζw

)
.

Remark 3. In the one-dimensional case considered in [30, 39, 10], the exterior domain consists
of two half lines, E = (−∞, ℓ) ∪ (ℓ,+∞) for some ℓ > 0, and the wave-structure interaction
problem reduces to a transmission problem between the two connected components of E

(19)

{
∂tζ + ∂x(hv) = 0 in (0, T ) × ((−∞, ℓ) ∪ (ℓ,∞)),

∂tv + v∂xv + g∂xζ = 0 in (0, T ) × ((−∞, ℓ) ∪ (ℓ,∞))

with boundary conditions

(20) (hv)|x=±ℓ
= qi on (0, T ) × {x = ±ℓ},

where qi = qi(t) is found by solving the forced ODE

(21) α
d

dt
qi = −Jgζ + 1

2v
2K in (0, T ),

with the notation JfK = f(ℓ) − f(−ℓ), and with α =
∫ ℓ
−ℓ

1
hi
. In order to see that (15)–(18) is a

natural generalization of (19)–(21), we can rewrite the boundary conditions (20)–(21) as

±(hv)|x=±ℓ
= ± 1

α
(ψ+ − ψ−) with

d

dt
ψ± = −(gζ + 1

2v
2)|x=±ℓ

in (0, T ).

The local well-posedness of the initial value problem to this system is a consequence of the general
results for 1d nonlinear hyperbolic initial boundary value problems of [27].

3. Notations and preliminary results

We introduce in Section 3.1 some notations that are used throughout this article. In Sec-
tion 3.2, we construct normal-tangential coordinates in the neighborhood of Γ and then define
in Section 3.3 the functional spaces that we shall need. Finally, we introduce in Section 3.4
the Dirichlet-to-Neumann map and related objects, and prove some of their most important
properties.

3.1. General notations.

– We denote generically by C a constant of no importance, whose value may differ from one
line to another.

– We write f . g if f ≤ Cg.
– For a two-dimensional vector v = (v1, v2)

T, we write v⊥ = (−v2, v1)T.
– We denote by x = (x1, x2) the horizontal coordinates and by ∂1 and ∂2 partial derivation with
respect to x1 and x2.

– We denote by e1 and e2 the unit vectors of (0x1) and (0x2) respectively.
– If we say that a quantity depends on ∂u, this means that it depends on ∂tu, ∂1u, and ∂2u.
– We use Einstein’s convention on repeated indices, so that ajbj = a1b1 + a2b2.

– If u = (u1, u2, u3)
T ∈ R

3, we write uI = u1 and uII = (u2, u3)
T.
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3.2. Normal and tangential coordinates. We assume throughout this article that Γ , the
projection of the contact line on the horizontal plane, is a positively oriented Jordan curve of
C∞-class. To fix the ideas, we suppose that Γ is parametrized by the arc length s as x = γ(s) =
(γ1(s), γ2(s))

T for 0 ≤ s < L. As usual, we can regard x = γ(s) as a function of s ∈ TL ≃ R/L.
Then, it holds that |γ ′(s)| ≡ 1 and that the unit normal vector n(s) at γ(s) to the curve Γ
pointing towards the exterior is given by

n(s) = −γ ′(s)⊥ = (γ′2(s),−γ′1(s))T.
We also denote by I the region enclosed by Γ , and by E the outer region.

Near the boundary Γ of the exterior and interior domains E and I, it is convenient to work with
normal-tangential coordinates rather than the cartesian ones. Recalling that Γ is parametrized
by its arc length s through an L-periodic function γ, we have that γ ′′(s) = κ(s)γ ′(s)⊥ =
−κ(s)n(s), where κ(s) is the scalar curvature of the curve Γ at γ(s). For r0 > 0 we define a
map θ : (−r0, r0)× TL ∋ (r, s) 7→ θ(r, s) ∈ R

2 by

(22) θ(r, s) = γ(s) + rn(s) =

(
γ1(s) + rγ′2(s)
γ2(s)− rγ′1(s)

)
.

Then, it holds that

det

(
∂θ(r, s)

∂(r, s)

)
= 1 + rκ(s).

Therefore, if we take r0 > 0 so small that r0|κ|L∞(TL) < 1, and define a tubular neighborhood
UΓ of Γ by

(23) UΓ = {x = θ(r, s) ∈ R
2 | (r, s) ∈ (−r0, r0)× TL},

then the map θ : (−r0, r0)×TL → UΓ is a C∞-diffeomorphism. Each point of UΓ can therefore
be uniquely determined by its normal-tangential coordinates (r, s). We will also repeatedly use
a cutoff function χb with support in UΓ , equal to 1 in a neighborhood of Γ and depending only
on the normal variable; such a function can be defined on UΓ as

(24) (χb ◦ θ)(r, s) = χ(r),

where χ is a smooth cutoff function with support in (−r0, r0) and equal to 1 in the neighborhood
of the origin; it is extended by 0 in R

2\UΓ .
Associated with these normal-tangential coordinates, we can define normal and tangential

derivatives of functions f defined in the neighborhood Γ by

(dnorf) ◦ θ = ∂r(f ◦ θ), (dtanf) ◦ θ = ∂s(f ◦ θ).
Then, we have

dnor = N · ∇, dtan = T · ∇,
where T ◦ θ = (1 + rκ(s))γ ′(s) and N ◦ θ = n(s) = (−γ ′(s))⊥. We note that dnor and dtan
commute with each other. Conversely, we have a decomposition

(25) ∇ = Ndnor +
1

|T |2Tdtan.

For a vector field f defined in the neighborhood Γ we see that

(∇ · f) ◦ θ = J̃−1∇r,s · (J̃(∂θ)−1f ◦ θ)
= J̃−1{∂r(J̃(N · f) ◦ θ)) + ∂s(J̃

−1(T · f) ◦ θ)},
where ∂θ stands for the Jacobian matrix of the map θ and J̃ = det(∂θ) = 1+rκ(s). This implies
that

(26) ∇ · f = J−1{dnor(JN · f) + dtan(J
−1T · f)},
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where J ◦ θ = J̃ . Moreover, putting f = J−1Nf and J−1Tf in this formula and noting |T | = J
we have also

(27)

{
J−1dnorf = ∇ · (J−1Nf),

J−1dtanf = ∇ · (J−1Tf).

3.3. Function spaces. We introduce function spaces for functions of space, of time, and of
space and time.

3.3.1. Norms in space. We denote by Lp(E), Lp(I), and Lp(Γ ) with 1 ≤ p ≤ ∞, the standard
Lebesgue spaces on E , I, and Γ , respectively. Double bars are used to denote norms on the
two-dimensional domains E or I and simple bars on the curve Γ , for instance,

‖u‖L2(Ω) =

(∫

Ω
|u(x)|2dx

)1/2

, |g|L2(Γ ) =

(∫

Γ

|f(x)|2dΓx

)1/2

with Ω = E or I. When no confusion is possible on the domain of integration, we write ‖u‖Lp

or even ‖u‖p instead of ‖u‖Lp(Ω) and similarly |g|Lp or |g|p instead of |g|Lp(Γ ).
We define Lp Sobolev spaces of order m ∈ N as

Wm,p(Ω) = {u ∈ Lp(Ω) | ∂j1∂k2u ∈ Lp(Ω), 0 ≤ j + k ≤ m} (Ω = E or I)
endowed with its canonical norm. We put Hm(Ω) = Wm,2(Ω). Note that in UΓ , Sobolev
norms can be defined equivalently in terms of cartesian and normal-tangential derivatives. In
the proposition below, we write dα = dα1

tand
α2
nor for all α = (α1, α2) ∈ N

2.

Proposition 1. For all m ∈ N, there exists a constant cm > 0 depending only on m and Γ such
that for all regular function f supported in UΓ , we have

1

cm
‖f‖Hm(UΓ ) ≤

∑

α∈N2,|α|≤m

‖dαf‖L2(UΓ ) ≤ cm‖f‖Hm(UΓ ).

We can define also fractional Sobolev spaces of order s ∈ R on Γ by using the fact that the
curve Γ is parameterized by the arc length s as x = γ(s), which induces a natural isometry
between L2(TL) and L

2(Γ ). More precisely, we define

Hs(Γ ) = {g ∈ D
′(Γ ) | g ◦ γ ∈ Hs(TL)}

endowed with its canonical norm, where Hs(TL) is classically defined through Fourier series.

3.3.2. Weighted norms in time. We say that f ∈ Lp
λ,t = Lp

λ(0, t) with 1 ≤ p < ∞ and λ > 0, if

e−λt′f ∈ Lp(0, t) with canonical norm

|f |Lp
λ,t

=

(∫ t

0
e−pλt′ |f(t′)|pdt′

)1/p

.

We also denote by Iλ,t(·) the norm of L∞
λ (0, t) ∩ L2

λ(0, t) defined as

(28) Iλ,t(f) = sup
t′∈[0,t]

e−λt′ |f(t′)|+
√
λ|f |L2

λ,t
,

which is not the canonical norm of L∞
λ (0, t) ∩ L2

λ(0, t) because of the factor
√
λ in front of

the second term. The reason why we introduce it is because this quantity arises naturally in
hyperbolic energy estimates; see Section 4 below. We denote by S∗

λ,t(·) its dual norm for the

L2
λ(0, t) scalar product, that is,

(29) S∗
λ,t(f) = sup

ϕ

{∣∣∣∣
∫ t

0
e−2λt′f(t′)ϕ(t′)dt′

∣∣∣∣ ; Iλ,t(ϕ) ≤ 1

}
.
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In particular, for all ϕ ∈ L∞
λ (0, t) ∩ L2

λ(0, t), we have
∫ t

0
e−2λt′f(t′)ϕ(t′)dt′ ≤ Iλ,t(ϕ)S

∗
λ,t(f).

From this definition, we get directly the following upper bounds

(30) S∗
λ,t(f) ≤ |f |L1

λ,t
and S∗

λ,t(f) ≤
1√
λ
|f |L2

λ,t
.

3.3.3. Mixed norms. For all m ∈ N, we denote by Cm
b ((0, T ) × Ω) with Ω = I or E the space

of functions that are continuous and bounded in (0, T ) ×Ω, as well as their space and time
derivatives of order up to m.

Regularity for solutions to hyperbolic systems on (0, T )×E is typically measured in the spaces
W

m
T with m ∈ N defined as

W
m
T =

m⋂

j=0

Cj([0, T ];Hm−j(E))

endowed with its canonical norm

(31) ‖u‖Wm
T
:= sup

t∈[0,T ]
|||u(t)|||m and |||u(t)|||m :=

m∑

j=0

‖∂jt u(t)‖Hm−j (E).

We also introduce similar quantities, but with only non-normal derivatives involved. For α =
(α0, α1) ∈ N

2, we write

dα‖ = ∂α0
t d

α1
tan

and define, for functions u supported in the tubular neighborhood UΓ where the normal-
tangential coordinates are well defined,

(32) |||u(t)|||m,‖ :=
∑

α∈N2,|α|≤m

‖dα‖ u(t)‖L2(E).

For a technical reason we use an Lp version of the space W
m
T defined as

W
m,p
T =

m⋂

j=0

Cj([0, T ];Wm−j,p(E))

endowed with its canonical norm ‖ · ‖Wm,p
T

together with |||·|||m,p.

For functions defined on Γ and depending also on time, we introduce the space Lp
λ,tH

s(Γ )
defined for 1 ≤ p ≤ ∞ and s, λ ∈ R as

(33) Lp
λ,tH

s(Γ ) = Lp
λ(0, t;H

s(Γ ));

as well Lp
λ,tH

s
(m)(Γ ) with m ∈ N defined as

(34) Lp
λ,tH

s
(m)(Γ ) = {g ∈ Lp(0, t;Hs(Γ )) | |g(·)|Hs

(m)
(Γ ) ∈ Lp

λ(0, t)},
where

(35) |g(t)|Hs
(m)

(Γ ) =
∑

α∈N2,|α|≤m

|dα‖ g(t)|Hs(Γ ),

and endowed with their canonical norms. We introduce also the space W
m+1/2
b,T , to which the

solution ψi to the nonlinear wave-structure interaction model (15)–(18) belongs, as

W
m+1/2
b,T =

m⋂

j=0

Cj([0, T ];Hm−j+1/2(Γ)).
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3.4. Extension operator and Dirichlet-to-Neumann map. Functions defined on the curve
Γ can be extended as functions defined in the exterior domain E or in the interior domain I. For
the extension to the exterior domain, we will repeatedly use the fact that there is a regularizing
extension.

Proposition 2. Let θ be the diffeomorphism constructed in (22). For all m ∈ N and ψ ∈
Hm−1/2(Γ ), there exists an extension denoted ψext of ψ, compactly supported in E ∩ UΓ such

that ψext ◦ θ ∈ C([0, r0);H
m−1/2(TL)) and ψ

ext ∈ Hm(E), and that satisfies

ψext
|Γ = ψ and ‖ψext‖Hm(E) ≤ C|ψ|Hm−1/2(Γ )

for some constant C that depends only on Γ and m.

Proof. Denoting 〈D〉 = (1−∂2s )1/2, such an extension satisfying the properties of the proposition
is given by,

ψext ◦ θ(r, ·) = χ(r)χ(r〈D〉)
(
ψ ◦ θ(0, ·)

)
,

where r ∈ [0, r0] and χ denote a smooth function supported in [0, r0) satisfying χ(0) = 1. �

We can also extend functions defined on Γ to functions defined on the closure I of the interior
domain. A natural extension of a function ψ defined on Γ is provided by a harmonic extension
ψh. More precisely, for any ψ ∈ H1/2(Γ ), ψh is defined as a unique solution in H1(I) to the
elliptic boundary value problem

(36)

{
∇ · (hi∇ψh) = 0 in I,
ψh = ψ on Γ .

This is a natural extension in our context, because if φi denotes the velocity potential associ-
ated with the average velocity under the object of a solution to the nonlinear wave-structure
problem, then (14) shows that φi solves the above elliptic equation in the interior domain with
the boundary data ψ = ψi. Note that existence and uniqueness of the solution ψh follow from
standard variational arguments under the assumption that hi does not vanish. We therefore
make the following assumption throughout this article.

Assumption 1. There exists a positive constant c0 such that the followings hold.

(i) hi ∈ C∞(I).
(ii) hi(x) ≥ c0 for x ∈ I.
Under this assumption, for each ψ ∈ H1/2(Γ ) the boundary value problem (36) has a unique

solution ψh ∈ H1(I). Moreover, (N · (hi∇ψh))|Γ can be defined as a function in H−1/2(Γ ).
Therefore, the following definition makes sense.

Definition 1. Under Assumption 1, we define the Dirichlet-to-Neumann map Λ as

Λ :
H1/2(Γ ) → H−1/2(Γ )
ψ 7→ (N · (hi∇ψh))|Γ ,

where ψh is a unique solution to the boundary value problem (36).

The following proposition gathers some properties of the Dirichlet-to-Neumann map; we use
the notation 〈·, ·〉H−1/2×H1/2 for the standard H−1/2(Γ )–H1/2(Γ ) duality bracket.

Proposition 3. Under Assumption 1, the following properties hold.

(i) There exist positive constants c and C that depend only on Γ , c0, and ‖hi‖L∞(I) such

that for any ψ ∈ H1/2(Γ ), we have

c|dtanψ|2H−1/2 ≤ 〈Λψ,ψ〉H−1/2×H1/2 ≤ C|dtanψ|2H−1/2 .
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(ii) For any ψ1, ψ2 ∈ H1/2(Γ ), we have

〈Λψ1, ψ2〉H−1/2×H1/2 = 〈Λψ2, ψ1〉H−1/2×H1/2 .

(iii) For any k ∈ N, Λ maps Hk+1/2(Γ ) to Hk−1/2(Γ ) and we have

|Λψ|Hk−1/2 ≤ C|dtanψ|Hk−1/2 ,

where the constant C depends only on k, Γ , c−1
0 , and ‖hi‖W k,∞(I).

(iv) For any positive integer k, we have
{
|[dktan,Λ]ψ|H−1/2 ≤ C1|dtanψ|Hk−3/2 ,

|[dktan,Λ]ψ|H1/2 ≤ C2|dtanψ|Hk−1/2 ,

where the constant C1 depends only on k, Γ , c−1
0 , and ‖hi‖W k,∞(I), and the constant C2

depends also on ‖hi‖W k+1,∞(I).

Proof. The first two points are standard and follow easily from the relation

〈Λψ1, ψ2〉H−1/2×H1/2 =

∫

I
hi∇ψh

1 · ∇ψh
2.

The third point follows from the classical elliptic estimate

(37) ‖∇ψh‖Hk(I) . |dtanψ|Hk−1/2 ;

for more details on this estimate, see for instance [38]. For the fourth point, we note first that
Λψ = (N · (hi∇ψh))|Γ = (hidnorψ

h)|Γ , so that

(38) [dktan,Λ]ψ =
(
N · (hi∇(χbd

k
tanψ

h − (dktanψ)
h))

)
|Γ

+ ([dktan, hi]dnorψ
h)|Γ ,

where χb is the smooth cutoff function with support in UΓ defined in (24) and we have used the
fact that dtan commutes with dnor = N · ∇. The quantity χbd

k
tanψ

h is defined and compactly
supported in I ∩ UΓ ; we extend it by zero and consider it as a function defined in the whole
interior region I. Then, we note also that in view of (26) the elliptic equation in (36) can be
written as

dtan(J
−1hidtanψ

h) + dnor(Jhidnorψ
h) = 0 in I ∩ UΓ ,

so that we have

dtan(J
−1hidtan(d

k
tanψ

h)) + dnor(Jhidnor(d
k
tanψ

h))

= −dtan([d
k
tan, J

−1hi]dtanψ
h)− dnor([d

k
tan, Jhi]dnorψ

h) in I ∩ UΓ .

In view of (27) we can rewrite this equation as

∇ · (hi∇(dktanψ
h)) = ∇ · F0 in I ∩ UΓ ,

where
F0 = −J−1(T [dktan, J

−1hi]dtanψ
h +N [dktan, Jhi]dnorψ

h).

Now, we define ψ(k) as

ψ(k) := χbd
k
tanψ

h − (dktanψ)
h.

Then, we see that ψ(k) solves the boundary value problem

(39)

{
∇ · (hi∇ψ(k)) = ∇ · F + f in I,
ψ(k) = 0 on Γ ,

where

F = χbF0 + 2hi(d
k
tanψ

h)∇χb,

f = −∇χb · F0 − (∇ · (hi∇χb))d
k
tanψ

h.
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It is easy to see that (N · F )|Γ = −([dktan, hi]dnorψ
h)|Γ , which together with (38) implies

(40) [dktan,Λ]ψ = (N · (hi∇ψ(k) − F ))|Γ .

Therefore, for any ψ̃ ∈ H1/2(Γ ) we see that

〈[dktan,Λ]ψ, ψ̃〉H−1/2×H1/2 =

∫

I
∇ · (ψ̃h(hi∇ψ(k) − F ))

=

∫

I
{ψ̃h∇ · (hi∇ψ(k) − F ) +∇ψ̃h · (hi∇ψ(k) − F )}

=

∫

I
(ψ̃hf −∇ψ̃h · F ),

where we have used (39) and the fact that ψ̃h solves the boundary value problem (36) with

ψ = ψ̃. This identity yields

|〈[dktan,Λ]ψ, ψ̃〉H−1/2×H1/2 | ≤ ‖(F, f)‖L2(I)‖ψ̃h‖H1(I)

. ‖∇ψh‖Hk−1(I)|ψ|H1/2 ,

which together with (37) with k replaced by k − 1 gives the first estimate. As for the second
one, it is sufficient to evaluate (40) directly by the trace theorem. In fact, by a classical theory
on elliptic boundary value problem we see that

|[dktan,Λ]ψ|H1/2 . ‖∇ψ(k)‖H1(I) + ‖F‖H1(I)

. ‖F‖H1(I) + ‖f‖L2(I)

. ‖∇ψh‖Hk(I),

which together with (37) gives the second estimate. �

4. A priori estimates for linear hyperbolic systems with weakly dissipative

boundary conditions in an exterior domain

We consider in this section the following system of n equations cast in the exterior domain E
(41) ∂tu+Aj(t, x)∂ju+B(t, x)u = f(t, x) in (0, T ) × E ,
where f is a R

n-valued function defined in (0, T )×E for some T > 0, while A1, A2, and B take
their values in the space of n × n real-valued matrices. We recall that throughout this article,
we use Einstein’s notation on repeated indices so that, for instance, in (41) above, Aj(t, x)∂ju
stands for A1(t, x)∂1u+A2(t, x)∂2u.

Our goal in this section is to derive a priori estimates for regular solutions to (41) subject to
some boundary conditions. Since the boundary conditions we have to deal with in this article
do not fit into any known class of boundary conditions, such as maximal dissipative or strictly
dissipative conditions, for which such a priori estimates are known, we introduce a new and
more general notion of weak dissipativity that allows the derivation of such estimates.

Throughout this section, we assume that there exists a Friedrichs symmetrizer S(t, x) in the
following sense.

Assumption 2. There exists a n×n real valued symmetric matrix S(t, x) defined in (0, T )×E
such that for any (t, x) ∈ (0, T ) × E, matrices S(t, x)Aj(t, x) (j = 1, 2) are symmetric and the
following conditions hold.

(i) There exist constants α0, β0 > 0 such that for any (v, t, x) ∈ R
n × (0, T ) × E we have

α0|v|2 ≤ v · S(t, x)v ≤ β0|v|2.
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We also denote by βin0 the best constant such that the second inequality holds at t = 0
for all (v, x) ∈ R

n × E.
(ii) There exists a constant β1 such that for any (v, t, x) ∈ R

n × (0, T ) × E we have

v · (∂tS(t, x) + ∂j(S(t, x)Aj(t, x))− 2S(t, x)B(t, x))v ≤ β1|v|2.

The organization of this section is as follows. In Section 4.1, we derive a priori estimates for
solutions to (41) that vanish in a neighborhood of the boundary. On the contrary, in Section 4.2
we deal with solutions which are supported near the boundary. In this case, we have to control
the contribution of the boundary term in the energy estimates. Various notions of dissipativity
can be found in the literature to deal with this boundary contribution, but none is adapted to
deal with the initial boundary value problem associated with (15)–(18). We therefore introduce,
for general hyperbolic systems of the form (41), a notion of weak dissipativity and show how
it can be used to derive a priori estimates. Finally, we extend in Section 4.3 this result to the
general case where no assumption is made on the support of the solution.

4.1. A priori energy estimates away from the boundary. We first provide energy esti-
mates for solutions that vanish near the boundary Γ . This is the simplest configuration since the
boundary contribution in the energy estimates then vanishes. As in [27] for the one-dimensional
case, we provide a sharp dependence on the source term which improves the classical estimates;
see for instance [5]. In order to do so we use the quantities Iλ,t(·) and S∗

λ,t(·) defined in (28) and

(29), respectively.

Proposition 4. There exists an absolute constant C such that under Assumption 2, any regular
solution u to (41) that vanishes in a neighborhood of Γ satisfies

Iλ,t(‖u(·)‖L2(E))
2 ≤ C

βin
0
α0

‖u(0, ·)‖2L2(E) + C β0

α0
S∗
λ,t(‖f(·)‖L2(E))

2

for any λ ≥ β1

α0
and t ∈ [0, T ], where the constants α0, β0, β

in
0 , and β1 are those in Assumption

2 and Iλ,t(·) and S∗
λ,t(·) are defined in (28) and (29).

Proof. For the sake of clarity we simply denote S, Aj, and B instead of S(t, x), Aj(t, x), and
B(t, x), while (·, ·)L2 stands for the standard scalar product in L2(E). Since SAj symmetric, we
have

(42) 2SAj∂ju · u = ∂j(SAju · u)− (∂j(SAj))u · u,

and since u vanishes at the boundary we easily get that for all positive number λ,

d

dt

{
e−2λt(Su, u)L2

}
+ 2λe−2λt(Su, u)L2

= 2e−2λt(Sf, u)L2 + e−2λt((∂tS + ∂j(SAj)− 2SB)u, u)L2 .

Owing to Assumption 2 the last term can be absorbed into the left-hand side if we take λ so
large that λ ≥ β1

α0
. Then, integrating it in time yields therefore

1

2
Ĩλ,t((Su, u)

1/2
L2 )2 ≤ (Su(0), u(0)

)
L2 + 2

∫ t

0
e−2λt′(Sf(t′), u(t′))L2dt′,

where Ĩλ,t(f) is defined as

(43) Ĩλ,t(f) = e−λt|f(t)|+
√
λ|f |L2

λ,t
;
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it differs from the quantity Iλ,t(f) defined in (28) by the fact that the first term in the right-hand

side is supt′∈[0,t] e
−λt′ |f(t′)| in (28). By definition of S∗

λ,t(·), we have

2

∫ t

0
e−2λt′(Sf(t′), u(t′))L2dt′ ≤ 2S∗

λ,t((Sf, f)
1/2
L2 )Iλ,t((Su, u)

1/2
L2 )

≤ 1

4
Iλ,t((Su, u)

1/2
L2 )

2 + 4S∗
λ,t((Sf, f)

1/2
L2 )

2.

We have therefore
1

2
Ĩλ,t((Su, u)

1/2
L2 )

2 ≤ (Su(0), u(0))L2 +
1

4
Iλ,t

(
(Su, u)

1/2
L2 )

2 + 4S∗
λ,t((Sf, f)

1/2
L2 )

2.

Since the right-hand side is an increasing function of time, this inequality is still true if we

replace the left-hand side with 1
2 Ĩλ,t′((Su, u)

1/2
L2 )

2 for any t′ ∈ [0, t]. It follows easily that the

inequality is also true with 1
2Iλ,t((Su, u)

1/2
L2 )

2 in the left-hand side. The proposition follows easily
using the properties of S listed in Assumption 2. �

We can also derive higher order energy estimates using the spaces Wm
T introduced in (31); we

recall that ‖u‖Wm
T
= sup0≤t≤T |||u(t)|||m and ‖u‖Wm,p

T
= sup0≤t≤T |||u(t)|||m,p, where

|||u(t)|||m =

m∑

j=0

‖∂jt u(t)‖Hm−j (E) and |||u(t)|||m,p =

m∑

j=0

‖∂jt u(t)‖Wm−j,p(E).

In the statement below, we use the notation ∂u = (∂tu, ∂1u, ∂2u). Concerning regularities on
the coefficient matrices A1, A2, and B, we impose the following assumption.

Assumption 3. Let m be a non-negative integer. There exist an index p ∈ (2,∞) and two
constants 0 < K0 ≤ K such that the following conditions hold.

(i) ‖(A1, A2)‖L∞((0,T )×E) ≤ K0.
(ii) ‖∂(A1, A2)‖Wm−1

T ∩W1,p
T

, ‖B‖L∞((0,T )×E), ‖∂B‖
W

m−1
T ∩W1

T
≤ K.

Remark 4. In place of the condition in (i), we may assume ‖∂(A1, A2)‖Wm−1
T ∩W2

T
≤ K, which

is slightly restrictive than the above condition due to the Sobolev embedding H1(E) →֒ Lp(E).
We note also that the requirement u ∈ W

3
T , so that ∂u ∈ W

2
T , corresponds to the quasilinear

regularity in the sense that it is the minimal integer regularity index m0 that ensures the em-
bedding u ∈ W

m0
T →֒ W 1,∞((0, T ) × E). However, in applications, especially in the analysis of

the regularity of solutions to nonlinear problems, the condition ∂(A1, A2) ∈ W
2
T is rather strong

and causes a difficulty in the critical case m = 3; see Section 7.4.

Proposition 5. Let m be a non-negative integer. There exists a constant C depending only
on m such that under Assumptions 2 and 3, any regular solution u to (41) that vanishes in a
neighborhood of Γ satisfies

Iλ,t(|||u(·)|||m)2 ≤ C
βin
0
α0

|||u(0)|||2m + C β0

α0
S∗
λ,t(|||f(·)|||m)2

for any λ ≥ λ0 and t ∈ [0, T ], where λ0 depends only on m, p, β1

α0
, and K.

Proof. For a multi-index β = (β0, β1, β2) ∈ N
3, we apply ∂β = ∂β0

t ∂β1
1 ∂β2

2 to (41) to obtain

(44) ∂t∂
βu+Aj∂j∂

βu+B∂βu = fβ,

where
fβ = ∂βf − [∂β , Aj ]∂ju− [∂β , B]u.

The commutator terms in fβ can be controlled by using the following classical commutator
estimates, which can be easily obtained by using Sobolev embeddings W 1,p(E) →֒ L∞(E) and
H1(E) →֒ Lq(E) for any q ∈ [2,∞).
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Lemma 1. Let m be a non-negative integer, β ∈ N
3 a multi-index satisfying 1 ≤ |β| ≤ m, and

2 < p <∞. Then, for any smooth functions f and g we have

‖[∂β , f ]g(t)‖L2(E) .





|||∂f(t)|||1,p|||g(t)|||m−1 for m = 1, 2,

|||∂f(t)|||m−1|||g(t)|||m−1 for m ≥ 3,

|||∂f(t)|||max{m−1,1}|||g(t)|||m for m ≥ 1.

Using this lemma, we obtain the following upper bound for the source term fβ
∑

|β|≤m

‖fβ(t)‖L2 . |||f(t)|||m +K|||u(t)|||m.

Applying Proposition 4 to (44) and summing over all β such that |β| ≤ m, we get therefore

Iλ,t(|||u(·)|||m)2 ≤ C
βin
0
α0

|||u(0)|||2m + C β0

α0
S∗
λ,t(|||f(·)|||m)2 + CKλ−2Iλ,t(|||u(·)|||m)2,

where we used the second inequality in (30) to derive the last term. By taking λ large enough,
this last term can be absorbed into the left-hand side and the result follows. �

4.2. A priori energy estimates near the boundary. Energy estimates for solutions to (41)
supported away from the boundary Γ have been derived in the previous section. For solutions
that do not vanish near Γ , an additional boundary term prevents us from getting directly the
energy estimate in Proposition 4. This boundary term comes from the integration of (42) over
E , that is,

2

∫

E
SAj∂ju · u = −

∫

Γ

SAnoru · u− ((∂j(SAj))u, u)L2(E),

where Anor is the boundary matrix, also called the normal matrix, defined by

Anor = NjAj .

Compared to the energy estimate of Proposition 4, there is therefore an additional boundary
term if the solution does not vanish in the neighborhood of the boundary, that is,

Iλ,t(‖u(·)‖L2(E))
2 ≤C βin

0
α0

‖u(0, ·)‖2L2(E) + C β0

α0
S∗
λ,t(‖f(·)‖L2(E))

2(45)

+
4

α0

∫ t

0
e−2λt′

(∫

Γ

B[u(t′)]

)
dt′,

where the boundary quadratic form B[u] is defined as

(46) B[u] := SAnoru · u.
This term cannot be controlled in terms of ‖u(t, ·)‖L2(E) by Sobolev embeddings and additional
information is therefore needed on the solution. This additional information comes from the
fact that the equations (41) should be complemented by boundary conditions on u.

Example 1. A typical example consists in complementing (41) with a set of linear boundary
conditions of the form

(47) M(t, x)u = g(t, x) on (0, T ) × Γ ,

where g is an R
p-valued function defined on (0, T )× Γ, while M takes its values in the space of

p× n real-valued matrices, so that p is the number of scalar boundary conditions.

Finding a good set of boundary conditions and a symmetrizer that provides a control on the
boundary contribution to the energy estimate is in general a difficult task that we shall not
address at this point of the discussion. For the moment we just assume that the boundary
term B[u] is weakly dissipative in the following sense; see Examples 2 and 3 below for classical
configurations leading to a weakly dissipative boundary term.
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Definition 2. We say that the boundary term B[u] associated with a regular solution to (41)
is weakly dissipative if there exist a positive constant λ0, a non-negative and non-decreasing
function of time Sdata[u](·) depending only on the initial and boundary data possibly imposed
on u, and a non-negative boundary energy function Ebdry(·) such that for any λ ≥ λ0 and any
t ∈ [0, T ] we have

(48)

∫ t

0
e−2λt′

(∫

Γ

B[u(t′)]

)
dt′ ≤ −Ebdry(t) + Sdata(t) +

α0

8
Iλ,t(‖u(·)‖L2(E))

2,

where α0 is the coercivity constant of the symmetrizer as defined in Assumption 2.

Remark 5. The coefficient α0
8 in front of the term Iλ,t(‖u(·)‖L2(E))

2 in the right-hand side
allows one to absorb this term by the left-hand side in the energy estimate.

When the boundary term is weakly dissipative, it is possible to state a generalization of
Proposition 4 for solutions that do not vanish in the neighborhood of Γ . We omit the proof,
which is straightforward; we just need to use (48) in (45).

Proposition 6. There exists an absolute constant C such that under Assumption 2, if u is a
regular solution to (41) and if the boundary term is weakly dissipative in the sense of Definition

2, then for any λ ≥ max{ β1

α0
, λ0} and t ∈ [0, T ] we have

Iλ,t(‖u(·)‖L2(E))
2 + 8

α0
Ebdry(t) ≤ C

βin
0
α0

‖u(0, ·)‖2L2(E) + C β0

α0
S∗
λ,t(‖f(·)‖L2(E))

2 + 8
α0
Sdata(t),

where the constants α0, β0, β
in
0 , and β1 are those in Assumption 2 and Iλ,t(·) and S∗

λ,t(·) are

defined in (28) and (29).

There are two standard notions of dissipative boundary conditions, namely, maximal and
strictly dissipative boundary conditions. Both of them are algebraic conditions on the quadratic
form B[u], while the weak dissipativity only requires a condition for an integral in space and
time of this quantity. We shall show that the boundary conditions we have to deal with in
this article are neither strictly nor maximal dissipative, but that they however lead to weakly
dissipative boundary contributions. Let us for the moment check that maximal and strictly
dissipative boundary conditions satisfy the conditions in Definition 2.

Example 2 (Maximal dissipative boundary conditions). We say that the boundary condition
(47) is maximal dissipative if there is a constant β2 > 0 such that

B[v] ≤ β2|Mv|2 on (0, T ) × Γ

holds for any v ∈ R
n; in particular, B[v] ≤ 0 on kerM . In this case, (48) is satisfied with

Ebdry(t) = 0 and Sdata(t) = β2|g|2L2
λ,tL

2(Γ ).

Therefore, Proposition 6 provides an energy estimate controlling ‖u(t)‖L2(E), but there is no
boundary energy granting further information on the trace of u.

Example 3 (Strictly dissipative boundary conditions). We say that the boundary condition (47)
is strictly dissipative if there are constants α2 > 0 and β2 > 0 such that

B[v] ≤ β2|Mv|2 − α2|v|2 on (0, T ) × Γ

holds for any v ∈ R
n. In this case, (48) is satisfied with

Ebdry(t) = α2|u|2L2
λ,tL

2(Γ ) and Sdata(t) = β2|g|2L2
λ,tL

2(Γ ).

In this particular configuration, the information we get from the boundary energy is a control
of the L2((0, T ) × Γ )-norm of the trace of the solution that cannot be deduced through Sobolev
embeddings from the control of ‖u(t)‖L2(E).
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We derived in Proposition 5 higher order energy estimates for solutions that vanish in the
neighborhood of Γ . In the same spirit, for functions that do not necessarily vanish near Γ ,
we now want to generalize the energy estimate in Proposition 6 for higher regularity. We will
actually consider solutions that are supported near Γ , that is, in E ∩ UΓ , where, according to
Section 3.2, UΓ is a tubular neighborhood of Γ in which normal-tangential coordinates can be
used. We recall in particular that normal and tangential derivatives can be defined in E ∩ UΓ

using the extensions N and T of the unit normal and tangential vectors to Γ constructed in
Section 3.2; they are defined through the relations dnor = N · ∇ and dtan = T · ∇. Since N is a
unit vector while T is not, we have the decomposition

∇ = |T |−2Tdtan +Ndnor.

In the neighborhood E ∩ UΓ , the system (41) can therefore be written equivalently under the
form

(49) ∂tu+Atandtanu+Anordnoru+Bu = f in (0, T ) × (E ∩ UΓ ),

where
Atan = |T |−2TjAj and Anor = NjAj.

Two additional assumptions will be needed to derive these higher order energy estimates.
The first one states that the weak dissipativity of Definition 2 is stable by time and tangential
differentiations. This will allow us to obtain a control of the time and tangential derivatives
of the solution using Proposition 6; note that a control of the normal derivatives cannot be
obtained along this procedure. We also recall that for α = (α0, α1) ∈ N

2 we write dα‖ = ∂α0
t dα1

tan.

Definition 3. Let m be a non-negative integer. We say that the boundary term B[u] associated
with a regular solution to (41) supported in E ∩ UΓ is weakly dissipative of order m if for
each α ∈ N

2 satisfying |α| ≤ m there exist a non-negative and non-decreasing function of time
Sdata,α[u](·) depending only on the initial and boundary data possibly imposed on u, a non-
negative boundary energy function Ebdry,α(·), and a non-negative continuous function να on
[0,∞) satisfying να(0) = 0 such that for any λ ≥ λ0 with a positive constant λ0 and any
t ∈ [0, T ] we have

∫ t

0
e−2λt′

(∫

Γ

B[dα‖u(t
′)]

)
dt′

≤ −Ebdry,α(t) + Sdata,α(t) +
α0

8
Iλ,t(‖dα‖ u(·)‖L2(E))

2 + α0να(λ
−1)Iλ,t(|||u(·)|||m)2,

where α0 is the coercivity constant of the symmetrizer as defined in Assumption 2. In this case,
we put

(50) Em
bdry =

∑

|α|≤m

Ebdry,α, Sm
data =

∑

|α|≤m

Sdata,α, ν =
∑

|α|≤m

να.

Remark 6. The component α0
8 Iλ,t(‖dα‖u(·)‖L2(E))

2 in the right-hand side is the same as the one

in Definition 2 with u replaced by dα‖u. The additional term α0να(λ
−1)Iλ,t(|||u(·)|||m)2 is here to

control commutator terms; it contains non-tangential derivatives.

In order to deduce a control of the normal derivatives in terms of the time and tangential
ones, we will use the equations under the assumption that the boundary is non-characteristic.
In Section 4.2.1 we treat this non-characteristic case. Note that in the nonlinear wave-structure
interaction problem we are interested in here, this assumption is not directly satisfied and that
an adaptation is necessary. To this end, in Section 4.2.2 we consider the case where the boundary
is not necessarily non-characteristic, but assume some structure of the equations under which
one can introduce a generalized vorticity, which compensate the equations to control the normal
derivatives.
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4.2.1. A priori energy estimates in the non-characteristic case. In this subsection, we consider
the case where the boundary is non-characteristic in the following sense.

Assumption 4. The problem (41) is non-characteristic, that is, the boundary matrix Anor is
invertible in (0, T )× (E ∩ UΓ ) and there exists a constant K0 such that

|Anor(t, x)
−1| ≤ K0

holds for any (t, x) ∈ (0, T )× (E ∩ UΓ ).

Proposition 7. Let m be a non-negative integer. Suppose that Assumptions 2–4 are satisfied

and that the constants K0 and K in Assumptions 3 and 4 are taken such that β0

α0
≤ K0 and

β1

α0
≤ K, where the constants α0, β0, and β1 are those in Assumption 2. Then, any regular

solution u to (41) supported in E ∩ UΓ and with a boundary term that is weakly dissipative of
order m in the sense of Definition 3 satisfies

Iλ,t(|||u(t)|||m)2 + 1
α0
Em

bdry(t) ≤ C(K0)
(
|||u(0)|||2m + S∗

λ,t

(
|||f(·)|||m

)2
+ 1

α0
Sm
data(t)

)

for any λ ≥ λ0(K) and t ∈ [0, T ], where λ0(K) depends also on ν.

Example 4. If a boundary condition of the form (47), with M constant, is maximal or strictly
dissipative, and if the data g is in Hm((0, T )×Γ ), then the boundary term is weakly dissipative at
order m. For strictly dissipative boundary conditions, for instance, we have, with the notations
in Example 3,

Em
bdry(t) = α2

∑

|α|≤m

|dα‖ u|2L2
λ,tL

2(Γ ), Sm
data(t) = β2

∑

|α|≤m

|dα‖ g|2L2
λ,tL

2(Γ ),

and Proposition 7 therefore gives a control of the trace on Γ of all time and tangential derivatives
up to order m. Using the equation as in the proof of Lemma 2 below, one can deduce a control
of the trace of all derivatives up to order m.

Proof of Proposition 7. We first note that according to Proposition 1, it is possible, for functions
supported in UΓ , to replace the norm |||u(t)|||m with

|||u(t)|||m,∗ :=
∑

j+k+l≤m

‖u(j,k,l)(t)‖L2(E),

where u(j,k,l) = ∂jt d
k
tand

l
noru. We also denote by |||u(t)|||m,‖ the sum of all terms in the above

expression that do not contain any normal derivative, that is,

|||u(t)|||m,‖ :=
∑

j+k≤m

‖u(j,k,0)(t)‖L2(E).

For the sake of conciseness, let us also write

Imλ,t(u) := Iλ,t(|||u(·)|||m,∗) and I
m,‖
λ,t (u) := Iλ,t(|||u(·)|||m,‖).

The following lemma shows that the fact that the problem is non-characteristic allows us to

control the full quantity Imλ,t(u) of solutions by its non-normal version I
m,‖
λ,t (u).

Lemma 2. Under the assumptions of Proposition 7, there exists a constant λ0 = λ0(K) such
that any regular solution u to (41) supported in E ∩ UΓ satisfies

Imλ,t(u) ≤ C(K0)
(
I
m,‖
λ,t (u) + |||u(0)|||m + S∗

λ,t(|||f(·)|||m)
)

for any λ ≥ λ0 and t ∈ [0, T ].
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Proof. Applying d(j,k,l) = ∂jt d
k
tand

l
nor with j + k + l ≤ m− 1 to the equations, we get

(51) u(j+1,k,l) +Atanu
(j,k+1,l) +Anoru

(j,k,l+1) = fj,k,l,

where

(52) fj,k,l = d(j,k,l)(f −Bu)− [d(j,k,l), Atan]dtanu− [d(j,k,l), Anor]dnoru.

Since we assumed that Anor is invertible, we can now use (51) to write

(53) |u(j,k,l+1)| ≤ C(K0)(|u(j+1,k,l)|+ |u(j,k+1,l)|+ |fj,k,l|),
from which we deduce

I0λ,t(u
(j,k,l+1)) ≤ C(K0)

(
I0λ,t(u

(j+1,k,l)) + I0λ,t(u
(j,k+1,l)) + I0λ,t(fj,k,l)

)
.

There is one less normal derivative on u in the right-hand side than in the left-hand one, so that
this relation can be used inductively to obtain

Imλ,t(u) ≤ C(K0)
(
I
m,‖
λ,t (u) +

∑

j+k+l≤m−1

I0λ,t(fj,k,l)
)
.

We now need the following property

(54) I0λ,t(ϕ) ≤ C
(
‖ϕ(0)‖L2 + S∗

λ,t(‖∂tϕ(·)‖L2)

for all smooth enough function ϕ defined on R+×E ; see Lemma 2.16 in [27] for a proof. Therefore,

I0λ,t(fj,k,l) ≤ C
(
‖fj,k,l(0)‖L2 + S∗

λ,t(‖∂tfj,k,l(·)‖L2)
)
.

Here, on one hand, by regarding (51) as an expression of fj,k,l we have

‖fj,k,l(0)‖L2 ≤ C(K0)|||u(0)|||m.
On the other hand, by the definition (52) of fj,k,l, we have also

‖∂tfj,k,l(t)‖L2 ≤ |||f(t)|||m,∗ + C(K)|||u(t)|||m.
Therefore, we obtain

Imλ,t(u) ≤ C(K0)
(
I
m,‖
λ,t (u) + |||u(0)|||m + S∗

λ,t(|||f(·)|||m)
)
+ C(K)S∗

λ,t(|||u(·)|||m).

We conclude by recalling that, from (30), we have S∗
λ,t(|||u(·)|||m) ≤ 1

λI
m
λ,t(u), so that the last

term in the above inequality can be absorbed into the left-hand side when λ is large enough
depending only on K. �

Owing to the lemma, it is enough to control the L2-norm of time and tangential derivatives of
the solution. For any α = (α0, α1) ∈ N

2, we write dα‖ = ∂α0
t d

α1
tan. Applying dα‖ to the equations

(49), we get

(55) ∂td
α
‖u+Atandtand

α
‖u+Anordnord

α
‖u+Bdα‖u = fα,

where

fα = dα‖ f − [dα‖ , Atan]dtanu− [dα‖ , Anor]dnoru− [dα‖ , B]u.

In particular, proceeding as in Lemma 1, we get
∑

|α|≤m

‖fα(t)‖L2 ≤ |||f(t)|||m,∗ + C(K)|||u(t)|||m.

Applying Proposition 6 to (55) and summing over all |α| ≤ m, we therefore obtain

I
m,‖
λ,t (u) +

(
1
α0
Em

bdry

)1/2 ≤C(K0)
(
|||u(0)|||m + S∗

λ,t(|||f(·)|||m) +
(

1
α0
Sm
data

)1/2)

+ C(K)S∗
λ,t(|||u(·)|||m) + C(K0)ν(λ

−1)Imλ,t(u).
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Lemma 2 allows us to replace I
m,‖
λ,t (u) with Imλ,t(u) in the left-hand side, and the last two terms

in the right-hand side can be absorbed for λ large enough into the left-hand side as in the proof
of Lemma 2. This concludes the proof. �

4.2.2. A priori energy estimates in a characteristic case. We proceed to consider the case where
the boundary is not necessarily non-characteristic and impose structural conditions on the equa-
tions. Since the lower order term B(t, x)u in (41) does not contribute to the main structure of
the equations in our analysis, we absorb the term in the right-hand side and consider in this
subsection the equations

(56) ∂tu+Aj(t, x)∂ju = f(t, x) in (0, T ) × E .
Multiplying a matrix Ã0(t, x) to this equation, we have

Ã0(t, x)∂tu+ Ãj(t, x)∂ju = f̃(t, x) in (0, T )× E ,
where Ãj = Ã0Aj (j = 1, 2) and f̃ = Ã0f . The corresponding boundary matrix is given by

Ãnor = NjÃj = Ã0Anor with Anor = NjAj , for which we impose the following assumptions.

Assumption 5. For any (t, x) ∈ (0, T ) × (E ∩ UΓ ), Ãnor(t, x) has eigenvalues λj(t, x) (j =
1, 2, . . . , n) with associated left eigenvectors lj(t, x), which satisfy the following properties:

(i) The last n2 eigenvalues λn1+j (j = 1, 2, . . . , n2) are positive or negative definite, where
n1 + n2 = n.

(ii) The left eigenvectors lj associated with the first n1 eigenvalues λj (j = 1, 2, . . . , n1) can
be written as

lj(t, x) = N1(x)qj,1(t, x) +N2(x)qj,2(t, x),

where R
n-valued functions qj,1 and qj,2 satisfy the relations

{
qTj,1(Ã1 − wj,1Ã0) = qTj,2(Ã2 −wj,2Ã0) = 0T,

qTj,1(Ã2 − wj,2Ã0) + qTj,2(Ã1 − wj,1Ã0) = 0T

for some R
2-valued functions wj = (wj,1, wj,2)

T for j = 1, 2, . . . , n1.

(iii) The n×n matrix L(t, x) defined by L = (ÃT
0 l1, . . . , Ã

T
0 ln1 , ln1+1, . . . , ln1+n2) is invertible

for any (t, x) ∈ (0, T ) × (E ∩ UΓ ).
(iv) We have N · wj ≤ 0 on (0, T ) × Γ for j = 1, 2, . . . , n1.

Remark 7. For j = 1, 2, . . . , n1 and k = 1, 2, wj,k(t, x) is necessarily an eigenvalue of the

matrix Ak(t, x) associated with a left eigenvector Ã0(t, x)
Tqj,k(t, x) if Ã0(t, x)

Tqj,k(t, x) 6= 0.
Particularly, we see that N · wj is an eigenvalue of the boundary matrix Anor.

Under these assumptions, we can define a generalized vorticity ω = (ω1, ω2, . . . , ωn1)
T by

(57) ωj = qTj,kÃ0∂ku

for j = 1, 2, . . . , n1, where we used Einstein’s convention on the index k. It follows from (56)
that this generalized vorticity ω satisfies the equations

(58) ∂tωj +wj · ∇ωj = Fj in (0, T ) × (E ∩ UΓ )

for j = 1, 2, . . . , n1, where

Fj = ((∂t + wj · ∇)(qTj,kÃ0))∂ku+ qTj,kÃ0(∂kf − (∂kAl)∂lu).

Example 5. The nonlinear shallow water equations (4) can be written as in the form (56) with
u = (ζ, vT)T and

Aj =

(
vj heTj
gej vjId2×2

)
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for j = 1, 2. By choosing Ã0 = Id3×3, the boundary matrix Ãnor = Anor is given by

(59) Anor =

(
N · v hNT

gN (N · v)Id2×2

)

and has eigenvalues λ1 = N ·v, λ2 = N ·v+√
gh, and λ3 = N ·v−√

gh. Under the subcriticality
condition

(60) inf
(t,x)∈(0,T )×E

(gh(t, x) − |v(t, x)|2) > 0,

the last two eigenvalues are positive and negative definite, respectively, so that we can choose
n1 = 1 and n2 = 2. A left eigenvector l1 associated to the first eigenvalue λ1 is given by
(0, (N⊥)T)T so that we have q1,1 = (0, eT2 )

T and q1,2 = −(0, eT1 )
T. Therefore, the corresponding

generalized vorticity is given by ω = qT1,k∂ku = ∇⊥ · v, which is nothing but the vorticity of
the velocity field v. This is the reason why we call ω as a generalized vorticity. Moreover, the
R
2-valued function w1 is now given by v, so that the condition (ii) in Assumption 5 is satisfied.

The left eigenvectors associated with the last two eigenvalues are given by l2 = (
√
gh, hNT)T

and l3 = (−
√
gh, hNT)T, so that we have detL = 2h

√
gh and that the condition (iii) is also

satisfied. Finally, the condition (iv) is reduced to N · v ≤ 0 on (0, T ) × Γ.

We put Q = (q1,1, q1,2, . . . , qn1,1, qn1,2) and W = (w1, . . . , wn1).

Assumption 6. There exist two constants 0 < K0 ≤ K such that the following conditions hold.

(i) ‖(λ−1
n1
, . . . , λ−1

n1+n2
)‖L∞((0,T )×(E∩UΓ ) ≤ K0.

(ii) ‖(Ã0, A1, A2, L, L
−1, Q)‖L∞((0,T )×(E∩UΓ ) ≤ K0.

(iii) ‖(Ã0, A1, A2, Q,W )‖W 1,∞((0,T )×(E∩UΓ ) ≤ K.

Lemma 3. Suppose that Assumptions 5 and 6 are satisfied. Then, any regular solution u to
(56) supported in E ∩ UΓ satisfies

Iλ,t(‖dnoru(·)‖L2) ≤ C(K0)
(
|||u(0)|||1 + Iλ,t(‖d‖u(·)‖L2)

)
+ C(K)S∗

λ,t(|||f(·)|||1)
for any λ ≥ λ0(K) and t ∈ [0, T ].

Proof. Since u is supported in E ∩UΓ , we can rewrite the equation under the form Ãnordnoru =

Ã0(f − ∂tu − Atandtanu). Taking the scalar product of this equation with the last n2 left

eigenvectors lj , we have lj · dnoru = λ−1
j lj · Ã0(f − ∂tu−Atandtanu), which yields

|lj · dnoru| ≤ C(K0)(|f |+ |d‖u|) for n1 + 1 ≤ j ≤ n1 + n2.

By the definition (57) of the generalized vorticity ω, we have ωj = lj · Ã0dnoru + |T |−2Tkqj,k ·
Ã0dtanu, which yields

|ÃT
0 lj · dnoru| ≤ C(K0)(|ωj |+ |dtanu|) for 1 ≤ j ≤ n1.

Since L = (ÃT
0 l1, . . . , Ã

T
0 ln1 , ln1+1, . . . , ln1+n2) is invertible, these two estimates imply

(61) Iλ,t(‖dnoru(·)‖L2) ≤ C(K0)
(
Iλ,t(‖f(·)‖L2) + Iλ,t(‖ω(·)‖L2) + Iλ,t(‖d‖u(·)‖L2)

)
.

We proceed to evaluate the generalized vorticity ω. Since ωj satisfies (58), we see that

d

dt

{
e−2λt‖ωj(t)‖2L2

}
+ 2λe−2λt‖ωj(t)‖2L2

= 2e−2λt(ωj(t), 2Fj(t) + (∇ · wj)ωj)L2 + e−2λt

∫

Γ

(N · wj)ω
2
j .

In view of (iv) in Assumption 5, we can drop the last integral on Γ . Therefore, by similar
calculations to the proof of Proposition 4 we obtain

(62) Iλ,t(‖ωj(·)‖L2) ≤ C(‖ωj(0)‖L2 + S∗
λ,t(‖Fj(·)‖L2).
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Here, we see that ‖ωj(0)‖L2 ≤ C(K0)‖u(0)‖H1 and that

S∗
λ,t(‖Fj(·)‖L2) ≤ C(K)

(
S∗
λ,t(‖∇f(·)‖L2) + S∗

λ,t(‖∇u(·)‖L2)
)

≤ C(K)S∗
λ,t(|||f(·)|||1)

+ λ−1C(K)
(
Iλ,t(‖dtanu(·)‖L2) + Iλ,t(‖dnoru(·)‖L2)

)
.

Moreover, by (54) we see also that

Iλ,t(‖f(·)‖L2) ≤ C
(
‖f(0)‖L2 + S∗

λ,t(‖∂tf(·)‖L2)
)

≤ C
(
|||u(0)|||1 + Sλ,t(|||f(·)|||1)

)
.

These estimates together with (61) and (62) give the desired estimate. �

Proposition 8. Let m be a non-negative integer. Suppose that Assumptions 2, 3, 5, and 6 are
satisfied and that the constants K0 and K in Assumptions 3 and 6 are taken such that β0

α0
≤ K0

and β1

α0
≤ K, where the constants α0, β0, and β1 are those in Assumption 2. Then, any regular

solution u to (41) supported in E ∩ UΓ and with a boundary term that is weakly dissipative of
order m in the sense of Definition 3 satisfies

Iλ,t(|||u(t)|||m)2 + 1
α0
Em

bdry(t) ≤ C(K0)
(
|||u(0)|||2m + S∗

λ,t

(
|||f(·)|||m

)2
+ 1

α0
Sm
data(t)

)

for any λ ≥ λ0(K) and t ∈ [0, T ], where λ0(K) depends also on ν.

Proof. Thanks to Lemma 3, the proof is almost the same as that of Proposition 7 so that

we point out only the place where we need modifications. Applying d(j,k,l) = ∂jt d
k
tand

l
nor with

j + k + l ≤ m− 1 to the equations, we get

∂tu
(j,k,l) +A1∂1u

(j,k,l) +A2∂2u
(j,k,l) = fj,k,l,

where fj,k,l is given by (52). By Lemma 3, we obtain

Iλ,t(‖u(j,k,l+1)(·)‖L2) ≤ C(K0)
(
|||u(j,k,l)(0)|||1 + Iλ,t(‖d‖u(j,k,l)(·)‖L2

)

+ C(K)S∗
λ,t(|||fj,k,l(·)|||1).

Here, we have |||fj,k,l(t)|||1 ≤ C(K)(|||f(t)|||m + |||u(t)|||m), so that by using the above estimate
inductively, we obtain

Imλ,t(u) ≤ C(K0)(|||u(0)|||m + I
m,‖
λ,t (u)) + C(K)S∗

λ,t(|||f(·)|||m) + λ−1C(K)Imλ,t(u).

Here, the last term can be absorbed in the left-hand side if we take λ sufficiently large. Once
we obtain such an estimate, the rest of the proof is the same as that of Proposition 7. �

4.3. A priori energy estimates in the general case. Combining the results of Propositions
5 and 7, we show that one can remove the assumption that u is compactly supported in E ∩UΓ

in Proposition 7.

Theorem 1. Let m be a non-negative integer. Suppose that Assumptions 2–4 are satisfied and
that the constants K0 and K in Assumptions 3 and 4 are taken such that β0

α0
and β1

α0
≤ K, where

the constants α0, β0, and β1 are those in Assumption 2. Then, any regular solution u to (41)
with a boundary term that is weakly dissipative of order m in the sense of Definition 3 satisfies

Iλ,t(|||u(t)|||m)2 + 1
α0
Em

bdry(t) ≤ C(K0)
(
|||u(0)|||2m + S∗

λ,t

(
|||f(·)|||m

)2
+ 1

α0
Sm
data(t)

)

for any λ ≥ λ0(K) and t ∈ [0, T ], where λ0(K) depends also on ν in Definition 3.
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Proof. Let χb be the smooth cutoff function supported in UΓ defined in (24). We can decompose
u as u = u1 + u2 with u1 = χbu and u2 = (1− χb)u. Then, we have

∂tuℓ +Aj∂juℓ +Buℓ = fℓ (ℓ = 1, 2),

where

f1 = χbf + (∂jχb)Aju and f2 = (1− χb)f − (∂jχb)Aju.

We can therefore apply Proposition 7 to u1 and Proposition 5 to u2, which of course has exactly
the same weak dissipativity properties as u, and deduce by adding the two energy estimates and
using the triangular inequality that

Iλ,t(|||u(t)|||m)2 + 1
α0
Em

bdry(t)

≤ C(K0)
(
|||u(0)|||2m + S∗

λ,t(|||f(·)|||m)2 + 1
α0
Sm
data(t) + S∗

λ,t(|||u(·)|||m)2
)
.

The term S∗
λ,t

(
|||u(·)|||m

)2
in the right-hand side, which comes from the terms involving deriva-

tives of χ in f1 and f2, can be absorbed into the left-hand side for λ large enough, which yields
the desired result. �

Similarly, combining the results of Propositions 5 and 8, we show that one can remove the
assumption that u is compactly supported in E ∩ UΓ in Proposition 8. Since the proof is the
same as that of Theorem 1, we omit it.

Theorem 2. Let m be a non-negative integer. Assumptions 2, 3, 5, and 6 are satisfied and that
the constants K0 and K in Assumptions 3 and 6 are taken such that β0

α0
≤ K0 and β1

α0
≤ K,

where the constants α0, β0, and β1 are those in Assumption 2. Then, any regular solution u
to (41) with a boundary term that is weakly dissipative of order m in the sense of Definition 3
satisfies

Iλ,t(|||u(t)|||m)2 + 1
α0
Em

bdry(t) ≤ C(K0)
(
|||u(0)|||2m + S∗

λ,t

(
|||f(·)|||m

)2
+ 1

α0
Sm
data(t)

)

for any λ ≥ λ0(K) and t ∈ [0, T ], where λ0(K) depends also on ν in Definition 3.

5. A priori estimates for the nonlinear wave-structure interaction problem

The goal of this section is to derive a priori estimate for solutions u = (ζ, vT)T to the non-
linear wave-structure interaction problem (15)–(18). We remark that (15) forms a hyperbolic
quasilinear system of the form considered in the previous section, that is, u solves

∂tu+Aj(u)∂ju = 0 in (0, T ) × E ,
where the matrices Aj(u) (j = 1, 2) are defined by

Aj(u) =

(
vj heTj
gej vjId2×2

)

with h = H0 + ζ. There is a conservation of energy for (15)–(18) from which a control of the
L2-norm of u can be deduced. In order to derive higher order energy estimates for solutions to
(15)–(18), we consider the system satisfied by derivatives of u, which is a linearized system of
the form

(63) ∂tu̇+Aj(u)∂j u̇ = f in (0, T )× E ,
for which an obvious Friedrichs symmetrizer in the sense of Assumption 2 is given by S(u) =
diag(g, h, h). Of course, u̇ should also satisfy a linearization of the boundary conditions (17)–
(18). The natural strategy is to prove that solutions to (63) subject to these linearized boundary
conditions satisfy the weak dissipativity properties introduced in Section 4, so that a control of
u̇ is granted by Theorem 1. There are however at least two obstructions.
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The first obstruction is related to the boundary matrix Anor given by (59). As explained in

Example 5, the eigenvalues of this matrix are N ·v, N ·v+
√
gh, and N ·v−

√
gh. While the last

two eigenvalues are positive and negative, respectively, under the subcriticality condition (60),
the first one may vanish and even change the sign. This is known to be a very delicate situation
for the study of initial boundary value problem to the hyperbolic system. Classical results based
on the construction of Kreiss symmetrizers cannot be applied and there is no general theory
covering such situations; see [48, 41] as well as Chapter 9 of [5]. Here, the boundary term (46)
associated with the Friedrichs symmetrizer S(u) = diag(g, h, h) is given by

B[u] = (N · v)
(
gζ2 + h|v|2 + 2ghζ

)
,

and it does not seem to satisfy any dissipative property, even in the weak sense of Definition 2.
The second obstruction to the use of the results of Section 4 is that the non-characteristic

property of Assumption 4 is obviously not satisfied.
We proceed in several steps to bypass these obstructions. Firstly, we use in Section 5.1 the

irrotationality condition (16) to transform the problem (15)–(18), for which the boundary matrix
has an eigenvalue of indefinite sign, into another problem in which the eigenvalue of indefinite
sign is replaced with 0. For this new formulation, the second boundary condition in (17) is also
removed. In Section 5.2, we prove that the nonlinear system conserves an energy that controls
the L2-norm of the solution. As explained above, it is necessary, for higher-order estimates, to
linearize the equations. To this end we use a non-standard linearization process and a change of
unknowns that exploit the structure of the system and greatly simplify the boundary conditions.
Such a linearization is explained first in Section 5.3 on a toy problem, and then in Section 5.4
on the original equations to the nonlinear wave-structure interaction problem. We then derive
in Section 5.5 L2-energy estimates for this linear system; the main step is to prove that the
boundary conditions are weakly dissipative in the sense of Definition 2. Higher order estimates
are then provided in Section 5.6. The main difficulty there is that the problem does not possess
the non-characteristic property in Assumption 4. However, we check that it satisfies properties
in Assumption 5 so that one can introduce a generalized vorticity to obtain higher order energy
estimates. The nonlinear estimate can then be established in Section 5.7.

5.1. An equivalent formulation. Remarking that

(64) ∇
(
1
2 |v|2

)
= (v · ∇)v − (∇⊥ · v)v⊥,

we see that solutions u = (ζ, vT)T to (15)–(18) satisfying the irrotational condition ∇⊥ · v = 0
also solve the following system of equations

(65)

{
∂tζ +∇ · (hv) = 0 in (0, T )× E ,
∂tv +∇

(
gζ + 1

2 |v|2
)
= 0 in (0, T )× E ,

and boundary conditions

(66) N · (hv) = Λψi on (0, T )× Γ ,

where ψi is found by solving the forced ODE

(67) ∂tψi = −gζ − 1
2 |v|2 on (0, T ) × Γ .

The main difference between (15)–(18) and (65)–(67) is that the boundary condition on N⊥ · v
imposed in (17) is no longer present in (66). The following proposition shows that, for initial
data with an irrotational velocity, the initial boundary value problem associated with (15)–(18)
is equivalent to the one associated with (65)–(67). From now on, we will therefore work with
the latter. We impose the initial conditions of the form

(68)

{
(ζ, v)|t=0

= (ζ in, vin) in E ,
ψi|t=0

= ψin
i on Γ .
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Proposition 9. Let (ζ in, φin) be smooth functions defined on E and put vin = ∇φin, hin =
H0 + ζ in, and ψin

i = φin|Γ . If the compatibility condition

N · (hinvin) = Λψin
i on Γ

holds, then (ζ, v, ψi) solves (15)–(18) and (68) if and only if it solves (65)–(67) and (68). More-

over, we have v = ∇φ with φ = φin −
∫ t
0 (gζ +

1
2 |v|2)dt′ and ψi = φ|Γ .

Proof. Let us prove first that solutions to (65)–(67) and (68) also solve (15)–(18) for initial
data as in the statement of the proposition; in particular, ∇⊥ · vin = 0. The irrotationality is
obviously conserved by the flow so that (16) is satisfied. Moreover, (64) shows that (15) is also
satisfied. It remains to show that the second boundary condition in (17) is satisfied, namely,
that T · v = dtanψi on Γ . Multiplying the second equation in (65) by T and using (67), we get
that ∂t(T · v − dtanψi) = 0 on Γ . Since T · vin − dtanψ

in
i = 0, this implies that T · v = dtanψi on

Γ for all times. The reverse implication follows directly from (64). Finally, the last assertion
of the proposition follows from the observation that writing the second equation in (65) in an
integral form and using the fact that vin = ∇φin yields

v = ∇
(
φin −

∫ t

0
(gζ + 1

2 |v|2)dt′
)
.

Moreover, φin|Γ = ψin
i and ∂t(φ|Γ ) = ∂tψi, so that φ|Γ = ψi for all times. �

5.2. Energy conservation. We show here that the total energy of the fluid

Efluid =
1

2

∫

E
gζ2 +

1

2

∫

E
h|v|2 + 1

2

∫

Γ

ψiΛψi

is preserved by the flow. This is not surprising since the above expression is a reformulation
of the fluid energy considered in Section 2.2; we have actually Efluid = 1

ρEfluid so that Efluid is

not an energy in physical units. It is however instructive to derive this property directly from
(65)–(67) since the last term can be understood as a boundary energy, closely related to the
notion of weak dissipativity introduced in Definition 2.

Proposition 10. Assume that u = (ζ, vT)T and ψi form a regular solution to (65)–(67) for
some T > 0. Then for any t ∈ [0, T ], we have

Efluid(t) = Efluid(0).

Proof. We can check that the modified nonlinear shallow water equations (65) satisfy the same
conservation of the local energy as the standard nonlinear shallow water equations, that is,

∂te+∇ · F = 0 in (0, T ) × E
with e = 1

2gζ
2 + 1

2h|v|2 and F =
(
gζ + 1

2 |v|2
)
hv. We therefore have

d

dt

(∫

E
e+

1

2

∫

Γ

ψiΛψi

)
= −

∫

E
∇ · F+

∫

Γ

(∂tψi)Λψi

=

∫

Γ

(gζ + 1
2 |v|2)(N · (hv)) −

∫

Γ

(gζ + 1
2 |v|2)Λψi,

where we used (67) to derive the second identity. Using (66), the right-hand side vanishes, which
proves the result. �

If the water height is bounded from below by a positive constant, Proposition 10 furnishes a
control of the L2(E)-norm of ζ and v, and also, with the help of Proposition 3, of the H−1/2(Γ )-
norm of dtanψi. In order to get some control on the derivatives of these quantities, it is necessary
to study the linearization of (65)–(67). Since this linearization process is not the standard one,
we discuss it first on a simpler toy problem.
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5.3. Transformation of the linearized equations for a toy problem. Let us consider a
system of equations of the form

(69) ∂tu+ ∂jFj(u) = 0 in (0, T )× E ,
where u and the smooth mappings Fj (j = 1, 2) take their values in R

n. Denoting Fnor(u) =
NjFj(u) ∈ R

n, we consider nonlinear boundary conditions of the form

(70) MFnor(u) = 0 on (0, T ) × Γ ,

where M is a p×n matrix with constant entries. The system (69) can be put under quasilinear
form

(71) ∂tu+Aj(u)∂ju = 0 in (0, T ) × E ,
where Aj(u) = duFj(u). Therefore, a standard linearized system around the state u is given by

(72) ∂tu̇+Aj(u)∂j u̇ = f in (0, T )× E ,
with boundary conditions

(73) MAnoru̇ = g on (0, T )× Γ ,

where Anor = NjAj(u) and f and g are source terms typically accounting for the presence
of commutators. If solutions to (72) subject to the boundary condition (73) satisfy, for some
Friedrichs symmetrizer S(u), the weak dissipativity property introduced in Definition 2, then
the energy estimates in Proposition 6 hold and furnish some control on u̇ and therefore on the
time and tangential derivatives of the solution u to the nonlinear problem.

Alternatively, we could apply χbd‖ to the conservative form (69) of the equations, leading to
a linear system of the form

(74) ∂tu̇+ ∂j(Aj(u)u̇) = f in (0, T )× E ,
where f is different from that in (72). This formulation can be written

∂tu̇+Aj(u)∂j u̇+B(u, ∂xu)u̇ = f in (0, T )× E ,
where B(u, ∂xu) = ∂j(Aj(u)); the linearized boundary condition is still given by (73). This
problem falls into the category (41) considered in Section 4, but the form of the matrix B
induces a loss of one space derivative in the dependence on u in the energy estimates. This is
the reason why the linearization (72) is generally preferred to (74). However, when the matrices
Aj satisfy the following assumption, the linearization (74) would be convenient.

Assumption 7. Let Ω ⊂ R
n an open set, which represents a phase space of u. Suppose that for

all u ∈ Ω, there exists a positive definite matrix Σ(u) and two constant symmetric matrices G1

and G2 such that Aj(u) = GjΣ(u) holds for j = 1, 2.

If the assumption is satisfied, then we can rewrite (74) under the form

∂tu̇+ ∂j(GjΣ(u)u̇) = f in (0, T ) × E
with boundary conditions

MNjGjΣ(u)u̇ = g on (0, T )× Γ .

Introducing qu = Σ(u)u̇, the system (69)–(70) is therefore equivalent to

(75) ∂tqu+Σ(u)Gj∂jqu+B(u, ∂tu)qu = Σ(u)f in (0, T ) × E ,
where B(u, ∂tu) = Σ(u)∂t(Σ(u)

−1), and linear boundary conditions

(76) MGnorqu = g on (0, T )× Γ ,

where Gnor = NjGj . The system (75) is obviously symmetrizable in the sense that Assumption
2 is satisfied by choosing S(u) = Σ(u)−1 as symmetrizer; in order to use Proposition 6 to derive
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an energy estimate on qu, we just have to check the necessary assumptions. In particular, we
must check whether the boundary term B[qu] = Gnorqu · qu associated with this symmetrizer is
weakly dissipative in the sense of Definition 3 for solutions qu to (75) that satisfy the boundary
conditions (76).

In the next section, we adapt this strategy to (65)–(67) whose boundary condition is more
complicated than (73); the fact that such a weak dissipativity property is satisfied will then be
addressed in Section 5.5.

5.4. Transformation of the linearized equations for the wave-structure interaction

problem. The nonlinear shallow water equations (65) are written in the conservative form (69),
that is,

(77) ∂tu+ ∂jFj(u) = 0 in (0, T )× E ,
where Fj(u)

T =
(
hvj, (gζ +

1
2 |v|2)eTj

)
for j = 1, 2. The boundary conditions (66)–(67) are not

exactly under the form (70) but can be seen as a nonlocal, in time and space, generalization of
it. They can indeed be written as

(78)

{
Fnor(u)

I − Λψi = 0 on (0, T )× Γ ,

∂tψi +N · Fnor(u)
II = 0 on (0, T )× Γ .

Here and in what follows, we use the notation uI = u1 and u
II = (u2, u3)

T for u = (u1, u2, u3)
T ∈

R
3. Applying χbd‖ to these equations with d‖ = ∂t or dtan and χb as in (24), we find that

u̇ = χbd‖u and ψ̇i = d‖ψi solve

(79) ∂tu̇+ ∂j(Aj(u)u̇) = ḟ in (0, T )× E
with boundary conditions

(80)

{
(Anoru̇)

I − Λψ̇i = g1 on (0, T )× Γ ,

∂tψ̇i +N · (Anoru̇)
II = g2 on (0, T )× Γ ,

where Aj(u) = duFj(u), Anor = NjAj(u), and

(81) ḟ = −[χbd‖, ∂j ]Fj(u), g1 = [d‖,Λ]ψi, and g2 = −(d‖N) · Fnor(u)
II.

In the following argument, we will always assume that the flow is subcritical so that we impose
the following assumption on u = (ζ, vT)T.

Assumption 8. There exists a positive constant c0 such that for any (t, x) ∈ (0, T )×E we have

gh(t, x)− |v(t, x)|2 ≥ c0,

where h = H0 + ζ with a positive constant H0.

The following proposition provides a convenient reformulation of the problem (79)–(80).

Proposition 11. Let T > 0 and suppose that Assumptions 1 and 8 are satisfied. Let us also
define the matrices Gj (j = 1, 2) and Σ(u) as

(82) Gj =

(
0 eTj
ej 02×2

)
and Σ(u) =

(
g vT

v hId2×2

)
.

Then, Σ(u) is invertible on (0, T ) × E and that u̇ is a regular solution of (79)–(80) if and only

qu := Σ(u)u̇ and qψi := ψ̇i solve

(83) ∂tqu+Σ(u)Gj∂jqu+B(u, ∂tu)qu = Σ(u)ḟ in (0, T )× E ,
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where B(u, ∂tu) = Σ(u)∂t(Σ(u)
−1), and boundary conditions

(84)

{
N · quII − Λ qψi = g1 on (0, T )× Γ ,

∂t qψi + quI = g2 on (0, T )× Γ .

Proof. The assumption made on u ensures that Σ(u) is invertible. The result follows from a
straightforward adaptation of the procedure described in the previous section after remarking
that Aj(u) = duFj(u) (j = 1, 2) satisfy Assumption 7, that is,

(85) Aj(u) =

(
vj heTj
gej ej ⊗ v

)
= GjΣ(u).

�

5.5. L2-estimates for the transformed linearized equations. We are interested here in
the analysis of the transformed linearized equations (83) under the boundary conditions (84), as
provided by Proposition 11. Since the lower order term B(u, ∂tu)qu in the transformed equations
does not contribute to the main structure of the system in our analysis, we absorb the term in
the right-hand side and consider in this and the following subsections the equations

(86) ∂tqu+Σ(u)Gj∂jqu = Σ(u)ḟ in (0, T ) × E ,
under the boundary conditions

(87)

{
N · quII − Λ qψi = g1 on (0, T )× Γ ,

∂tψi + quI = g2 on (0, T )× Γ .

If u ∈ L∞((0, T ) × E) satisfies Assumption 8, the matrix

(88) S(u) = Σ(u)−1 =
1

gh− |v|2
(

h −vT
−v gId2×2 − 1

hv
⊥ ⊗ v⊥

)

furnishes a Friedrichs symmetrizer in the sense of Assumption 2 for (86). The corresponding
boundary term (46) is given by

(89) B[qu] = Gnorqu · qu = 2quI(N · quII).

We could obtain an L2 energy estimate for qu from Proposition 6 if we could control this boundary
term by proving that solutions satisfying the boundary conditions (87) are weakly dissipative in
the sense of Definition 2 and for the choice (88) of symmetrizer. This is done in the following
proposition. We recall that the functional spaces we use are defined in Section 3.3.

Proposition 12. Let u, ∂tu ∈ L∞((0, T )×E) and suppose that Assumptions 1 and 8 are satisfied.
Let also 0 < c < C be the constants in Proposition 3 and g̃1 an extension of g1 to (0, T )×E so that

g̃1|Γ = g1. Then, for any regular solution (qu, qψi) of (86)–(87), the boundary term (89) is weakly

dissipative in the sense of Definition 2, that is, there exists λ0 = λ0
(

1
c0
, ‖(u, ∂tu)‖L∞((0,T )×E)

)

such that for any λ ≥ λ0 and any t ∈ [0, T ] we have

2

∫ t

0
e−2λt′

(∫

Γ

quI(N · quII)

)
dt′ ≤ −Ebdry(t) + Sdata(t) +

α0

8
Iλ,t(‖qu(·)‖L2)2

with

Ebdry(t) = c
(
e−2λt|dtan qψi(t)|2H−1/2(Γ )

+ λ|dtan qψi|2L2
λ,tH

−1/2(Γ )

)
,

Sdata(t) = C0

(
|dtan qψi(0)|2H−1/2(Γ )

+ ‖g̃1(0)‖2L2(E)

+ S∗
λ,t(‖ḟ(·)‖L2(E))

2 + S∗
λ,t(|||g̃1(·)|||1)2 + λ−1|dtang2|2L2

λ,tH
−1/2(Γ )

)
,

where C0 = C0

(
1
c0
, 1
c
,C, ‖u‖L∞((0,T )×E)

)
.
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Proof. Throughout the proof, we use the fact that under the choice of the symmetrizer S(u)
given in (88), the positive constants α0 and β0 in Assumption 2 can be taken so that 1

α0
, β0 ≤

C
(
1
c0
, ‖u‖L∞((0,T )×E)

)
. We also use the notation

Eint(ψi) =
1

2

∫

Γ

ψiΛψi.

Recalling that quI = −∂t qψi + g2 and that N · quII = Λ qψi + g1, we have

2

∫ t

0
e−2λt′

(∫

Γ

quI(N · quII)

)
dt′ = −2

∫ t

0
e−2λt′(∂t qψi,Λ qψi)L2(Γ )dt

′

+ 2

∫ t

0
e−2λt′(Λ qψi, g2)L2(Γ )dt

′ + 2

∫ t

0
e−2λt′(g1, quI)L2(Γ )dt

′

=: B1 +B2 +B3.

Let us evaluate separately each integrals B1, B2, and B3.
– Analysis of B1. From the symmetry of the Dirichlet-to-Neumann map Λ, we get directly

B1 = −2

∫ t

0
e−2λt′ d

dt′
Eint( qψi(t

′))dt′

= −2

(
e−2λtEint( qψi(t)) + 2λ

∫ t

0
e−2λt′Eint( qψi(t

′))dt′
)
+ 2Eint( qψi(0)).

Here, by Proposition 3 we have

(90) c|dtanψi|2H−1/2(Γ )
≤ 2Eint(ψi) ≤ C|dtanψi|2H−1/2(Γ )

.

Therefore, we obtain

(91) B1 ≤ −c
(
e−2λt|dtan qψi(t)|2H−1/2(Γ )

+ 2λ|dtan qψi|2L2
λ,tH

−1/2(Γ )

)
+ C|dtan qψi(0)|2H−1/2(Γ )

.

– Analysis of B2. Since the Dirichlet-to-Neumann map Λ is symmetric and positive in L2(Γ ),
we can apply the Cauchy–Schwarz inequality and (90) to obtain

|B2| ≤ 2

∫ t

0
e−2λt′Eint( qψi(t

′))1/2Eint(g2(t
′))1/2dt′

≤ 2C|dtan qψi|L2
λ,tH

−1/2(Γ )|dtang2|L2
λ,tH

−1/2(Γ ),

so that, using Young’s inequality we get

(92) |B2| ≤ cλ|dtan qψi|2L2
λ,tH

−1/2(Γ )
+ (cλ)−1C2|dtang2|2L2

λ,tH
−1/2(Γ )

.

– Analysis of B3. We note the identity quI = (0, NT)T ·Gnorqu, so that we have

g1quI = ϕ ·Gnorqu = Nj(ϕ ·Gjqu)

with ϕ = (0, χbg̃1N
T)T. We note also that the transformed linearized equations (86) can be

written as

∂t(S(u)qu) +Gj∂jqu = qf in (0, T ) × E ,
where qf = ḟ − (∂tS(u))qu. Therefore, we see that

(g1, qu
I)L2(Γ ) = −

∫

E
∂j(ϕ ·Gjqu)

=
d

dt

∫

E
S(u)ϕ · qu−

∫

E
{(∂tϕ+Gj∂jϕ) · qu+ ϕ · qf},



36 TATSUO IGUCHI AND DAVID LANNES

so that

B3 = 2e−2λt(S(u(t))ϕ(t), qu(t))L2(E) − 2(S(u(0))ϕ(0), qu(0))L2(E)

+ 4λ

∫ t

0
e2λt

′

(S(u)ϕ, qu)L2(E)dt
′

− 2

∫ t

0
e−2λt′{(S(u)∂tϕ+Gj∂jϕ, qu)L2(E) + (ϕ, qf)L2(E)}dt′.

This implies that

|B3| ≤ 4β0Iλ,t(‖ϕ(·)‖L2 )Iλ,t(‖qu(·)‖L2)

+ 2(β0 + 1)Iλ,t(‖qu(·)‖L2)S∗
λ,t(|||ϕ(·)|||1) + 2Iλ,t(‖ϕ(·)‖L2)S∗

λ,t(‖ qf(·)‖L2).

Here, it follows from (54) that Iλ,t(‖ϕ(·)‖L2) . ‖ϕ(0)‖L2 + S∗
λ,t(|||ϕ(·)|||1), so that by the defi-

nition of ϕ we easily have ‖ϕ(0)‖L2 . ‖g̃1(0)‖L2 and |||ϕ(t)|||1 . |||g̃1(t)|||1. Moreover, we have

‖ qf(t)‖L2 ≤ ‖ḟ(t)‖L2 + β1‖qu(t)‖L2 with β1 = ‖∂tS(u)‖L∞((0,T )×E), so that

(93) |B3| ≤
(
α0

16
+
β21
λ2

)
Iλ,t(‖qu(·)‖L2)2 + C0

(
‖g̃1(0)‖2L2 + S∗

λ,t(|||g̃1(·)|||1)2 + S∗
λ,t(‖ḟ(·)‖L2)2

)
,

where C0 = C0

(
1
α0
, β0

)
. Here, we note that β1 ≤ C

(
1
c0
, ‖(u, ∂tu)‖L∞((0,T )×E)

)
.

Gathering the estimates provided by (91), (92), and (93), and taking λ0 > 0 so large that
β21 ≤ α0

16λ
2
0 holds, we get the result stated in the proposition. �

From Proposition 6, we deduce directly the following corollary that provides an energy esti-
mate for the solution of the linearized equations (86)–(87).

Corollary 1. Under the assumptions of Proposition 12, there exists a positive constant λ0 =

λ0
(

1
c0
, ‖(u, ∂tu)‖L∞((0,T )×E)

)
such that for any regular solution (qu, qψi) of (86)–(87) we have the

energy estimate

Iλ,t(‖qu(·)‖L2)2 + Iλ,t(|dtan qψi(·)|H−1/2)2

≤ C0

(
‖qu(0)‖2L2 + |dtan qψi(0)|2H−1/2 + ‖g̃1(0)‖2L2

+ S∗
λ,t(‖ḟ(·)‖L2)2 + S∗

λ,t(|||g̃1(·)|||1)2 + λ−1|dtang2|2L2
λ,tH

−1/2

)
.

for any λ ≥ λ0 and any t ∈ [0, T ], where C0 = C0

(
1
c0
, 1
c
,C, ‖u‖L∞((0,T )×E)

)
.

Proof. We note that the transformed linearized equations (86) have the form (41) with Aj =
Σ(u)Gj for j = 1, 2 and B = 03×3, so that in view of the choice of the symmetrizer S(u) given
by (88), we have ∂tS + ∂j(SAj) − 2SB = ∂tS. Therefore, the constant β1 in Assumption 2
can be taken so that β1 ≤ ‖∂tS(u)‖L∞((0,T )×E) ≤ C

(
1
c0
, ‖(u, ∂tu)‖L∞((0,T )×E)

)
. From Proposi-

tions 6 and 12, we get the estimate with Iλ,t(|dtan qψi(·)|H−1/2)2 in the left-hand side replaced by

Ĩλ,t(|dtan qψi(·)|H−1/2)2, where Ĩλ,t(·) was defined in (43). Proceeding as in the proof of Proposition
4, we obtain the desired estimate. �

5.6. Higher order estimates for the transformed linearized equations. We showed in
the previous section that solutions to (86)–(87) satisfy the weak dissipativity property of Def-
inition 2, and deduced in Corollary 1 an L2-based a priori energy estimate for such solutions.
Following the general approach developed in Section 4, the derivation of higher order energy
estimates requires that solutions to (86)–(87) satisfy a higher order dissipativity property, in
the sense of Definition 3. Such a property is established in the following proposition. We refer
to (33), (34), and (35) for the definition of Lp

λ,tH
s(Γ ), Lp

λ,tH
s
(m)(Γ ), and |g(t)|Hs

(m)
. We also
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recall that |||qu(t)|||m,‖ was defined in (32) and that the constants c and C were introduced in

Proposition 3.

Proposition 13. Let m be a non-negative integer and assume that Assumptions 1 and 8 are
satisfied. Assume also that u ∈ W

m
T ∩ W

2,p
T for some p ∈ (2,∞) and take two constants 0 <

K0 ≤ K such that {
1
c0
, 1
c
,C, ‖u‖L∞((0,T )×E) ≤ K0,

K0, ‖u‖Wm
T ∩W2,p

T
≤ K.

Then, for any regular solution (qu, qψi) of (86)–(87) supported in E ∩UΓ , the boundary term (89)
is weakly dissipative of order m in the sense of Definition 3, that is, for any α = (α0, α1) ∈ N

2

satisfying |α| ≤ m and any λ ≥ λ0(K) it holds that

2

∫ t

0
e−2λt′

(∫

Γ

(dα‖ qu)I(N · (dα‖ qu)II)

)
dt′

≤ −Ebdry,α(t) + Sdata,α(t) +
α0

8
Iλ,t(‖dα‖ qu(·)‖L2)2 + C(K)λ−2Iλ,t(|||qu(·)|||m)2

with

Ebdry,α(t) =
1
2c
(
e−2λt|dα‖ dtan qψi(t)|2H−1/2 + λ|dα‖ dtan qψi|2L2

λ,tH
−1/2

)
,

Sdata,α(t) = C(K0)
(
‖[dα‖ , N ] · quII(0)‖2L2 + |dα‖ dtan qψi(0)|2H−1/2 + |dα‖ g1(0)|2H−1/2

+ S∗
λ,t(‖dα‖ ḟ(·)‖L2)2 + S∗

λ,t(|dα‖ g1(·)|H−1/2
(1)

)2 + λ−1|dα‖ dtang2|2L2
λ,tH

−1/2

)
.

Proof. Applying dα‖ with |α| ≤ m to the transformed linearized problem (86)–(87) we see that

qu(α) := dα‖ qu and qψ
(α)
i := dα‖

qψi solves

(94) ∂tqu
(α) +Σ(u)Gj∂jqu(α) = Σ(u)ḟ (α) in (0, T )× (E ∩ UΓ )

with boundary conditions

(95)

{
N · (qu(α))II − Λ qψ

(α)
i = g

(α)
1 on (0, T ) × Γ ,

∂t qψ
(α)
i + (qu(α))I = dα‖ g2 on (0, T ) × Γ ,

where

ḟ (α) = dα‖ ḟ − [dα‖ , S(u)]∂tqu,

g
(α)
1 = (dα‖ g1 + [dα‖ ,Λ]ψi) + (−[dα‖ , N ] · quII)

=: g
(α)
1,1 + g

(α)
1,2 .

The problem (94)–(95) has the same structure as (86)–(87), and we can therefore apply Proposi-

tion 12 with qu replaced by qu(α), ḟ by ḟ (α), etc. The result follows therefore from the proposition
and the following estimates.

– Estimate of |||g̃(α)1 (t)|||1, where g̃
(α)
1 is an extension of g

(α)
1 to (0, T )×E so that g̃

(α)
1 |Γ = g

(α)
1 .

This extension is taken as g̃
(α)
1 = g̃

(α)
1,1 + g̃

(α)
1,2 with g̃

(α)
1,1 = (g

(α)
1,1 )

ext and g̃
(α)
1,2 = −[dα‖ , N ] ·quII, where

(·)ext is the extension constructed in Proposition 2. Therefore, it follows from Proposition 3 that

|||g̃(α)1,1 |||1 . |g(α)1,1 |H1/2 + |∂tg(α)1,1 |H−1/2

≤ |dα‖ g1|H1/2 + |∂tdα‖ g1|H−1/2 + |[dα‖ ,Λ] qψi|H1/2 + |[dα‖ ,Λ]∂t qψi|H−1/2

. |dα‖ g1|H−1/2
(1)

+

{
0 if α1 = 0,

|dtan∂α0
t

qψi|Hα1−1/2 + |dtan∂α0+1
t

qψi|Hα1−3/2 if α1 ≥ 1.
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Here, we have easily |dtan∂α0
t

qψi|Hα1−1/2 . |dtandα‖ qψi|H−1/2 . On the other hand, in the case α1 ≥ 1

by using ∂t qψi = g2 − quI we see that

|dtan∂α0+1
t

qψi|Hα1−3/2 ≤ |dtan∂α0
t g2|Hα1−3/2 + |∂α0

t qu|Hα1−1/2

. |dtandα‖ g2|H−3/2 + |||qu|||m.

As for g̃
(α)
1,2 , we evaluate easily it as |||g̃(α)1,2 |||1 . |||qu|||m−1. Therefore, we obtain

S∗
λ,t(|||g̃

(α)
1 (·)|||1)2 . Sλ,t(|dα‖ g1(·)|H−1/2

(1)

)2 + λ−1|dtandα‖ g2|2L2
λ,tH

−3/2

+ λ−1|dtandα‖ qψi|2L2
λ,tH

−1/2 + λ−2Iλ,t(|||qu(·)|||m)2,

where we used Sλ,t(f) ≤ λ−1/2|f |L2
λ,t

≤ λ−1Iλ,t(f). Here, we note that the third term in the

right-hand side can be absorbed into Ebdry,α for sufficiently large λ.

– Estimate of ‖g̃(α)1 (0)‖L2 . Using again Proposition 3 to control the commutator term in g
(α)
1,1 ,

we get easily

‖g̃(α)1 (0)‖L2 . ‖[dα‖ , N ] · quII(0)‖L2 + |dα‖ dtan qψi(0)|H−3/2 + |dα‖ g1(0)|H−1/2 .

– Estimate of ‖ḟ (α)‖L2 . If follows from Lemma 1 that the commutators can be evaluated as

‖[dα‖ , S(u)]∂tqu‖L2 .

{
|||∂S(u)|||1,p|||qu|||m for m = 1, 2,

|||∂S(u)|||m−1|||qu|||m for m ≥ 3.

The following lemma gives a non-sharp variant of the classical Moser type inequality, which can
be easily shown by using Sobolev embedding H1(E) →֒ Lq(E) for any q ∈ [2,∞).

Lemma 4. Let U be an open set in R
N , F ∈ C∞(U), and m ∈ N. If u ∈ W

m+1
T takes its value

in a compact set K ⊂ U , then for any t ∈ [0, T ] we have

|||(∂F (u))(t)|||m ≤ C(K)
(
1 + |||(∂u)(t)|||max{m−2,1}

)m|||(∂u)(t)|||m.
Using this lemma, we obtain

‖ḟ (α)‖L2 ≤ ‖dα‖ ḟ‖L2 + C(K)|||qu|||m.
Finally, applying Proposition 12 to the problem (94)–(95) and using the above estimates, we

get the result stated in the proposition. �

In the general theory developed in Section 4, dissipativity of order m of the boundary term
allows us to derive higher order energy estimates, see Theorem 1. However, this result relies
on the non-characteristic property of Assumption 4, which is not satisfied by the system (86).
Indeed, the associated boundary matrix is Σ(u)Gnor, which is given by

Σ(u)Gnor =

(
N · v gNT

hN v ⊗N

)

and has eigenvalues λ1 = 0, λ2 = N · v +
√
gh, and λ3 = N · v −

√
gh. The matrix is therefore

not invertible and Assumption 4 is not satisfied. The key step in the proof of the following
corollary, which provides a priori energy estimates of order m on qu, is to prove that it satisfies
the properties in Assumption 5 so that one can apply Theorem 2 in place of Theorem 1.

Corollary 2. Under the assumptions of Proposition 13 and with the same notations, for any

regular solution (qu, qψi) of (86)–(87), we have the energy estimate

Iλ,t(|||qu(·)|||m)2 + Iλ,t(|dtan qψi(·)|H−1/2
(m)

)2 ≤ C(K0)S
m
data(t)
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with

Sm
data(t) = |||qu(0)|||2m + |dtan qψi(0)|2

H
−1/2
(m)

+ |g1(0)|2
H

−1/2
(m)

+ S∗
λ,t(|||ḟ(·)|||m)2 + S∗

λ,t(|g1(·)|H−1/2
(m+1)

)2 + λ−1|dtang2|2
L2
λ,tH

−1/2
(m)

for any λ ≥ λ0(K) and t ∈ [0, T ].

Proof. It is sufficient to check the conditions in Assumptions 5 and 6. We choose Ã0 = S(u) =

Σ(u)−1. Then, the corresponding boundary matrix is given by Ãnor = Gnor, whose eigenvalues
are given by λ1 = 0, λ2 = 1, and λ3 = −1, so that we can choose n1 = 1 and n2 = 2. The
corresponding eigenvectors are given by l1 = (0, (N⊥)T)T, l2 = (1, NT)T, and l3 = (−1, NT)T.
The condition (ii) in Assumption 5 is satisfied with q1,1 = (0, eT2 )

T, q1,2 = −(0, eT1 )
T, and

w1(t, x) ≡ 0. Moreover, as for the condition (iii) we see that detL = 2S(u)
(

0
N⊥

)
·
(

0
N⊥

)
, which

is strictly positive. Therefore, we can apply Theorem 2 to obtain the desired estimate. �

5.7. Nonlinear a priori estimates. We are now ready to derive a priori estimates for the
nonlinear problem (65)–(67) which imply the following stability result.

Theorem 3. Let m ≥ 3 be an integer and assume that Assumption 1 is satisfied. Let also
(u, ψi) be a regular solution of (65)–(67) such that the initial data satisfy (u(0, ·), dtanψ(0, ·)) ∈
Hm(E)×Hm−1/2(Γ ) and the subcriticality condition

gh(0, x) − |v(0, x)|2 ≥ 2c0 for x ∈ E
with a positive constant c0. Then there exist a positive time T0 and a constant M0 depending
only on ‖u(0, ·)‖Hm(E), |dtanψi(0, ·)|Hm−1/2(Γ ), and c

−1
0 such that we have




|||u(t)|||2m + |dtanψi(t)|2

H
−1/2
(m)

≤M0,

gh(t, x) − |v(t, x)|2 ≥ c0 for (t, x) ∈ (0, T ) × E .
Proof. Let us introduce the notation

Jm
λ,t(u, ψi) := Iλ,t(|||u(·)|||m)2 + Iλ,t(|dtanψi(·)|H−1/2

(m)

)2,

which is the quantity we are going to control. Decomposing u = χbu+ (1− χb)u, we get

(96) Jm
λ,t(u, ψi) . Jm

λ,t(χbu, ψi) + Iλ,t(|||(1− χb)u(·)|||m)2,

and we further decompose the first term of the right-hand side as

Jm
λ,t(χbu, ψi) . J0

λ,t(χbu, ψi) + Jm−1
λ,t (χb∂tu, ∂tψi) + Jm−1

λ,t (χbdtanu, dtanψi)(97)

+ Iλ,t(|||dnor(χbu)|||m−1)
2,

where we use the fact that χb commutes with ∂t and dtan. There are therefore five terms
to control: Iλ,t(|||(1 − χb)u(·)|||m), J0

λ,t(χbu, ψi), J
m−1
λ,t (χbd‖u, d‖ψi) (d‖ = ∂t or dtan), and

Iλ,t(|||dnor(χbu)|||m−1). We evaluate these terms in four separate lemmas. In the statements

of these lemmas, the constants K0, K, and K in are such that




1
c0
, ‖u‖L∞((0,T )×E) ≤ K0,

K0, ‖u‖Wm
T
≤ K,

‖u(0)‖Hm−1(E) ≤ K in.

Lemma 5. Let u = (ζ, vT)T be a regular solution of (65) such that Assumption 8 is satisfied.
Then,

Iλ,t(|||(1− χb)u(·)|||m)2 ≤ C(K0)|||u(0)|||2m +C(K)λ−2Iλ,t(|||u(·)|||m)2

holds for any λ ≥ λ0(K) and t ∈ [0, T ].
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Proof of lemma 5. We write (65) in the form

∂tu+Aj(u)∂ju = 0 in (0, T ) × E ,
where Aj(u) is given by (85) in Proposition 11, so that we checks readily that u̇ = (1 − χb)u
solves

∂tu̇+Aj(u)∂j u̇ = f in (0, T ) × E
with f = −(∂jχb)Aj(u)u. Here, we see easily that Σ(u) is a symmetrizer of this system and
that we have C(K0)

−1Id3×3 ≤ Σ(u) ≤ C(K0)Id3×3 in (0, T ) × E and

‖∂tΣ(u) + ∂j(Σ(u)Aj(u))‖L∞((0,T )×E) ≤ C(K0)K.

Moreover, by the embedding W
2
T →֒ W

1,p
T for any p ∈ [2,∞) we have also ‖∂Aj(u)‖Wm−1

T ∩W1,p
T

≤
C(p,K) for j = 1, 2. Since |||f(t)|||m ≤ C(K)|||u(t)|||m, the result therefore follows directly from
Proposition 5 and (30). �

Lemma 6. Under Assumption 1, let (u, ψi) be a regular solution of (65)–(67) such that As-
sumption 8 is satisfied. Then,

J0
λ,t(u, ψi) ≤ C(K0)

(
‖u(0)‖2L2 + |dtanψi(0)|2H−1/2

)
.

holds for any λ > 0 and t ∈ [0, T ].

Proof of lemma 6. From the energy conservation in Proposition 10 and the coercivity of the
Dirichlet-to-Neumann map established in Proposition 3, we have

‖u(t)‖2L2 + |dtanψi(t)|2H−1/2 ≤ C(K0)
(
‖u(0)‖2L2 + |dtanψi(0)|2H−1/2

)
,

from which we infer the result. �

Lemma 7. Under Assumption 1, let (u, ψi) be a regular solution of (65)–(67) such that As-
sumption 8 is satisfied. Then,

Jm−1
λ,t (χbd‖u, d‖ψi) ≤ C(K0,K

in)
(
|||u(0)|||2m + |dtanψi(0)|2Hm−1/2

)
+ C(K)λ−2Jm

λ,t(u, ψ)

holds for any λ ≥ λ0(K) and t ∈ [0, T ].

Proof of lemma 7. Let us write (u̇, ψ̇i) = (χbd‖u, χbd‖ψi), which solves (79)–(81). Defining, as

in Proposition 11, qu = Σ(u)u̇ and qψi = ψ̇ which solves (83)–(84) and denoting S(u) = Σ(u)−1,
we have

|||u̇(t)|||m−1 = |||S(u)qu(t)|||m−1

≤ C(K0)|||qu(t)|||m−1 +
∑

|α|≤m−1

‖[∂α, S(u)]qu(t)‖L2 .

Here, by using (54) and Lemmas 1 and 4 we have

‖[∂α, S(u)]qu(t)‖L2 ≤ C
(
‖[∂α, S(u)]qu(0)‖L2 + S∗

λ,t(‖∂t[∂α, S(u)]qu(·)‖L2)

≤ C|||u̇(0)|||m−1 + C(K0)|||qu(0)|||m−1 + C(K)S∗
λ,t(|||qu(·)|||m−1)

≤ C(K0,K
in)|||u(0)|||m + C(K)S∗

λ,t(|||qu(·)|||m−1),

and therefore,

Iλ,t(|||u̇(·)|||m−1) ≤ C(K0)Iλ,t(|||qu(·)|||m−1) + C(K0,K
in)|||u(0)|||m + C(K)S∗

λ,t(|||qu(·)|||m−1).

The last term can be absorbed into the first term in the right-hand side for sufficiently large λ,
so that

Iλ,t(|||u̇(·)|||m−1 ≤ C(K0)Iλ,t(|||qu(·)|||m−1) + C(K0,K
in)|||u(0)|||m,

and then

(98) Jm−1
λ,t (u̇, ψ̇i) ≤ C(K0)J

m−1
λ,t (qu, qψi) + C(K0,K

in)|||u(0)|||m.
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The result stated in the lemma is a direct consequence of (98) and of the following upper bound

on Jm−1
λ,t (qu, qψi)

(99) Jm−1
λ,t (qu, qψi) ≤ C(K0,K

in)
(
|||u(0)|||2m + |dtanψi(0)|2Hm−1/2

)
+ C(K)λ−2Jm

λ,t(u, ψi).

that we now turn to prove. We note that by the embedding W
3
T →֒ W

2,p
T for any p ∈ [2,∞) we

have ‖u‖
W

m−1
T ∩W2,p

T
≤ CK, so that we can use Corollary 2 with m replaced by m− 1 to obtain

Jm−1
λ,t (qu, qψi) ≤ C(K0)

(
|||qu(0)|||2m−1 + |dtan qψi(0)|2

H
−1/2
(m−1)

+ |g1(0)|2
H

−1/2
(m−1)

)

+ C(K0)
(
S∗
λ,t(|||f(·)|||m−1)

2 + S∗
λ,t(|g1(·)|H−1/2

(m)

)2 + λ−1|dtang2|2
L2
λ,tH

−1/2
(m−1)

)

=: J1 + J2,

where f = Σ(u)ḟ −B(u, ∂tu)qu with ḟ , g1, and g2 given by (81), that is,

ḟ = −[χbd‖, ∂j ]Fj(u), g1 = [d‖,Λ]ψi, and g2 = −(d‖N) · Fnor(u)
II.

Here, we recall that B(u, ∂t) = Σ(u)∂t(Σ(u)
−1), Fj(u)

T =
(
hvj , (gζ +

1
2 |v|2)eTj

)
, and Fnor(u) =

NjFj(u). Let us control separately J1 and J2, which deal with the initial data and source terms,
respectively.

– Control of J1. From the definition of qu, we have easily |||qu(0)|||m−1 ≤ C(K in)|||u(0)|||m and
using Proposition 3, we get |g1(0)|H−1/2

(m−1)

. |dtanψi(0)|H−1/2
(m−1)

, so that

J1 ≤ C(K0,K
in)

(
|||u(0)|||2m + |dtanψi(0)|2

H
−1/2
(m)

)
.

In order to get an upper bound on |dtanψi(0)|H−1/2
(m)

, we need to give an upper bound on

|dα‖ dtanψi(0)|H−1/2 for all α = (α0, α1) ∈ N
2 such that |α| ≤ m. In the case α0 = 0, dα‖

contains only tangential derivatives so that |dα‖ dtanψi(0)|H−1/2 ≤ |dtanψi(0)|Hm−1/2 . In the other

cases, we have |dα‖ dtanψi(0)|H−1/2 ≤ |∂tψi(0)|H1/2
(m−1)

. Replacing ∂tψi = −gζ − 1
2 |v|2 and using the

trace theorem, we deduce that |dα‖ dtanψi(0)|H−1/2 ≤ C(K in)|||u(0)|||m. Therefore,

J1 ≤ C(K0,K
in)

(
|||u(0)|||2m + |dtanψi(0)|2Hm−1/2

)
.

– Control of J2. Using Proposition 3, Lemma 4, and the trace theorem, we get



|g1(t)|H−1/2

(m)

≤ C|dtanψi(t)|H−1/2
(m)

,

|||f(t)|||m−1 + |dtang2(t)|H−1/2
(m−1)

≤ C(K)|||u(t)|||m.

From (30), we then obtain

J2 ≤ C(K)λ−2Jm
λ,t(u, ψi).

These upper bounds on J1 and J2 prove (99) and therefore complete the proof of the lemma.
�

Lemma 8. Let u = (ζ, vT)T be a regular solution of (65) such that Assumption 8 is satisfied.
Then,

Iλ,t(|||dnor(χbu)|||m−1)
2 ≤ C(K0)

(
|||u(0)|||2m + Iλ,t(|||(χb∂tu, χbdtanu)|||m−1)

2
)

+ C(K)λ−2Iλ,t(|||u(·)|||m)2

holds for any λ > 0 and t ∈ [0, T ].
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Proof of the lemma 8. The proof can be carried out in the way as the proof of Proposition 8.
Let us write u̇ = χbu. Then, we have

∂tu̇+Aj(u)∂j u̇ = f in (0, T ) × E
with f = (∂jχb)Aj(u)u, where Aj(u) is given by (85) in Proposition 11. Denoting u̇(j,k,l) =

∂jt d
k
tand

l
noru̇ as before, for j + k + l ≤ m− 1 we have

∂tu̇
(j,k,l) +A1u̇

(j,k,l) +A2u̇
(j,k,l) = fj,k,l in (0, T ) × E .

We proceed to verify that the coefficient matrices A1 and A2 satisfy Assumptions 5 and 6.

We choose Ã0 = S(u) = Σ(u)−1. Then, the corresponding boundary matrix is given by Ãnor =
Σ(u)−1GnorΣ(u), whose eigenvalues are given by λ1 = 0, λ2 = 1, and λ3 = −1, so that we choose
n1 = 1 and n2 = 2. The corresponding left eigenvectors are given by l1 = Σ(u)(0, (N⊥)T)T,
l2 = Σ(u)(1, NT)T, and l3 = Σ(u)(−1, NT)T. The condition (ii) in Assumption 5 is satisfied
with q1,1 = Σ(u)(0, eT2 )

T, q1,2 = −Σ(u)(0, eT1 )
T, and w1(t, x) ≡ 0. Moreover, as for the condition

(iii) we see that detL = 2det(Σ(u))S(u)
(

0
N⊥

)
·
(

0
N⊥

)
, which is strictly positive. Therefore, we

can apply Lemma 3 to obtain

Iλ,t(‖u(j,k,l+1)(·)‖L2) ≤ C(K0)
(
|||u(j,k,l)(0)|||1 + Iλ,t(‖d‖u(j,k,l)(·)‖L2

)

+ C(K)S∗
λ,t(|||fj,k,l(·)|||1).

Using this inductively, we get the desired estimate. �

By (96), (97), and Lemmas 5–8, we get

Jm
λ,t(u, ψi) ≤ C(K0,K

in)
(
|||u(0)|||2m + |dtanψi(0)|2Hm−1/2

)
+ C(K)λ−2Jm

λ,t(u, ψi).

The last term can be absorbed by the left-hand side for sufficiently large λ. We can also use the
equation to get |||u(0)|||m ≤ C(K in)‖u(0)‖Hm(E), leading to the upper bound

(100) Jm
λ,t(u, ψi) ≤ C1(K0,K

in)
(
‖u(0)‖2Hm(E) + |dtanψi(0)|2Hm−1/2

)

for any λ ≥ λ0(K) and any t ∈ [0, T ]. We note also that

gh(t, x)− |v(t, x)|2 = gh(0, x) − |v(0, x)|2 +
∫ t

0

(
g∂tζ − 2v · ∂tv

)
(t′, x)dt′(101)

≥ 2c0 − C2(K)t

hold for any (t, x) ∈ (0, T )×E , where we used the Sobolev embedding W
m
T →֒W 1,∞((0, T )×E).

Similarly, for any (t, x) ∈ (0, T ) × E we have

(102) |u(t, x)| ≤ ‖u(0, ·)‖L∞(E) + C2(K)t.

We can now conclude the proof of the theorem. We recall that we want to find M0 and T0
that depend only on the initial data, more precisely, on c0 and an upper bound of ‖u(0)‖Hm(E)

and |dtanψi(0)|Hm−1/2 , such that Em(t) := |||u(t)|||2m + |dtanψi(t)|2
H

−1/2
(m)

≤ M0 holds over the time

interval [0, T0]. We will do this in two steps.

Step 1. Choice of M0 and T0. We first choose positive constants K0 and K in such that
{

1
c0
, 2‖u(0, ·)‖L∞(E) ≤ K0,

‖u(0, ·)‖Hm−1(E) ≤ K in,

where c0 is the positive constant in the subcriticality condition on the initial data. Then, we
choose the positive constant M0 such that

2C1(K0,K
in)

(
‖u(0)‖2Hm(E) + |dtanψi(0)|2Hm−1/2

)
≤M0,
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where C1(K0,K
in) is the constant in (100). In view of |||u(t)|||2m ≤ e2λtJm

λ,t(u, ψi), we choose the

positive constant K such that 1
c0
,
√
M0 ≤ K. Finally, we choose a positive time T0 such that

{
2λ0(K)T0 ≤ log 2,

C2(K)T0 ≤ min{c0, 12K0},
where λ0(K) is the constant so that (100) holds for any λ ≥ λ0(K) and C2(K) is the constants
in (101) and (102). Here, we note that by the choice of the constant M0 we have Em(0) ≤ 1

2M0.

Step 2. We will show that under the choice of the constants M0 and T0 in the previous step
Em(t) ≤ M0 holds for any t ∈ [0, T0] by contradiction. In fact, if it does not hold, then there
exists a time t0 ∈ (0, T0] such that Em(t0) > M0. Then, we can define a time T∗ by

T∗ = inf{t > 0 |Em(t) > M0}.
Since Em(0) < M0 and Em(t0) > M0, we have 0 < T∗ < t0 ≤ T0. We have also Em(t) ≤ M0

for t ∈ [0, T∗]. Therefore, by our choice of the constants in Step 1 we see that the subcriticality
condition in Assumption 8, ‖u(t)‖L∞(E) ≤ K0, and |||u(t)|||m ≤ K hold for any t ∈ [0, T∗],

so that (100) also holds for any t ∈ [0, T∗]. Particularly, we have Em(t) ≤ 1
2M0e

2λ0(K)T∗ <
1
2M0e

2λ0(K)T0 ≤M0 for any t ∈ [0, T∗]. Therefore, by the continuity in time, there exists a small
ε > 0 such that Em(t) < M0 holds for any t ∈ [0, T∗ + ε], so that by the definition of T∗ we get
T∗ + ε ≤ T∗, which is a contradiction. This completes the proof. �

6. Well-posedness of the linearized hyperbolic system

The aim of this section is to establish the well-posedness of the initial boundary value problem
to the transformed linearized equations (86)–(87) for the wave-structure interaction problem, so
that we will consider in this section the following linear symmetric hyperbolic system

(103) S(t, x)∂tu+Gj∂ju = f(t, x) in (0, T )× E
under the boundary conditions

(104)

{
N · uII − Λψi = g1(t, x) on (0, T )× Γ ,

∂tψi + uI = g2(t, x) on (0, T )× Γ ,

where f is an R
3-valued function defined in (0, T )× E for some T > 0, S takes its values in the

space of 3×3 real symmetric and positive definite matrices, Gj (j = 1, 2) are constant symmetric
matrices given by

Gj =

(
0 eTj
ej 02×2

)
,

N is the extension of the normal vector to Γ constructed in Section 3.2, Λ is the Dirichlet-to-
Neumann map defined in Section 3.4, g1 and g2 are real-valued functions defined in (0, T )× Γ .
Comparing (103) to (86), the equations have been multiplied by S = Σ−1; both formulations
are of course equivalent. We also recall that for u = (u1, u2, u3)

T ∈ R
3 we write uI = u1 and

uII = (u2, u3)
T. We impose the initial conditions

(105)

{
u|t=0 = uin in E ,
ψi|t=0 = ψin

i on Γ .

Since S(t, x) is invertible by assumption, the symmetric hyperbolic system (103) can be written
in the form (41) and S(t, x) plays the role of a Friedrichs symmetrizer. The corresponding
boundary quadratic form defined as (46) is now given by B[u] = Gnoru · u with Gnor = NjGj .
The eigenvalues of the boundary matrix Gnor are ±1 and 0, so that the boundary is characteristic.

In order to prove the well-posedness of the problem (103)–(105), we first propose in Section
6.1 a regularization of the problem for which the well-posedness is known. We then establish
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in Section 6.2 uniform energy estimates with respect to the regularization parameter. As usual
with hyperbolic initial boundary value problems, we have to impose compatibility conditions
on the data to allow regular solutions. Such compatibility conditions are studied in Section
6.3 and several approximation results proved; the task is made delicate by the fact that the
problem is characteristic. It is in particular shown that data compatible up to order m− 1 can
be approximated by more regular data satisfying higher order compatibility conditions. The
well-posedness of the linearized equations is then proved in Section 6.4. It is important to note
that we are able to work with regularity requirements on the coefficients of the operator that
are lower than those usually required for linear IBVPs. This will be used to get the critical
regularity in Theorem 5.

6.1. Regularized problem. As we have seen in Propositions 12 and 13, for any regular solu-
tions of (103)–(104) the boundary term is weakly dissipative in the sense of Definitions 2 and
3 so that a priori energy estimates of the solutions can be obtained. Nevertheless, a standard
theory of the initial boundary problem for hyperbolic systems cannot be applicable directly to
show the existence of regular solutions. To show the existence, we first regularize the equations
with a regularizing parameter ε > 0 and construct a solution (uε, ψε

i ) to the regularized problem.
Then, by passing to the limit ε → +0 we shall show that the series of approximate solutions
{(uε, ψε

i )}ε>0 converges to a solution of the original problem (103)–(104). In this article, we
adopt the following regularized problem

(106) S(t, x)(∂t − εχbN · ∇)u+Gj∂ju = f(t, x)− εS(t, x)(χbN · ∇)u(0),ε
)

in (0, T )× E
under the regularized boundary conditions

(107)

{
N · uII = JεΛJεψi + g1(t, x) on (0, T )× Γ ,

∂tψi + uI = g2(t, x) on (0, T )× Γ ,

where χb is the smooth cutoff function supported in UΓ defined in (24), u(0),ε will be constructed

a priori from the initial data so that (∂jt u
(0),ε)|t=0

= (∂jt u)|t=0
holds for j = 0, 1, 2, . . ., and

Jε = (1 + ε|D|)−1 is a smoothing operator. Here, we used a standard notation of Fourier

multipliers acting on functions defined on Γ , so that |D| = (−d2tan)
1/2. We note that this type

of regularization in (106) was already used in the analysis of the local well-posedness for the
compressible Euler equations in a fixed domain [50]. We impose the initial conditions

(108)

{
u|t=0 = uin,ε in E ,
ψi|t=0 = ψin

i on Γ ,

where the initial data uin,ε is in general not the same data as uin to the original problem (103)–
(104); even if the data (uin, ψin

i ) satisfy the compatibility conditions to the original problem
(103)–(104), which will be introduced in Section 6.3 below, they do not necessarily satisfy the
compatibility conditions to the regularized problem (106)–(107). Therefore, we need to modify
the initial data uin so that the modified data (uin,ε, ψin

i ) satisfy the compatibility conditions to
the regularized problem and that {uin,ε}ε>0 converges to uin as ε→ +0.

The boundary matrix to the regularized hyperbolic system (106) is given by Gnor − εS.
Concerning the eigenvalues of this boundary matrix, we have the following lemma.

Lemma 9. Let S be a 3×3 real symmetric matrix. There exists a sufficiently small ε0 > 0 such
that for any unit vector N ∈ R

2 and any ε ∈ [−ε0, ε0] the matrix Gnor − εS has three different
eigenvalues λε0(N) and ±λε±(N). Moreover, the eigenvalues satisfy

(109) λε0(N) = λ0(N)ε+O(ε2), λε±(N) = 1 +O(ε)

as ε → 0, where λ0(N) = −
(

0
N⊥

)
· S

(
0

N⊥

)
. Particularly, if S is positive definite, then for any

ε ∈ (0, ε0] the matrix Gnor − εS has one positive eigenvalue and two negative eigenvalues.
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Proof. In the case ε = 0, the matrix Gnor has three different eigenvalues 0 and ±1, so that the
perturbation theory from simple eigenvalues implies the first part of the lemma. Therefore, it
is sufficient to show that λ0(N) = −

(
0

N⊥

)
· S

(
0

N⊥

)
. The characteristic equation of Gnor − εS

is given by det(−Gnor + λId3×3 + εS) = 0. Here, we recall Jacobi’s formula d
dθ det(A(θ)) =

tr(adj(A(θ)) d
dθA(t)), where adj(A) is the adjugate of the matrix A. Particularly, we have det(A+

B) = detA+tr(adj(A)B)+O(|B|2) as |B| → 0. Therefore, as ε→ 0 and λ→ 0, the characteristic
equation can be expanded as

0 = tr
(
adj(−Gnor)(λId3×3 + εS)

)
+O(λ2 + ε2)

= −λ−
(

0
N⊥

)
· S

(
0
N⊥

)
ε+O(λ2 + ε2).

Plugging λ = λ0(N)ε + O(ε2) into the above equation and looking at the coefficient of ε, we
obtain the expression of λ0(N). �

Remark 8. In view of this lemma, the number of the boundary conditions should be one for
the regularized system (106), which is consistent to the boundary conditions (107), because the

second condition in (107) can be integrated as ψi = ψin
i +

∫ t
0 (g2 − uI)dt′ so that the unknown

ψi could be eliminated from the boundary conditions, leading to one boundary condition. We
also note that the term JεΛJεψi can be regarded as a lower order term thanks to the smoothing
operator Jε. Moreover, if we assume that S(t, x) ≥ α0Id3×3 holds for any (t, x) ∈ (0, T ) × E,
then we see that

(Gnor − εS)u · u = 2uI(N · uII)− εSu · u
≤ 2|u||N · uII| − εα0|u|2

≤ −εα0

2
|u|2 + 2

εα0
|N · uII|2.

Therefore, (107) could be regarded as strictly dissipative boundary conditions for the regularized
system (106), so that we can apply a standard theory to construct a solution to the regularized
problem (106)–(108).

6.2. Uniform energy estimates. We will derive uniform energy estimates of regular solutions
to the regularized problem (106)–(107) with respect to the small regularized parameter ε along
with the same lines as in Sections 5.5 and 5.6 with slight modifications. For simplify the notation
we put f ε = f−εS(χbN ·∇)u(0),ε, so that the regularized hyperbolic system (106) can be written
simply as

S(t, x)(∂t − εχbN · ∇)u+Gj∂ju = f ε(t, x) in (0, T ) × E .
Corresponding to Assumption 2, we impose the following conditions.

Assumption 9. There exist a positive constant c0 and a constant β1 such that for any (t, x) ∈
(0, T ) × E the following conditions hold.

(i) α0Id3×3 ≤ S(t, x) ≤ β0Id3×3.
(ii) ∂tS(t, x)− ε∂j(χb(x)Nj(x)S(t, x)) ≤ β1Id3×3.

In the statement of the following proposition, we use the notational convention ‖·‖
W

−1
T ∩W1,p

T
=

0 in the case m = 0. Note also that the quantity Sm
data,ε(t) is the same as the quantity Sm

data(t)

that appears in Corollary 2, except that ḟ has been replaced by f ε and that it contains an
additional term ε|g1|2Hm

λ ((0,t)×Γ ).

Proposition 14. Let m be a non-negative integer and assume that Assumptions 1 and 9 are
satisfied. Assume also that ∂S ∈ W

m−1
T ∩W

1,p
T for some p ∈ (2,∞) in the case m ≥ 1 and take
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two constants 0 < K0 ≤ K such that
{

1
α0
, β0,

1
c
,C ≤ K0,

K0, β1, ‖∂S‖Wm−1
T ∩W1,p

T
≤ K.

Then, there exist positive constants ε0 = ε0(K0) and λ0 = λ0(K) such that for any ε ∈ [0, ε0]
and any regular solution (u, ψi) of (106)–(107) we have the energy estimate

Iλ,t(|||u(·)|||m)2 + Iλ,t(|dtanJεψi(·)|H−1/2
(m)

)2 + ε|u|2Hm
λ ((0,t)×Γ ) ≤ C(K0)S

m
data,ε(t)

for any λ ≥ λ0(K) and t ∈ [0, T ], where

Sm
data,ε(t) = |||u(0)|||2m + |dtanψi(0)|2

H
−1/2
(m)

+ |g1(0)|2
H

−1/2
(m)

+ S∗
λ,t(|||f ε(·)|||m)2 + S∗

λ,t(|g1(·)|H−1/2
(m+1)

)2 + λ−1|dtang2|2
L2
λ,tH

−1/2
(m)

+ ε|g1|2Hm
λ ((0,t)×Γ ).

Proof. We can prove the proposition along with the same lines as in Sections 5.5 and 5.6 with
slight modifications, so that we focus the points where we need the modifications, which will be
given by the following lemmas.

Lemma 10. Under the assumptions of Proposition 14 and with the same notations, there exists
a positive constant λ0 = λ0(K) such that for any ε ∈ [0, 1] and any regular solution (u, ψi) of
(106)–(107) with u supported in E ∩ UΓ we have

Iλ,t(|||u(·)|||m,‖)
2 + Iλ,t(|dtanJεψi(·)|H−1/2

(m)

)2 + ε|u|2Hm
λ ((0,t)×Γ )

≤ C(K0)S
m
data(t) +C(K)λ−2Iλ,t(|||u(·)|||m)2

for any λ ≥ λ0(K) and t ∈ [0, T ].

Proof of Lemma 10. We prove the lemma only in the case m = 0, because the case m ≥ 1 can
be proved along with the same line as in the proof of Proposition 13. For the regularized system
(106), the boundary quadratic form B[u] is given by B[u] = 2uI(N · uII) − εSu · u. Therefore,
by the boundary conditions (107) and noting that the smoothing operator Jε is symmetric in
L2(Γ ) we have

∫ t

0
e−2λt′

(∫

Γ

B[u]

)
dt′

= −2

∫ t

0
e−2λt′(∂tJεψi,ΛJεψi)L2(Γ )dt

′ + 2

∫ t

0
e−2λt′(ΛJεψi, Jεg2)L2(Γ )dt

′

+ 2

∫ t

0
e−2λt′(g1, u

I)L2(Γ )dt
′ − 2ε

∫ t

0
e−2λt′(Su, u)L2(Γ )dt

′

=: B1 +B2 +B3 +B4.

Here, as in the proof of Proposition 12 we obtain

B1 ≤ −c
(
e−2λt|dtanJεψi(t)|2H−1/2(Γ )

+ 2λ|dtanJεψi|2L2
λ,tH

−1/2(Γ )

)
+ C|dtanψi(0)|2H−1/2(Γ )

,

|B2| ≤ cλ|dtanJεψi|2L2
λ,tH

−1/2(Γ )
+ (cλ)−1C2|dtang2|2L2

λ,tH
−1/2(Γ )

,

where we used the inequality |Jεψ|Hs(Γ ) ≤ |ψ|Hs(Γ ). As for B3, we put ϕ = (0, χbg̃1N
T)T with

g̃1 an extension of g1 to (0, T ) × E so that g̃1|Γ = g1 as before. Then, we obtain

g1u
I = Nj(ϕ · (Gj − εχbNjS)u) + εϕ · Su,
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which together with the hyperbolic system (106) implies

(g1, u
I)L2(Γ ) =

d

dt

∫

E
ϕ · Su+ ε

∫

Γ

ϕ · Su

−
∫

E
{(S(∂t − εχbNj∂j)ϕ+Gj∂jϕ) · u+ ϕ · (f ε + (∂tS − ε∂j(χbNjS))u)}.

Therefore, proceeding as in the proof of Proposition 12 we get

|B3| ≤
(
α0

8
+
K

λ2

)
Iλ,t(‖u(·)‖L2)2 +

α0

2
ε|u|2L2

λ((0,t)×Γ )

+ C(K0)
(
‖g̃1(0)‖2L2 + S∗

λ,t(|||g̃1(·)|||1)2 + S∗
λ,t(‖f ε(·)‖L2)2 + ε|g1|2L2

λ((0,t)×Γ )

)
,

where we used the Sobolev embeddingW 1,p(E) →֒ L∞(E) to obtain ‖∂S‖L∞((0,T )×E) . ‖∂S‖
W

1,p
T

.

Finally, B4 is easily evaluated as B4 ≤ −α0ε|u|2L2
λ((0,t)×Γ )

. Gathering the above estimates, we

can deduce the desired estimate. �

Lemma 11. Under the assumptions of Proposition 14 and with the same notations, there exist
positive constants ε0 = ε0(K0) and λ0 = λ0(K) such that for any ε ∈ [0, ε0] and any regular
solution (u, ψi) of (106)–(107) with u supported in E ∩ UΓ we have

Iλ,t(|||u(·)|||m)2 ≤ C(K0)
(
Iλ,t(|||u(·)|||m,‖)

2 + |||u(0)|||m + S∗
λ,t(|||f ε(·)|||m)2

)

for any λ ≥ λ0(K) and t ∈ [0, T ].

Proof of Lemma 11. The proof can be carried out in the same way as the proof of Proposition 8

and Lemma 8, that is, we apply Lemma 3 to u(j,k,l) = ∂jt d
k
tand

l
noru for j + k+ l ≤ m− 1. To this

end, we have to check that the coefficient matrices satisfy Assumptions 5 and 6. In this case,

we choose Ã0 = Id3×3 so that Aj = ΣGj − εχbNj for j = 1, 2, where Σ(t, x) = S(t, x)−1. The
corresponding boundary matrix is given by Anor = ΣGnor − εId3×3. To calculate eigenvalues of
this matrix, we write

Σ =

(
σ0 σT

σ Σ′

)
.

Then, the eigenvalues of Anor are given by λ1 = −ε, λ2 = N · σ +
√
σ0N · Σ′N − ε, and

λ3 = N ·σ−
√
σ0N · Σ′N − ε. By (i) in Assumption 9, we have β−1

0 Id3×3 ≤ Σ(t, x) ≤ α−1
0 Id3×3,

so that

β−1
0 Id2×2 ≤

(
σ0 N · σ

N · σ N · Σ′N

)
≤ α−1

0 Id2×2.

Therefore, in the case ε = 0 we have |λ2λ3| ≥ β−2
0 so that |λ−1

2 |, |λ−1
3 | ≤ 2β20α

−1
0 . Hence, λ2 and

λ3 are positive and negative definite, respectively, for |ε| ≤ ε0(K0). Although these eigenvalues
have definite signs for 0 < ε ≤ ε0(K0), we have to choose n1 = 1 and n2 = 2 to obtain uniform
estimates with respect to the regularizing parameter ε. The corresponding left eigenvectors are
given by

l1 = S

(
0
N⊥

)
, l2 = S

( √
σ0√

N · Σ′NN

)
, l2 = S

( −√
σ0√

N · Σ′NN

)
.

It is easy to see that the condition (ii) in Assumption 5 is satisfied with q1,1 = S(0, eT2 )
T, q1,2 =

−S(0, eT1 )T, and w1 = −εχbN . Moreover, we have detL = 2(detS)
√
σ0N · Σ′N ≥ 2α3

0β
−1
0 .

Therefore, we can apply Lemma 3 to obtain the desired estimate. �

Lemmas 10 and 11 are sufficient to conclude the proof of the proposition. �



48 TATSUO IGUCHI AND DAVID LANNES

6.3. Compatibility conditions. It is classical for hyperbolic initial boundary value problems
that smooth solutions can exist only if the initial and boundary data satisfy an appropriate
number of so-called compatibility conditions. In this section, we derive these compatibility
conditions for the initial boundary value problem (103)–(105) as well as for its regularized version
(106)–(108). It turns out that these compatibility conditions are different, so that data that are
compatible with the original problem are not necessarily compatible with the regularized one;
we show however that it is possible to approximate them by data that are compatible with the
regularized problem. We also show that compatible data for (103)–(105) can be approximated
by more regular data satisfying higher order compatibility conditions.

6.3.1. Compatibility conditions for the original problem. We first consider the initial boundary
value problem (103)–(105). Let (u, ψi) be a smooth solution to (103)–(105) and put (uinj , ψ

in
i,j) =

(∂jt u, ∂
j
tψi)|t=0

for j = 0, 1, 2, . . .. By applying ∂jt to (103) and to the second condition in (104)

and putting t = 0 we see that the {uinj } are calculated inductively by

S|t=0
uinj+1 +

j−1∑

k=0

(
j

k

)
(∂j−k

t S)|t=0
uink+1 +Gp∂pu

in
j = (∂jt f)|t=0

for j = 0, 1, 2, . . ., and that {ψin
i,j} are given by ψin

i,j+1 = (∂jt g2)|t=0
− (uinj )

I
|Γ

for j = 0, 1, 2, . . ..

Then, by applying ∂jt to the first condition in (104) and putting t = 0 we obtain

(110) N · (uinj )II = Λψin
i,j + (∂jt g1)|t=0

on Γ

for j = 0, 1, 2, . . .. These are necessary conditions that the data (uin, ψin
i , f, g1, g2) should satisfy

for the existence of a regular solution to the problem (103)–(105). We check easily that under
assumptions

(111) uin ∈ Hm(E), ψin
i ∈ Hm+1/2(Γ ), f ∈ W

m−1
T , g1, g2 ∈ W

m−1+1/2
b,T ,

together with Assumption 9 (i) and ∂S ∈ W
m−2
T ∩W

0,p
T for some p ∈ (2,∞) in the case m ≥ 2,

we have uinj ∈ Hm−j(E) and ψin
i ∈ Hm−j+1/2(Γ ) for j = 0, 1, . . . ,m, so that each term in (110)

belongs to Hm−1−j+1/2(Γ ) for j = 0, 1, . . . ,m − 1. Therefore, the condition (110) make sense
for j = 0, 1, . . . ,m− 1.

Definition 4. Let m ≥ 1 be an integer. For any integer j ∈ {0, 1, . . . ,m − 1} we say that
the data (uin, ψin

i , f, g1, g2) satisfying (111) for the initial boundary value problem (103)–(105)
satisfy the compatibility condition at order j if (110) holds.

6.3.2. Compatibility conditions for the regularized problem. We proceed to consider the initial
boundary value problem (106)–(108) for the regularized system with the regularized param-

eter ε ∈ (0, 1]. Let (uε, ψε
i ) be a smooth solution to (106)–(108) and put (uin,εj , ψin,ε

i,j ) =

(∂jt u
ε, ∂jtψ

ε
i )|t=0

for j = 0, 1, 2, . . .. We recall that u(0),ε will be constructed a priori from the

initial data so that (∂jt u
(0),ε)|t=0

= (∂jt u
ε)|t=0

holds for j = 0, 1, 2, . . .. Therefore, by applying ∂jt
to (106) and to the second condition in (107) and putting t = 0 we see that {uin,εj } are calculated
inductively by

S|t=0
uin,εj+1 +

j−1∑

k=0

(
j

k

)
(∂j−k

t S)|t=0
uin,εk+1 +Gp∂pu

in,ε
j = (∂jt f)|t=0

for j = 0, 1, 2, . . ., and that {ψin,ε
i,j } are given by ψin,ε

i,j+1 = (∂jt g2)|t=0
− (uin,εj )I

|Γ
for j = 0, 1, 2, . . ..

Here, we note that this recursion formula is exactly the same as that of {uinj }; the only difference
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is the initial data uin0 = uin and uin,ε0 = uin,ε. Then, by applying ∂jt to the first condition in (107)
and putting t = 0 we obtain

(112) N · (uin,εj )II = JεΛJεψ
in,ε
i,j + (∂jt g1)|t=0

on Γ

for j = 0, 1, 2, . . .. As in the case ε = 0, this condition makes sense for j = 0, 1, . . . ,m− 1 under
the assumptions

(113) uin,ε ∈ Hm(E), ψin
i ∈ Hm+1/2(Γ ), f ∈ W

m−1
T , g1, g2 ∈ W

m−1+1/2
b,T ,

together with the same condition on S as before.

Definition 5. Let m ≥ 1 be an integer. For any integer j ∈ {0, 1, . . . ,m − 1} we say that
the data (uin,ε, ψin

i , f, g1, g2) satisfying (113) for the initial boundary value problem (106)–(108)
satisfy the compatibility condition at order j if (112) holds.

6.3.3. Approximation of the data by compatible data to the regularized problem. Even if the data
(uin, ψin

i , f, g1, g2) satisfy the compatibility conditions for the initial boundary value problem
(103)–(105), the same data does not necessarily satisfy the compatibility conditions for the
initial boundary value problem (106)–(108) to the regularized system. However, the following
proposition ensures that we can approximate the initial data uin by uin,ε so that the data
(uin,ε, ψin

i , f, g1, g2) satisfy the compatibility conditions for the initial boundary value problem
(106)–(108) to the regularized system, and that uin,ε → uin as ε→ +0.

Proposition 15. Let m ≥ 1 be an integer and suppose that the coefficient matrix S satisfies
Assumption 9 (i) and ∂S ∈ W

m−2
T ∩ W

0,p
T for some p ∈ (2,∞) in the case m ≥ 2, and that

Assumption 1 is satisfied. Assume also that the data (uin, ψin
i , f, g1, g2) satisfy (111) and the

compatibility conditions for the problem (103)–(105) up to order m− 1. Then, for any ε ∈ (0, 1]
there exists an initial data uin,ε ∈ Hm(E) such that the data (uin,ε, ψin

i , f, g1, g2) satisfy the
compatibility conditions for the regularized problem (106)–(108) up to order m − 1. Moreover,
we have

(114) lim
ε→+0

m∑

j=0

‖uin,εj − uinj ‖Hm−j(E) = 0.

Since the boundary is characteristic for the symmetric hyperbolic system (103), a standard
technique cannot directly be applicable to prove this type of proposition and we need a more
delicate analysis than the standard one. Before giving a proof of this proposition, we state the
following algebraic lemma whose proof is straightforward and thus omitted.

Lemma 12. Let W,F ∈ R
3 and Gnor = N1G1 + N2G2, where G1 and g2 are matrices defined

as in (82) and N = (N1, N2)
T ∈ R

2 is a unit vector. Then, the following two assertions are
equivalent:

(i) The vectors W and F solve the algebraic equation GnorW = F ;
(ii) We have F ·

(
0

N⊥

)
= 0 and there exists α ∈ R such that W = GnorF + α

(
0

N⊥

)
.

If, in addition, S0 is a definite positive matrix and f̃ ∈ R, then the following two assertions are
equivalent:

(iii) The triplet (W,F, f̃ ) solves the algebraic equations GnorW = F and S0
(

0
N⊥

)
·W = f̃ ;

(iv) We have F ·
(

0
N⊥

)
= 0 and W = GnorF + α

(
0

N⊥

)
, with α given by

α =
1

S0
(

0
N⊥

)
·
(

0
N⊥

)
(
f̃ − S0

(
0

N⊥

)
·GnorF

)
.
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Proof of Proposition 15. We construct such an approximate data uin,ε in the form uin,ε = uin +

win,ε and put win,ε
j := uin,εj −uinj and φin,εi,j := ψin,ε

i,j −ψin
i,j for j = 0, 1, 2, . . . ,m. Then, we see that

{win,ε
j }mj=0 are determined inductively from win,ε

0 = win,ε by

(115) S|t=0
win,ε
j+1 +

j−1∑

k=0

(
j

k

)
(∂j−k

t S)|t=0
win,ε
k+1 +Gp∂pw

in,ε
j = 0

and that {φin,εi,j }mj=0 are given by φin,εi,0 = 0 and φin,εi,j+1 = −(win,ε
j )I

|Γ
for j = 0, 1, . . . ,m − 1.

Moreover, the compatibility condition (112) at order j to the regularized system is reduced to

(116) N · (win,ε
j )II = JεΛJεφ

in,ε
i,j + (JεΛJε − Λ)ψin

i,j on Γ .

We are going to construct the initial data win,ε
0 such that these compatibility conditions are

satisfied up to order m− 1.

Step 1. Compatibility at order j = 0. The compatibility condition at order 0 can be written

as N · (win,ε
0 )II = gε0 with gε0 = (JεΛJε −Λ)ψin

i,0 on Γ . There are many choices for such win,ε
0 . We

can for instance impose additionally

(117)

{
(win,ε

0 )I = 0 on Γ ,(
0

N⊥

)
· win,ε

0 = 0 on Γ ,

so that win,ε
0 solves the equations Gnorw

in,ε
0 = F and S0

(
0

N⊥

)
· win,ε

0 = f̃ , with F = (gε0, 0, 0)
T,

S0 = Id3×3 and f̃ = 0. It follows that win,ε
0 is given by the explicit formula in (iv) of Lemma 12.

In particular, since we have ψin
i,0|Γ

∈ Hm+1/2(Γ ), this expressions determines win,ε
0 |Γ

uniquely as

a function in Hm−1+1/2(Γ ). Moreover, we see that

|win,ε
0 |Hm−1+1/2(Γ ) . |(JεΛJε − Λ)ψin

i,0|Hm−1+1/2(Γ )

. |(Jε − Id)ψin
i,0|Hm+1/2(Γ ) + |(Jε − Id)Λψin

i,0|Hm−1+1/2(Γ )

→ 0 as ε→ +0,

where we used Proposition 3.

Step 2. Analysis of the induction relation (115). Taking the trace of (115) on Γ , we obtain the

equation Gnordnorw
in,ε
j = −S|t=0

win,ε
j+1 + f εj,0 with

f εj,0 = −
j−1∑

k=0

(
j

k

)
(∂j−k

t S)|t=0
win,ε
k+1 −Gtandtanw

in,ε
j on Γ ,

where Gtan = 1
|T |2 (T1G1 + T2G2). More generally, if p + q = j, then applying d

q
nor to (115)j=p

and taking the trace on Γ yields the equation Gnord
q+1
nor w

in,ε
p = −S|t=0

d
q
norw

in,ε
p+1 + f εp,q with

f εp,q = −[dqnor, S|t=0
]win,ε

p+1 + [dqnor, Gnor]dnorw
in,ε
p

+ dqnor

(p−1∑

k=0

(
p

k

)
(∂p−k

t S)|t=0
win,ε
k+1 +Gtandtanw

in,ε
p

)
on Γ ;

an important observation is the following: if {(dqnorwin,ε
p )|Γ | p+ q ≤ j} are determined such that

(dqnorw
in,ε
p )|Γ → 0 in Hm−1−(p+q)+1/2(Γ ) as ε → +0, then the regularity assumed on S|t=0

is

enough to ensure that f εp,q → 0 in Hm−2−(p+q)+1/2(Γ ) as ε→ +0.
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Now, since GnorW = F with W = d
q+1
nor w

in,ε
p and F = −S|t=0

d
q
norw

in,ε
p+1+ f

ε
p,q, we can apply the

first assertion of Lemma 12 to get

(118)

{
S|t=0

d
q
norw

in,ε
p+1 ·

(
0

N⊥

)
= f εp,q ·

(
0

N⊥

)
,

d
q+1
nor w

in,ε
p = Gnor

(
− S|t=0

d
q
norw

in,ε
p+1 + f εp,q

)
+ αp,q

(
0

N⊥

)
,

for some coefficient αp,q ∈ R. The set of all these relations obtained for all possible choices of p
and q such that p+ q = j can be rewritten as

(119) S|t=0
win,ε
j+1 ·

(
0

N⊥

)
= f εj,0 ·

(
0

N⊥

)
,

which corresponds to the first equation of (118)j,0, together with

(120)

{
d
q
norw

in,ε
j−q+1 = Gnor

(
− S|t=0

d
q−1
nor w

in,ε
j−q+2 + f εj−q+1,q−1

)
+ αj−q+1,q−1

(
0

N⊥

)
,

S|t=0
d
q
norw

in,ε
j−q+1 ·

(
0

N⊥

)
= f εj−q,q ·

(
0

N⊥

)
,

which correspond respectively to the second equation of (118)j−q+1,q−1 and the first equation
of (118)j−q,q, for all 1 ≤ q ≤ j, as well as

(121) dj+1
nor w

in,ε
0 = Gnor

(
−S|t=0

djnorw
in,ε
1 + f ε0,j

)
+ α0,j

(
0

N⊥

)
,

which corresponds to the second equation of (118)0,j.

Step 3. Compatibility condition at order j +1. The compatibility condition at order j +1 can
be written as

(122) N · (win,ε
j+1)

II = gεj+1 on Γ ,

where gεj+1 = JεΛJεφ
in,ε
i,j+1 + (JεΛJε − Λ)ψin

i,j+1. As there is no condition on (win,ε
j+1)

I, we are free

to set it for instance equal to zero. This together with (119) yields

(123)

{
win,ε
j+1 = gεj+1

(
0
N

)
+ αj+1

(
0

N⊥

)
,

S|t=0
win,ε
j+1 ·

(
0

N⊥

)
= f εj,0 ·

(
0

N⊥

)

for some αj+1 ∈ R which is fully determined by Lemma 12 by taking this time S0 = S|t=0
. In a

similar way, we are free to complement (121) by an addition condition on S|t=0

(
0

N⊥

)
· dj+1

nor w
in,ε
0 ;

for the sake of simplicity, we set this quantity equal to zero, so that we can replace (121) by

(124)

{
d
j+1
nor w

in,ε
0 = Gnor

(
− S|t=0

d
j
norw

in,ε
1 + f ε0,j

)
+ α0,j

(
0

N⊥

)
,

S|t=0

(
0

N⊥

)
· dj+1

nor w
in,ε
0 = 0,

which, owing to Lemma 12, determines the coefficient α0,j.

Step 4. Induction. We want to show that the relations formed by (123), (120), and (121) allow
us to construct the desired approximation. More precisely, we prove by induction that for all

0 ≤ j ≤ m− 1, the {(dqnorwin,ε
p )|Γ | p + q ≤ j} are determined and such that (dqnorw

in,ε
p )|Γ → 0 in

Hm−1−(p+q)+1/2(Γ ) as ε → +0. We have proved in Step 1 that this quantity is true for j = 0.
Let us thus assume that it is satisfied for 0 ≤ j ≤ m− 2 and prove that it also holds for j + 1.
We know from the induction assumption that gεj+1 is already determined and satisfies gεj+1 → 0

in Hm−2−j+1/2(Γ ) as ε → +0. As already observed in Step 2, the some holds for f εj,0. Using

the explicit expression of the solution to (123) furnished by the second assertion of Lemma 12
with S0 = S|t=0

, and the fact that we assumed enough regularity on S|t=0
, we get the desired

bound on (win,ε
j+1)|Γ . Using (120) and (121), we readily show that the same holds true for all the

(dqnorw
in,ε
p )|Γ with p+ q ≤ j = 1, so that the induction is complete.

Step 5. Conclusion. Now, we have seen that the compatibility conditions up to order m −
1 together with the additional conditions (117) and the second equation of (124) determine
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{(djnorwin,ε
0 )|Γ }m−1

j=0 uniquely and that (djnorw
in,ε
0 )|Γ → 0 in Hm−1−j+1/2(Γ ) as ε→ +0. Therefore,

by a standard extension theorem we can construct the desired correction win,ε
0 . Moreover, the

limit (114) follows directly from the above construction of win,ε
0 . �

6.3.4. Approximation of the data by more regular compatible data. In order to approximate the
data (uin, ψin

i , f, g1, g2) for the initial boundary value problem (103)–(105) by more regular data
satisfying higher order compatibility conditions, as in [3] in the non-characteristic case, we use
the following proposition.

Proposition 16. Let m, s ≥ 1 be integers and suppose that S ∈ C∞
b ((0, T ) × E) satisfies As-

sumption 9 (i) and that Assumption 1 is satisfied. Assume also that the data (uin, ψin
i , f, g1, g2)

for the initial boundary value problem (103)–(105) satisfy (111) and the compatibility conditions

up to order m− 1. Let {ψin(n)
i }∞n=1 ⊂ Hm+s+1/2(Γ ), {f (n)}∞n=1 ⊂ W

m+s−1
T , {(g(n)1 , g

(n)
2 )}∞n=1 ⊂

W
m+s−1+1/2
b,T be approximations of the data, which converge to (uin, ψin

i , f, g1, g2) in the class

indicated in (111) as n→ ∞. Then, there exists {uin(n)}∞n=1 ⊂ Hm+s(E) satisfying uin(n) → uin

in Hm(E) such that the data (uin(n), ψ
in(n)
i , f (n), g

(n)
1 , g

(n)
2 ) satisfy the compatibility conditions up

to order m+ s− 1.

Proof. By the density of the space, we first approximate the initial data uin by a sequence
of data {ũin(n)}∞n=1 ⊂ Hm+s(E) such that ũin(n) → uin in Hm(E) as n → ∞. In general,

these data (ũin(n), ψ
in(n)
i , f (n), g

(n)
1 , g

(n)
2 ) do not satisfy the compatibility conditions. Therefore,

we compensate the initial data in the form uin(n) = ũin(n) + win(n) so that the modified data

satisfy the compatibility conditions up to order m+ s− 1. Let (ũ
in(n)
j , ψ̃

in(n)
i,j ) and (u

in(n)
j , ψ

in(n)
i,j )

be initial date (∂jt u, ∂
j
tψi)|t=0

for the initial boundary value problem (103)–(105) determined

from the data (ũin(n), ψ
in(n)
i , f (n), g

(n)
1 , g

(n)
2 ), and (uin(n), ψ

in(n)
i , f (n), g

(n)
1 , g

(n)
2 ), respectively, and

put w
in(n)
j = u

in(n)
j − ũ

in(n)
j and φ

in(n)
i,j = ψ̃

in(n)
i,j − ψ

in(n)
i,j . Then, we see that {win(n)

j }m+s
j=0 are

determined inductively from w
in(n)
0 = win(n) by

S|t=0
w

in(n)
j+1 +

j−1∑

k=0

(
j

k

)
(∂j−k

t S)|t=0
w

in(n)
k+1 +Gp∂pw

in(n)
j = 0,

and that {φin(n)i,j }m+s
j=0 are given by φ

in(n)
i,0 = 0 and φ

in(n)
i,j+1 = −(w

in(n)
j )I

|Γ
for j = 0, 1, . . . ,m+s−1.

Moreover, the compatibility condition at order j can be written as

N · (win(n)
j )II = Λφ

in(n)
i,j − (N · (ũin(n)j )II − Λψ̃

in(n)
i,j ) on Γ .

Here, we see that

N · (ũin(n)j )II − Λψ̃
in(n)
i,j ∈ Hm+s−1−j+1/2(Γ ) for j = 0, 1, . . . ,m+ s− 1,

→ N · (uinj )II − Λψin
i,j = 0 in Hm−1−j+1/2(Γ ) for j = 0, 1, . . . ,m− 1.

Therefore, as in the proof of Proposition 15, if we impose additionally the corresponding
conditions to (117) and the second equation in (124) for j = 0, 1, . . . ,m + s − 2, then we

can determine {(djnorwin(n)
0 )|Γ }m+s−1

j=0 uniquely such that (djnorw
in(n)
0 )|Γ ∈ Hm+s−1−j+1/2(Γ ) for

j = 0, 1, . . . ,m+s−1 and (djnorw
in(n)
0 )|Γ → 0 in Hm−1−j+1/2(Γ ) as n→ ∞ for j = 0, 1, . . . ,m−1.

Now, by using the method in [49] we can construct the desired correction w
in(n)
0 . �
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6.4. Existence theorem. We can now state the main result of this section, which provides an
existence result for the initial boundary value problem (103)–(105). Let us insist on the fact

that the assumption ∂S ∈ W
1,p
T is weaker than the assumption ∂S ∈ W

2
T usually found in the

literature on hyperbolic initial boundary value problems. This will be used in Section 7.4 to
obtain a nonlinear existence theorem with sharp regularity.

Theorem 4. Let m ≥ 1 be an integer and T > 0, and suppose that Assumption 1 is satisfied
and that the coefficient matrix S satisfies S ∈ C1

b((0, T ) × E), ∂S ∈ W
m−1
T ∩ W

1,p
T for some

p ∈ (2,∞), and Assumption 9. Then, for any data (uin, ψin
i , f, g1, g2) satisfying

(125)

{
uin ∈ Hm(E), ψin

i ∈ Hm+1/2(Γ ), f ∈ Hm((0, T ) × E),
(1 + |D|)−1/2g1 ∈ Hm+1((0, T ) × Γ ), (1 + |D|)1/2g2 ∈ Hm((0, T ) × Γ ),

and the compatibility conditions up to order m − 1, the initial boundary value problem (103)–

(105) has a unique solution (u, ψi) ∈ W
m
T ×W

m+1/2
b,T . Moreover, the solution satisfies the energy

estimate obtained in Proposition 14 with ε = 0.

Proof. The proof consists of three steps. In the first step, we prove the existence for S smooth
and more regular data. In the second step, the assumption of additional regularity on the data
is removed while, in the third step, we remove the additional regularity assumption on S.

Step 1. We first consider the case where the coefficient matrix S is sufficiently smooth as
S ∈ C∞

b ((0, T ) × E) and the data (uin, ψin
i , f, g1, g2) satisfy (125) with m replaced by m + 3

and the compatibility conditions up to order m + 1. By Proposition 15, for each ε ∈ (0, 1]
there exists an initial datum uin,ε ∈ Hm+3(E) such that the data (uin,ε, ψin

i , f, g1, g2) satisfy
the compatibility conditions up to order m+ 1 for the initial value problem (106)–(108) to the
regularized system. Moreover, we have uin,ε → uin in Hm+3(E) as ε→ +0. In this case we have

uin,εj ∈ Hm+3−j(E) for j = 0, 1, . . . ,m + 3, so that we can construct u(0),ε ∈ W
m+3
T satisfying

(∂jt u
(0),ε)|t=0

= uin,εj for j = 0, 1, . . . ,m+3 and ‖u(0),ε‖
W

m+3
T

. ‖uin,ε‖Hm+3(E). Then, we consider

the initial boundary value problem (106)–(108) to the regularized system for ε ∈ (0, 1]. We note

also that f ε = f − εS(χbN · ∇)u(0),ε ∈ W
m+2
T . Therefore, in view of Lemma 9 and Remark

8 we see that there exists sufficiently small ε0 > 0 such that for each ε ∈ (0, ε0] the initial

value problem (106)–(108) has a unique solution (uε, ψε
i ) ∈ W

m+2
T ×W

m+2+1/2
b,T . Furthermore,

by Propositions 14 with m replaced by m+ 2 we have a uniform bound of the solution

|||uε(t)|||2m+2 + |dtanJεψε
i (t)|H−1/2

(m+2)

≤ C

for any ε ∈ (0, ε0] and t ∈ [0, T ] with a constant C independent of ε and t.
We proceed to see the convergence of these approximated solutions {(uε, ψε

i )}0<ε≤ε0 as ε →
+0. For ε, δ ∈ (0, ε0], we put uε,δ = uε − uδ and ψε,δ

i = ψε
i − ψδ

i , which satisfy the equations

S∂tu
ε,δ +Gj∂ju

ε,δ = f ε,δ in (0, T ) × E
and boundary conditions

{
N · (uε,δ)II = Λψε,δ

i + gε,δ1 on (0, T )× Γ ,

∂tψ
ε,δ
i + (uε,δ)I = 0 on (0, T )× Γ ,

where

f ε,δ = S(χbN · ∇){ε(uε − u(0),ε)− δ(uδ − u(0),δ)},
gε,δ1 = (Jε − Id)ΛJεψ

ε
i + Λ(Jε − Id)ψε

i − (Jδ − Id)ΛJδψ
δ
i − Λ(Jδ − Id)ψδ

i .
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Therefore, by Proposition 14 with ε = 0 we have

sup
t∈[0,T ]

(
|||uε,δ(t)|||2m + |dtanψε,δ

i (t)|2
H

−1/2
(m)

)

. |||uε,δ(0)|||2m + |dtanψε,δ
i (0)|2

H
−1/2
(m)

+ |gε,δ1 (0)|2
H

−1/2
(m)

+

∫ T

0

(
|||f ε,δ(t)|||2m + |gε,δ1 (t)|2

H
−1/2
(m+1)

)
dt.

Here, we easily see that

|dtanψε,δ
i (0)|

H
−1/2
(m)

. |||uε,δ(0)|||m

. ‖uin,ε − uin,δ‖Hm + |||f ε,δ(0)|||m−1

and that

|||f ε,δ(t)|||m . ε|||(uε, u(0),ε))(t)|||m+1 + δ|||(uδ , u(0),δ))(t)|||m+1

. ε+ δ.

In view of |(Jε − Id)φ|Hs ≤ ε|Jεφ|Hs+1 and Proposition 3 we also get

|gε,δ1 (t)|
H

−1/2
(m+1)

. ε|dtanJεψε
i (t)|H−1/2

(m+2)

+ δ|dtanJδψδ
i (t)|H−1/2

(m+2)

. ε+ δ.

Moreover, in view of ∂tψ
ε,δ
i = −(uε,δ)I and ψε,δ

i |t=0
= 0 and the trace theorem we have

|∂jtψε,δ
i (t)|Hm−j+1/2 . ‖uε,δ‖Wm

T
+ |dtanψε,δ

i (t)|Hm−1/2

for j = 0, 1, . . . ,m and t ∈ [0, T ]. Therefore, we obtain

sup
t∈[0,T ]

m∑

j=0

(
‖∂jt (uε − uδ)(t)‖Hm−j + |∂jt (ψε

i − ψδ
i )(t)|Hm−j+1/2

)
. ‖uin,ε − uin,δ‖Hm + ε+ δ.

This shows that the approximate solutions {(uε, ψε
i )}0<ε≤ε0 converge as ε → +0 and the limit

is the desired solution.

Step 2. We still consider the case where the coefficient matrix S is of C∞
b -class but we do

not assume additional regularity assumption on the data (uin, ψin
i , f, g1, g2). By the density

of function spaces, there exists a sequence of data {(ψin(n)
i , f (n), g

(n)
1 , g

(n)
2 )}∞n=1, which satisfies

the regularity indicated in (125) with m replaced by m + 3 and converges to (ψin
i , f, g1, g2) in

the space indicated in (125). Then, by Proposition 16 there exists {uin(n)}∞n=1 ⊂ Hm+3(E)
satisfying uin(n) → uin in Hm(E) such that the data (uin(n), ψ

in(n)
i , f (n), g

(n)
1 , g

(n)
2 ) satisfy the

compatibility conditions up to order m+ 1. By the result in Step 1, for each n ∈ N there exists

a unique solution (u(n), ψ
(n)
i ) to the initial boundary value problem (103)–(105) for the data

(uin(n), ψ
in(n)
i , f (n), g

(n)
1 , g

(n)
2 ). Then, by the linearity of the equations and by the energy estimate

given in Proposition 14 with ε = 0 we see that {(u(n), ψ(n)
i )}∞n=1 converges in W

m
T ×W

m+1/2
b,T as

n→ ∞ and the limit is the desired solution.

Step 3. Finally, we consider the case where the coefficient matrix S is not necessarily of
C∞
b -class but satisfies the assumptions in the theorem. By the density of function spaces, we

can approximate S by a sequence of symmetric and positive definite matrix valued functions
{S(n)}∞n=1 ⊂ C∞

b ((0, T ) × E) such that
{
S(n) → S in C1

b((0, T ) × E),
∂S(n) → ∂S in W

m−1
T ∩W

1,p
T
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as n→ ∞. Then, we consider the initial boundary value problem to the hyperbolic system

(126) S(n)(t, x)∂tu+Gj∂ju = f(t, x) in (0, T )× E
under the boundary conditions

(127)

{
N · uII − Λψin = g1(t, x) on (0, T ) × Γ ,

∂tψi + uI = g2(t, x) on (0, T ) × Γ ,

and the initial conditions

(128)

{
u|t=0

= uin(n) in E ,
ψi|t=0

= ψin
i on Γ .

Here, the initial data uin(n) should be modified from the original data uin in order that the
data (uin(n), ψin

i , f, g1, g2) satisfy the compatibility conditions up to order m− 1. In exactly the

same way as in the proof of Proposition 15, we can construct such an initial data uin(n), which
converges to uin in Hm(E) as n → ∞. By the result in Step 2, for each n ∈ N there exists a

unique solution (u, ψi) = (u(n), ψ
(n)
i ) ∈ W

m
T × W

m+1/2
b,T to the initial boundary value problem

(126)–(128). Moreover, by Proposition 14 we have a uniform bound of the solution

|||u(n)(t)|||2m + |dtanψ(n)
i (t)|

H
−1/2
(m)

≤ C

for any n ∈ N and t ∈ [0, T ] with a constant C independent of n and t.

We readily get, using Proposition 14 with ε = 0 as in Step 1, that {(u(n), ψ(n)
i )}∞n=1 converges

in W
m−1
T ×W

m−1+1/2
b,T ; the limit is denoted by (u, ψi). By standard compactness arguments, for

each t ∈ [0, T ] we also have
{
∂αu(n)(t)⇀ ∂αu(t) weakly in L2(E) (|α| = m),

dα‖ψ
(n)
i (t)⇀ dα‖ψi(t) weakly in H1/2(Γ ) (|α| = m)

with a uniform bound

|||u(t)|||m + |dtanψi(t)|H−1/2
(m)

≤ C,

where the constant C is independent of t ∈ [0, T ]. By a standard method we can also show
{
∂αu ∈ C0

w([0, T ];L
2(E)) (|α| = m),

d‖ψi ∈ C0
w([0, T ];H

1/2(Γ )) (|α| = m).

Obviously, (u, ψi) is a unique solution to the initial boundary value problem (103)–(105). It
remains to show that the above weak continuity in time can be replaced by the strong continuity.
To this end, we use the technique by A. J. Majda [35], see also A. J. Majda and A. L. Bertozzi
[36], that is, we make use of the energy estimate. Here, we also note that the initial boundary
value problem (103)–(105) can be solved for negative time; in fact, under the change of variable
t → −t the weak dissipative structure does not change. More precisely, for the space X :=
L2(E)×H1/2(Γ ) and for each t ∈ [0, T ] we introduce an inner product

〈((u, ψi), (ũ, ψ̃i)〉t := (u, S(t, ·)ũ)L2(E) + 〈Λψi, ψ̃i〉H−1/2×H1/2 + (ψi, ψ̃i)L2(Γ ),

and denote the corresponding norm by ‖·‖t, which is equivalent to the standard L2(E)×H1/2(Γ )-
norm by Proposition 3. Then, by an energy identity corresponding to the one obtained in the
proof of Proposition 14, for any α ∈ N satisfying |α| = m and t0 ∈ [0, T ] we can show that

lim
t→t0

‖(χbd
α
‖u(t), d

α
‖ψi(t))‖t = ‖(χbd

α
‖u(t0), d

α
‖ψi(t0))‖t0 .
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Since we already know the weak continuity, this gives the strong continuity, that is, we have

χbd
α
‖u ∈ C0([0, T ];L2(E)) and dα‖ψi ∈ C0([0, T ];H1/2(Γ )), leading to ψi ∈ W

m+1/2
b,T . Then, as in

the proof of Proposition 8; see also Lemma 3, we obtain χb∂
αu ∈ C0([0, T ];L2(E)) for |α| = m.

Similarly and more easily, we can see (1 − χb)∂
αu ∈ C0([0, T ];L2(E)) for |α| = m. Therefore,

we obtain ∂αu ∈ C0([0, T ];L2(E)) for |α| = m, so that u ∈ W
m
T . The proof is complete. �

7. Local well-posedness of the nonlinear wave-structure interaction problem

In this section we will show the local well-posedness of the nonlinear wave-structure interaction
problem (15)–(18), which is equivalent to (65)–(67) under appropriate initial conditions as shown
in Proposition 9. Therefore, we consider the nonlinear shallow water equations

(129)

{
∂tζ +∇ · (hv) = 0 in (0, T )× E ,
∂tv +∇

(
gζ + 1

2 |v|2
)
= 0 in (0, T )× E

under the boundary conditions

(130)

{
N · (hv) = Λψi on (0, T )× Γ ,

∂tψi + gζ + 1
2 |v|2 = 0 on (0, T )× Γ ,

and the initial conditions

(131)

{
(ζ, v)|t=0 = (ζ in, vin) in E ,
ψi|t=0 = ψin

i on Γ .

For simplicity, as before we denote uin = (ζ in, (vin)T)T as well as u = (ζ, vT)T.
The statement of the main result of this article, showing the local well-posedness of the

nonlinear model, is provided in Section 7.1. In the rest of this article, we will prove this existence
theorem. The proof consists of several steps. Although the nonlinear shallow water equations
(129) are quasilinear with respect to u, the boundary conditions (130) are not quasilinear but
fully nonlinear, so that we first need to reduce the problem to a system of quasilinear equations.
This step can be carried out through the analysis in Section 5.4 by introducing new unknowns

(132) qu = Σ(u)∂tu, qψi = ∂tψi,

where Σ(u) is the matrix defined as (82). This reduction to a quasilinear system will be given
in Section 7.2. Then, by applying the existence theorem for a linear problem given by Theorem
4 and a standard method of Picard’s iteration, we will show in Section 7.3 the existence of a
unique solution to the reduced quasilinear system under additional assumptions on the initial
data. In order to prove the theorem without the additional assumptions, we approximate the

initial data (uin, ψin
i ) by a sequence of more regular initial data {(uin(n), ψin(n)

i )}∞n=1 satisfying
higher order compatibility conditions. By the existence result in Section 7.3, we can construct
a sequence of smoother approximate solutions. Then, thanks to the a priori estimate obtained
in Theorem 3 together with the energy estimate for the linear system obtained in Proposition
14 we can show in Section 7.4 that the approximate solutions converge to the desired solution
and that the solution satisfies the regularity (136).

7.1. Statement of the existence theorem. In the following, we let m ≥ 3 be an integer and
assume that the initial data (uin, ψin

i ) satisfy

(133) uin ∈ Hm(E), ψin
i ∈ Hm+1/2(Γ ).

We recall thatm = 3 is the minimal integer regularity in a general existence theory for quasilinear
symmetric hyperbolic systems in two space dimensions. Suppose that (u, ψi) is a smooth solution

to the initial value problem (129)–(131) and put uinj = (ζ inj , (v
in
j )T)T = (∂jt u)|t=0

and ψin
i,j =

(∂jtψi)|t=0
for j = 0, 1, 2, . . .. Then, it follows from the nonlinear shallow water equations (129)
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and the second boundary condition in (130) that (uinj , ψ
in
i,j) can be written, at least formally, in

terms of the initial data (uin, ψin
i ) inductively as (uin0 , ψ

in
i,0) = (uin, ψin

i ) and

(134)





ζ inj+1 = −∇ ·
(∑j

k=0

(j
k

)
hinj−kv

in
k

)
,

vinj+1 = −∇
(
gζ inj + 1

2

∑j
k=0

(j
k

)
vinj−k · vink

)
,

ψin
i,j+1 = −

(
gζ inj + 1

2

∑j
k=0

(j
k

)
vinj−k · vink

)
|Γ

for j = 0, 1, 2, . . ., where hinj = (∂jt h)|t=0
so that hin0 = H0 + ζ in and hinj = ζ inj for j ≥ 1. It

is easy to check that under the assumptions in (133), (uinj , ψ
in
i,j) can be, in fact, defined for

j = 0, 1, . . . ,m by the above recursion formula so that uinj ∈ Hm−j(E) and ψin
i,j ∈ Hm−j+1/2(Γ ).

Now, applying ∂jt to the first boundary condition in (130) and putting t = 0 we see that {uink }
j
k=0

and ψin
i,j should satisfy

(135)

j∑

k=0

(
j

k

)
N · (hinj−kv

in
k ) = Λψin

i,j on Γ .

This condition makes sense for j = 0, 1, . . . ,m − 1 under our regularity assumptions (133) on
the initial data and Assumption 1. As with the linearized equations in the previous section, we
need to define the notion of compatible data.

Definition 6. Let m ≥ 3 be an integer and suppose that the initial data (uin, ψin
i ) satisfy (133)

and that Assumption 1 is satisfied. For an integer j satisfying 0 ≤ j ≤ m − 1 we say that the
data (uin, ψin

i ) for the problem (129)–(131) satisfy the compatibility condition at order j if the

{uink }
j
k=0 and ψin

i,j defined by (134) satisfy (135).

In Theorem 3, we established a priori estimates for the nonlinear wave-structure interaction
problem (129)–(131); the following theorem, which is the main result of this article, shows a
stronger result, namely, the local well-posedness of these equations for data at the quasilinear
regularity threshold m = 3.

Theorem 5. Let g, c0, and M0 be positive constants, and m an integer such that m ≥ 3. Under
Assumption 1 there exists a positive time T and a positive constant C such that for any data
(uin, ψin

i ) satisfying {
‖uin‖Hm(E) + |dtanψin

i |Hm−1/2(Γ ) ≤M0,

ghin(x)− |vin(x)|2 ≥ 2c0 for x ∈ E ,
and the compatibility conditions up to order m − 1, the initial value problem to the nonlinear
wave-structure interaction problem (129)–(131) has a unique solution (u, ψi) on the time interval
[0, T ] satisfying

(136) u ∈ W
m
T , ψi ∈ W

m+1/2
b,T

and ‖u‖Wm
T
+ |dtanψi|

W
m+1/2
b,T

≤ C. Moreover, the constants C and T−1 can be chosen as non-

decreasing functions of c−1
0 and M0.

7.2. Reduction to a quasilinear system. Let (u, ψi) be a smooth solution to the nonlinear

wave-structure interaction problem (129)–(131) and introduce new unknowns (qu, qψi) as (132).

Then, as in Proposition 11 we see that (qu, qψi) satisfies the equations

(137)





S(u)∂tqu+Gj∂jqu = f(u, qu) in (0, T ) × E ,
N · quII − Λ qψi = 0 on (0, T ) × Γ ,

∂t qψi + quI = 0 on (0, T ) × Γ ,

(qu, qψi)|t=0
= (quin, qψin

i ) in E × Γ ,
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where Gj (j = 1, 2) and S(u) are the matrices defined as (82) and (88) as before, whereas

f(u, qu) = −(duS(u))[S(u)qu]qu. Then, (u, ψi) can be recovered from (qu, qψi) by solving the following
ODEs

(138)





∂tu = S(u)qu in (0, T )× E ,
∂tψi = qψi on (0, T )× Γ ,

(u, ψi)|t=0
= (uin, ψin

i ) in E × Γ .

There two sets of equations form a quasilinear system of equations for the unknowns (u, qu, ψi, qψi).
The following proposition shows the equivalence of the reduced quasilinear problem and the
original problem under appropriate assumptions on the initial data.

Proposition 17. Let T > 0 and suppose that Assumptions 1 and 8 are satisfied. If (qu, qψi) and
(u, ψi) solve (137) and (138) and if the initial data satisfy

(139)





S(uin)quin + ∂jFj(u
in) = 0 in E ,

Fnor(u
in)I − Λψin

i = 0 on Γ ,
qψin
i +N · Fnor(u

in)II = 0 on Γ ,

then (u, ψi) solves (129)–(131).

Remark 9. In terms of the notations introduced in Section 7.1, the first and the third conditions

in (139) can be written as quin = Σ(uin)uin1 and qψin
i = ψin

i,1, see also (132), whereas the second

condition is nothing but the compatibility condition at order 0 for the problem (129)–(131).

Proof of Proposition 17. We recall that (129) and (130) can be written in the form (77) and
(78), respectively. It follows from (137) and (138) that

∂t(∂tu+ ∂jFj(u)) = ∂t(S(u)qu) + ∂j(GjΣ(u)∂tu)

= S(u)∂tqu+ (dS(u))[S(u)qu]qu+Gj∂jqu

= 0 in (0, T )× E .
Similarly, we have {

∂t(Fnor(u)
I − Λψi) = 0 on (0, T )× Γ ,

∂t(∂tψi +N · Fnor(u)
II) = 0 on (0, T )× Γ .

On the other hand, (139) can be written as




(∂tu+ ∂jFj(u))|t=0
= 0 in E ,

(Fnor(u)
I − Λψi)|t=0

= 0 on (0, T ) × Γ ,

(∂tψi +N · Fnor(u)
II)|t=0

= 0 on (0, T ) × Γ .

Therefore, we obtain the desired result. �

7.3. Existence of the solution under additional conditions. In this subsection, we prove
Theorem 5 under additional assumptions that uin ∈ Hm+1(E), dtanψin

i ∈ Hm+1−1/2(Γ ), and that
the initial data satisfy the compatibility conditions up to order m, by constructing a solution to
the reduced quasilinear problem (137)–(138). Moreover, this solution is constructed as the limit
of a sequence of approximate solutions; we first need to construct carefully the first iterate of
the sequence so that the compatibility conditions are propagated by the iterative scheme.

Step 1. Construction of the first iterate u(0). We use the same notations {(uinj , ψin
i,j)}m+1

j=0 as in

Section 7.1. Also, assuming that (qu, qψi) is defined as (132) from (u, ψi) we put quinj = (∂jt qu)|t=0
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and qψin
i,j = (∂t qψi)|t=0

, which can be written explicitly as




(quinj )
I = gζ inj+1 +

1
2

∑j+1
k=0

(j+1
k

)
vinj+1−k · vink ,

(quinj )
II =

∑j+1
k=0

(j+1
k

)
hinj+1−kv

in
k ,

qψin
i,j = ψin

i,j+1

for j = 0, 1, . . . ,m. We see easily that quinj ∈ Hm−j(E) and qψin
i,j ∈ Hm−j+1/2(Γ ) as well as

uinj ∈ Hm+1−j(E) and ψin
i,j ∈ Hm+1−j+1/2(Γ ) for j = 0, 1, . . . ,m. Therefore, we can take positive

constants K1 and K2 such that
{∑m

j=0 ‖uinj ‖Hm−j (E) ≤ K1,∑m
j=0

(
‖quinj ‖Hm−j(E) + |dtan qψin

i,j|Hm−j−1/2(Γ )

)
≤ K2.

For T,M > 0 we denote by ST the set of all functions u = (ζ, vT)T ∈ W
m
T which satisfy





(∂jt u)|t=0
= uinj for j = 0, 1, . . . ,m,

gh(t, x) − |v(t, x)|2 ≥ c0 for (t, x) ∈ (0, T ) × E ,
‖u‖Wm

T
≤ 2K1,

and by qST,M the set of all functions qu ∈ W
m
T which satisfy

{
(∂jt qu)|t=0

= quinj for j = 0, 1, . . . ,m,

‖qu‖Wm
T
≤M.

Here, we note that for any u ∈ ST we have ‖u‖C1
b((0,T )×E) ≤ C(K1) and ∂S(u) ∈ W

m−1
T ∩W

1,p
T

for any p ∈ [2,∞) with ‖∂S(u)‖
W

m−1
T ∩W1,p

T
≤ C

(
1
c0
,K1, p

)
. It is easy to check that there exist

sufficiently small T0 and large M0 such that ST0 6= ∅ and qST0,M0 6= ∅. We take u(0) ∈ ST0 and

qu(0) ∈ qST0,M0 arbitrarily and fix them.

Step 2. Construction of a sequence of approximate solutions. Given u(n) ∈ ST and qu(n) ∈ qST,M ,

we consider the initial value problem for unknowns (qu(n+1), qψ
(n+1)
i )





S(u(n))∂tqu
(n+1) +Gj∂jqu(n+1) = f(u(n), qu(n)) in (0, T )× E ,

N · (qu(n+1))II − Λ qψ
(n+1)
i = 0 on (0, T ) × Γ ,

∂t qψ
(n+1)
i + (qu(n+1))I = 0 on (0, T ) × Γ ,

(qu(n+1), qψ
(n+1)
i )|t=0

= (quin0 ,
qψin
i,0) in E × Γ .

We see that the initial data (quin0 ,
qψin
i,0) ∈ Hm(E) × Hm+1/2(Γ ) for this problem satisfy the

compatibility conditions up to order m − 1, so that we can apply Theorem 4 to obtain the

unique solution (qu(n+1), qψ
(n+1)
i ) ∈ W

m
T × W

m+1/2
b,T . Moreover, by Proposition 14 the solution

satisfies

‖qu(n+1)‖Wm
T
≤ C1e

C1T
(
|||qu(n+1)(0)|||m + |dtan qψ

(n+1)
i (0)|

H
−1/2
(m)

+ ‖f(u(n), qu(n))‖Hm(0,T )×E

)

≤ C1e
C1T (K2 + C2

√
T ),

where C1 = C1

(
1
c0
,K1

)
and C2 = C2(K1,M). Then, we define u(n+1) as the unique solution to

{
∂tu

(n+1) = S(u(n))qu(n) in (0, T ) × E ,
u(n+1)

|t=0
= uin in E .
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We see that u(n+1) ∈ W
m
T satisfies

‖u(n+1)‖Wm
T
≤ |||u(n+1)(0)|||m +

∫ T

0
|||S(u(n)(t))qu(n)(t)|||mdt

≤ K1 + C3T,

where C3 = C3(K1,M). Therefore, if T > 0 is so small that C3T ≤ K1, then we have

‖u(n+1)‖Wm
T
≤ 2K1. Under this restriction on T , we also have

gh(n+1)(t, x)− |v(n+1)(t, x)|2 ≥ ghin(x)− |vin(x)|2 − C4t

≥ 2c0 − C4t for (t, x) ∈ (0, T ) × E ,

where C4 = C4(K1). Therefore, if we take M > 0 so large that M ≥ max{M0, 2C1K2} and

T > 0 so small that C1T ≤ log 2, C2

√
T ≤ K2, C3T ≤ K1, and C4T ≤ c0, then we see

that u(n+1) ∈ ST and qu(n+1) ∈ qST,M . Hence, we have constructed a sequence of approximated

solutions {(u(n), qu(n), qψ
(n)
i )}∞n=1.

Step 3. Convergence and regularity of the limit. We classically obtain that {(u(n), qu(n))}∞n=1 and

{ qψ
(n)
i }∞n=1 converge in W

m−1
T and W

m−1+1/2
b,T , respectively. We denote by (u, qu) and by qψi their

limits and define ψi as ψi(t, ·) = ψin
i +

∫ t
0

qψi(t
′, ·)dt′. Then, we see that (u, qu, ψi, qψi) is a unique

solution to the quasilinear system (137) and (138) with the initial data (quin, qψin
i ) = (quin0 ,

qψin
i,0).

Particularly, it follows form Proposition 17 and Remark 9 that (u, ψi) is a unique solution to the
nonlinear wave-structure interaction problem (129)–(131). This solution satisfies u, qu ∈ W

m−1
T

and, by a standard compactness argument, |||u(t)|||m ≤ 2K1 and |||qu(t)|||m ≤M for any t ∈ [0, T ].
Since ∂tu = S(u)qu, we can recover the continuity of u in t in the norm |||·|||m, that is, u ∈ W

m
T .

Moreover, we have f(u, qu) ∈ Hm((0, T )× E), so that by regarding (137) as a linear problem for

(qu, qψi) we can apply Theorem 4 to obtain qu ∈ W
m
T and qψi ∈ W

m+1/2
b,T . By ∂tu = S(u)qu again, we

also obtain ∂tu ∈ W
m
T .

7.4. Completion of the proof of the existence theorem. In this last subsection, we com-
plete the proof of Theorem 5 without assuming the additional assumptions in the previous
subsection. As in the proof of Proposition 16, we can approximate the initial data (uin, ψin

i )

by a sequence of more regular data {(uin(n), ψin(n)
i )}∞n=1 ⊂ Hm+1(E) ×Hm+1+1/2(Γ ) such that

each initial data (uin(n), ψ
in(n)
i ) for the nonlinear wave-structure interaction problem (129)–(130)

satisfy the compatibility conditions up to order m and that they converge to the original data
in Hm(E)×Hm+1/2(Γ ). Without loss of generality, we can assume that

{
‖uin(n)‖Hm(E) + |dtanψin(n)

i |Hm−1/2(Γ ) ≤ 2M0,

ghin(n)(x)− |vin(n)(x)|2 ≥ c0 for x ∈ E ,
for n = 1, 2, . . .. By the result in the previous subsection, for each n there exists a positive
time Tn such that the nonlinear wave-structure interaction problem (129)–(130) under the ini-

tial conditions (u, ψi)|t=0
= (uin(n), ψ

in(n)
i ) has a unique solution (u(n), ψ

(n)
i ) ∈ W

m
Tn

×W
m+1/2
b,Tn

.

Moreover, by the a priori estimate given in Theorem 3 there exist a positive time T and a posi-
tive constant C independent of n such that these approximate solutions can be extended on the
time interval [0, T ] and satisfy




|||u(n)(t)|||m + |dtanψ(n)

i (t)|
H

−1/2
(m)

≤ C,

gh(n)(t, x)− |v(n)(t, x)|2 ≥ 1
2c0 for (t, x) ∈ (0, T )× E ,
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for n = 1, 2, . . .. To show the convergence of these approximate solutions, we use the quasilinear

equations (137) and (138). In view of (132) we put qu(n) = Σ(u(n))∂tu
(n) and qψ

(n)
i = ∂tψ

(n)
i ,

which satisfy the quasilinear equations with the corresponding initial data. Then, we have
‖qu(n)‖

W
m−1
T

≤ C1 and ∂S(u(n)) ∈ W
m−1
T ∩W

1,p
T for any p ∈ [2,∞) with ‖∂S(u(n))‖

W
m−1
T ∩W1,p

T
≤

C1, where C1 is a constant independent of n. Therefore, by the same reasoning in the previous

subsection we can show that {(u(n), qu(n))}∞n=1 and { qψ
(n)
i }∞n=1 converge in W

m−2
T and W

m−2+1/2
b,T ,

respectively. We denote by (u, qu) and by qψi their limits and define ψi as ψi(t, ·) = ψin
i +∫ t

0
qψi(t

′, ·)dt′, as before. Then, we see that (u, qu, ψi, qψi) satisfy the quasilinear equations and
that (u, ψi) solves the nonlinear wave-structure interaction problem (129)–(130).

It remains to show that this solution satisfies the regularity (136). By a standard compact-
ness argument, the solution also satisfies |||u(t)|||m + |dtanψi(t)|H−1/2

(m)

≤ C and |||qu(t)|||m−1 ≤ C1

for t ∈ [0, T ]. Since ∂tu = S(u)qu, we have u ∈ W
m−1
T . By the Gagliardo–Nirenberg in-

equality ‖f‖Lp(E) . ‖f‖2/p
L2(E)

‖f‖1−2/p
H1(E)

, which holds for any p ∈ [2,∞), we have |||u(t)|||2,p .

|||u(t)|||2/p2 |||u(t)|||1−2/p
3 , so that u ∈ W

2,p
T for any p ∈ [2,∞). Particularly, we have ∂S(u) ∈

W
m−2
T ∩W

1,p
T . We see also that the source term f(u, qu) in the quasilinear equations belongs to

Hm−1((0, T ) × E). Therefore, we can apply Theorem 4 to obtain (qu, qψi) ∈ W
m−1
T ×W

m−1+1/2
b,T ,

which yields ∂tu ∈ W
m−1
T and ∂tψi ∈ W

m−1+1/2
b,T . Here, we emphasize that this is the place where

we use essentially the wider space W
1,p
T rather than W

2
T in Theorems 1 and 4. For the moment,

we do not know whether ∂S(u) ∈ W
2
T holds or not in the critical case m = 3; see also Remark

4. Next, we put qu = Σ(u)(χbdtanu) and qψi = dtanψi. Although we use the same notation for
different functions, it would not bring any confusion. By Proposition 11, we see that





S(u)∂tqu+Gj∂jqu = f in (0, T )× E ,
N · quII − Λ qψi = g1 on (0, T )× Γ ,

∂t qψi + quI = g2 on (0, T )× Γ ,

where f = −[χbdtan, ∂j ]Fj(u) − (∂tS(u))qu, g1 = [dtan,Λ]ψi, and g2 = −(dtanN) · Fnor(u)
II. By

Proposition 3 and Lemma 4, we see that f ∈ Hm−1((0, T )×E), (1+|D|)−1/2g1 ∈ Hm((0, T )×Γ ),
and (1 + |D|)1/2g2 ∈ Hm−1((0, T ) × Γ ). Moreover, by a straightforward calculation we see

also that the initial data (qu(0, ·), qψi(0, ·)) ∈ Hm−1(E) ×Hm−1+1/2(Γ ) satisfy the compatibility

conditions up to order m − 2. Therefore, we can apply Theorem 4 again to obtain (qu, qψi) ∈
W

m−1
T × W

m−1+1/2
b,T , which yields χbdtanu ∈ W

m−1
T and dtanψi ∈ W

m−1+1/2
b,T . Particularly, we

obtain ψi ∈ W
m+1/2
b,T .

We proceed to see a regularity of χbdnoru by reasoning as in the proof of Lemma 8, that is,
we express the normal derivative in terms of the time and the tangential derivatives by using
the nonlinear shallow water equations, which can be written as ∂tu+Aj(u)∂ju = 0 with Aj(u)
given by (85). Particularly, we have

∂tu+Atandtanu+Anordnoru = 0 in (0, T )× (E ∩ UΓ ).

Although the normal matrix Anor is not invertible, we have
(

(Anordnoru)
I

N · (Anordnoru)
II

)
=

(
N · v h
g N · v

)(
dnorζ

N · (dnorv)

)
+

(
0

(N⊥ · v)(N⊥ · (dnorv))

)
.

These equations imply that dnorζ and N · (dnorv) can be expressed in terms of u, ∂tu, dtanu,
and N⊥ · (dnorv). It also follows from the nonlinear shallow water equations that the vorticity
is conserved in time, that is, ∇⊥ · v(t, ·) = ∇⊥ · vin, so that we have N⊥ · (dnorv) = ∇⊥ · vin −
|T |−2T⊥ · (dtanv). As a result, we can express dnoru in terms of u, ∂tu, and dtanu, leading to
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χbdnoru ∈ W
m−1
T . Therefore, we obtain χb∂u ∈ W

m−1
T . Similarly and more easily we can show

(1− χb)∂u ∈ W
m−1
T , leading to u ∈ W

m
T . The proof is complete.
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5251, 351 Cours de la Libération, 33405 Talence Cedex, France


