
HAL Id: hal-04140177
https://hal.science/hal-04140177

Preprint submitted on 24 Jun 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Stability of optimal shapes and convergence of
thresholding algorithms in linear and spectral optimal

control problems
Antonin Chambolle, Idriss Mazari-Fouquer, Yannick Privat

To cite this version:
Antonin Chambolle, Idriss Mazari-Fouquer, Yannick Privat. Stability of optimal shapes and conver-
gence of thresholding algorithms in linear and spectral optimal control problems. 2023. �hal-04140177�

https://hal.science/hal-04140177
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Stability of optimal shapes and convergence of thresholding

algorithms in linear and spectral optimal control problems

Antonin Chambolle∗ Idriss Mazari-Fouquer† Yannick Privat‡§

June 24, 2023

Abstract

We prove the convergence of the fixed-point (also called thresholding) algorithm in three
optimal control problems under large volume constraints. This algorithm was introduced by
Céa, Gioan and Michel, and is of constant use in the simulation of L∞ − L1 optimal control
problems. In this paper we consider the optimisation of the Dirichlet energy, of Dirichlet
eigenvalues and of certain non-energetic problems. Our proofs rely on new diagonalisation
procedure for shape hessians in optimal control problems, which leads to local stability esti-
mates.

Keywords: Convergence analysis, Numerical algorithms in optimal control, PDE constrained
optimisation, Shape optimisation, Quantitative inequalities, Thresholding scheme.

AMS classification (2020): 49M05, 49M41, 49N05, 49Q10.

1 Introduction

1.1 Scope of the paper: the fixed point algorithm of Céa, Gioan and
Michel for optimal control problems

The fixed-point algorithm, also dubbed thresholding algorithm, is ubiquitous in the numerical
simulations of optimal control problems [6, 7, 10, 24, 27, 28, 29, 30, 43, 46]. It was first introduced
by Céa, Gioan & Michel in the seminal [8]. This algorithm is designed to solve optimal control
problems subject to constraints expressed in L1 and L∞ norms. These problems are part of a
broad class of optimal control problems writing:

max
f∈F

(
J(f) :=

ˆ
Ω

j(uf ,∇uf )

)
where

{
−∇ · (A∇uf ) = F (x, uf ) +H(f, uf ) ,

Buf = 0
(P)

where B is a boundary conditions operator, A is an elliptic matrix and H accounts for the coupling
between the state uf and the control f . The admissible class of controls is of the form

F :=

{
f ∈ L∞(Ω) : 0 6 f 6 1 a.e.,

 
Ω

f = V0

}
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for some volume constraint V0 ∈ (0; 1). In most cases, no explicit description of the maximisers is
available and the algorithm proposed in [8] can be recast in terms of the so-called switch function:
provided all functionals at hand are regular enough we may represent, for a given f ∈ F , the
derivative of the criterion through a function pf , called the switch function of the optimal control
problem: for any admissible perturbation h at f (for the sake of simplicity, such that for any ε > 0
small enough f + εh ∈ F ; see Definition 3 for the proper notion), the derivative of J at f in the
direction h writes

J̇(f)[h] =

ˆ
Ω

hpf .

The thresholding algorithm, in short, picks the direction h that maximises J̇(f)[·]:

Algorithm 1 Thresholding algorithm

1: Initialisation at f0 ∈ F
2: k ← 0
3: Compute pfk
4: Compute ck such that Vol({pfk > ck}) = V0Vol(Ω).
5: fk ← 1{pfk>ck}
6: k ← k + 1.

Some difficulties can arise. Indeed, we can only hope for this algorithm to be well-posed if
the solutions to the optimal control problem (P) only has so-called bang-bang solutions i.e. any
optimal f∗ writes f∗ = 1E∗ for some measurable E∗. Indeed, in general, one can only define a
Lagrange multiplier ck such that

Vol({pfk > ck}) 6 V0Vol(Ω) < Vol({pfk > ck}).

For the algorithm to be properly defined, one needs to ensure that the level-set {pfk = ck} has zero
measure, which “usually” implies that (P) indeed satisfies this bang-bang property. Observe that
some simple linear control problems do not satisfy this property [42]. But even assuming this is not
a problem, and despite the fact that this method has proved very efficient in past contributions,
the theoretical convergence of the sequence of iterates was, to the best of our knowledge, never
proved apart from cases where explicit computations are available; see [29] where a detailed study
of the convergence rate of the method in the one-dimensional case is undertaken. In [8, Condition
(2.4)] a sufficient condition for the convergence of the algorithm is given for very specific types of
functionals; some of the conditions given in this paper that ensure convergence are similar and are
akin to a coercivity condition in shape differentiation [16]. Finally, we mention that in [18] a study
of convergence rate for discretised version of shape optimisation algorithms is obtained.

The purpose of this paper is to study Algorithm 1 for three optimal control problems and
to establish its global convergence for large volume constraints V0. This is done by building on
recent progress in the study of quantitative inequalities in optimal control theory [37, 39], and by
introducing a new diagonalisation procedure for shape hessians in optimal control theory. Such a
procedure is of independent interest and relates to stability estimates in optimal control theory.

Plan of the article In section 1.2 we lay out our notations and introduce our admissible classes.
We study three different problems; the introduction is divided accordingly.

• First, we consider the optimisation of the Dirichlet energy, that is, the optimisation problem

min
f∈F

1

2

ˆ
Ω

|∇uf |2 −
ˆ

Ω

fuf subject to

{
−∆uf = f in Ω ,

uf = 0 on ∂Ω.
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We refer to section 1.3 of this introduction.

• Second, we consider the optimisation of weighted Dirichlet eigenvalues, that is, the optimi-
sation problem

min
f∈F

λ(f) where λ(f) is the first Dirichlet eigenvalue of −∆− f

We underline that this is a bilinear control problem. We refer to Section 1.4.

• Third, we consider a non-energetic optimal control problem: for a given function j = j(x, u)
that is convex in u we seek to solve

max
f∈F

J(f) :=

ˆ
Ω

j(x, uf ) subject to

{
−∆uf = f in Ω ,

uf = 0 on ∂Ω.

We refer to section 1.5.

For the sake of readability, we give in section 1.6 the general plan of the proof of convergence. The
core of the paper is devoted to the proofs of the result for the Dirichlet energy. As the proofs for
the other two problems are very similar we postpone them to appendices. In the conclusion of this
article, we discuss several limits of our analysis and offer possible future research directions.

Related algorithms. Before we move on to the main part of the introduction, let us mention
that Algorithm 1 is linked to the thresholding algorithm, studied in detail since its introduction in
[40] and which, broadly speaking, seeks to approximate mean-curvature motions using a thresh-
olding of the solutions to certain PDEs. The theoretical and numerical aspects of this scheme have
been the subject of an intense research activity in the past years [4, 19, 25, 26, 31, 32, 44, 45]. Let
us mention that most of the methods used in the aforementioned works can not be used here as
they use the behaviour of solutions of PDEs defined in IRd. The presence of boundary conditions
in the models under consideration here prohibits relying on the tools these authors developed .

Finally, it should be mentioned that a closely related fixed-point type algorithm was used in
[3, 2] to numerically solve topological optimization problems.

1.2 Notational conventions, preliminary definitions and setting

Throughout the paper, Ω is a fixed C 2 bounded domain of IRd (d > 2) which is simply connected (in
particular ∂Ω is a connected smooth submanifold of IRd). For a fixed volume constraint V0 ∈ (0; 1)
we define the set of admissible controls

F(V0) :=

{
f ∈ L∞(Ω) : 0 6 f 6 1 a.e.,

 
Ω

f = V0

}
. (Adm)

By [22, Proposition 7.2.17] the set F(V0) is convex and closed for the weak L∞ − ∗ topology.
Moreover, its extreme points are characteristic functions of subsets: using Extr(X) to denote the
extreme points of a convex set X we have

Extr(F(V0)) = {1E , E ⊂ Ω ,Vol(E) = V0Vol(Ω)} .

It is convenient to introduce a bit of terminology:

Definition 1. A bang-bang function of F(V0) is an extreme point of F(V0).

In other words, m is bang-bang in F(V0) if, and only if, there exists a measurable subset E ⊂ Ω
such that Vol(E) = V0Vol(Ω) and such that m = 1E .
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Remark 2. A salient feature of all the optimisation problems we consider in this paper is that
their solutions are bang-bang functions. We explain in the conclusion why we can not at this point
bypass this underlying assumption.

Finally, as our proofs rely on optimality conditions, we need to introduce the tangent cone to
an element f ∈ F(V0).

Definition 3. Let f ∈ F(V0). The tangent cone to F(V0) at f is the set of functions h ∈ L∞(Ω)
such that, for any sequence {tk}k∈IN converging to 0, there exists a sequence {hk}k∈IN that converges
strongly to h in L2(Ω) and such that, for any k ∈ IN, f + tkhk ∈ F(V0). Functions belonging to
this tangent cone are called admissible perturbations at f .

Further characterisations of the tangent cone are available in [5, 15].

1.3 Optimisation of the Dirichlet energy

The energy functional and the optimal control problem. The first problem we study is
the optimisation of the Dirichlet energy. For a given f ∈ L2(Ω), let uf ∈ W 1,2

0 (Ω) be the unique
solution of {

−∆uf = f in Ω ,

uf = 0 on ∂Ω.
(1.1)

This equation has a variational formulation: uf is the unique minimiser in W 1,2
0 (Ω) of the energy

Ef defined as

Ef : W 1,2
0 (Ω) 3 u 7→ 1

2

ˆ
Ω

|∇u|2 −
ˆ

Ω

fu.

The Dirichlet energy associated with f is defined by

E (f) := Ef (uf ) =
1

2

ˆ
Ω

|∇uf |2 −
ˆ

Ω

fuf . (1.2)

The optimal control problem is

min
f∈F(V0)

E (f). (PDir)

The following result is standard.

Lemma 4. The problem (PDir) has a solution. Furthermore, the map E is strictly concave. In
particular any solution f∗ of (PDir) is a bang-bang function in the sense of Definition 1: there
exists E∗ ⊂ Ω such that f∗ = 1E∗ , with Vol(E∗) = V0Vol(Ω).

The switch function and the thresholding algorithm. To describe the thresholding algo-
rithm we need to specify the switch function of E . The following lemma is well-known.

Lemma 5. The map f 7→ E (f) is Fréchet differentiable at any f ∈ F(V0) and, for any f ∈ F(V0),
for any admissible perturbation h, there holds

Ė (f)[h] = −
ˆ

Ω

huf .

Consequently, for the Dirichlet energy, the switch function of the optimal control problem is
−uf . This allows to describe the thresholding algorithm:
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Algorithm 2 Thresholding algorithm for the Dirichlet energy

1: Initialisation at f0 ∈ F
2: k ← 0
3: Compute ufk
4: Compute ck such that Vol({ufk > ck}) = V0Vol(Ω).
5: fk ← 1{ufk>ck}
6: k ← k + 1.

Remark 6. Of course we have the same problem as in Algorithm 1, namely, that we would need
to ensure that the algorithm is well-defined in the sense that for any index k there indeed exists a
ck ∈ IR such that Vol({ufk > ck}) = V0Vol(Ω). This is also covered by our theorem.

Some terminology. We introduce the following definition:

Definition 7 (Critical points). For any V0 ∈ (0; 1), for any f ∈ F(V0), we say f is a critical
point of E if:

1. There exists a unique µf = µuf ,V0 such that

Vol({uf > µf}) = V0Vol(Ω) = Vol({uf > µf}),

2. f = 1{uf>µf}.

A critical set is a subset E of Ω such that 1E ∈ F(V0) and such that 1E is a critical point of E .

It is natural to expect that the algorithm will converge to a local minimiser of the functional. In
general, one must clarify the meaning behind “local minimiser”; more than mere local minimisers
we use the notion of “stable local minimisers”. Our definition here is the following:

Definition 8. An admissible control f∗ ∈ F(V0) is called a stable local minimiser of E in F(V0)
if there exist C = C(f∗) , δ = δ(f∗) > 0 such that

∀f ∈ F(V0) , ‖f − f∗‖L1(Ω) 6 δ(f∗)⇒ E (f) > E (f∗) + C(f∗)‖f − f∗‖2L1(Ω).

Main result Our main result is the following:

Theorem I. There exists ε > 0 such that, if 1− ε 6 V0 < 1, for any initialisation f0 ∈ F(V0), the
sequence {fk}k∈IN generated by Algorithm 2 converges strongly in L1(Ω) to a stable local minimiser
of E in F(V0).

1.4 Optimisation of weighted eigenvalues

The energy functional and the optimal control problem. The second functional under
consideration is the principal eigenvalue of a Dirichlet operator. For any f ∈ F(V0), let λ(f) be
the first eigenvalue of the operator −∆ − f endowed with Dirichlet boundary conditions. The
variational formulation of λ(f) is

λ(f) = min
u∈W 1,2

0 (Ω)\{0}

´
Ω
|∇u|2 −

´
Ω
fu2´

Ω
u2

. (1.3)
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It is standard to see that this eigenvalue is simple and that any associated eigenfunction has
constant sign. Thus, up to normalisation, the eigenpair (ηf , λ(f)) satisfies

−∆ηf = λ(f)ηf + fηf in Ω ,

ηf ∈W 1,2
0 (Ω) ,

ηf > 0 in Ω ,´
Ω
η2
f = 1.

(1.4)

The optimal control problem under consideration is

min
f∈F(V0)

λ(f). (PEigen)

This problem has been studied at length, see [21, Chapter 8] or the more recent [30]. Part of the
recent interest in it is due to its applications in spatial ecology, as the sign of λ(f) predicts extinc-
tion or survival of a species, see [36, Introduction] and the references therein. The thresholding
algorithm was applied to this problem in [24, 27, 30].

Similar to Lemma 4, we have the following result.

Lemma 9. The problem (PEigen) has a solution. Furthermore, the map λ is strictly concave. In
particular any solution f∗ of (PEigen) is a bang-bang function in the sense of Definition 1: there
exists E∗ ⊂ Ω such that f∗ = 1E∗ , with Vol(E∗) = V0Vol(Ω).

The switch function and the thresholding algorithm. Let us now give the switch function
of (PEigen).

Lemma 10. The map f 7→ λ(f) is Fréchet differentiable at any f ∈ F(V0) and, for any f ∈ F(V0),
for any admissible perturbation h at f , there holds

λ̇(f)[h] = −
ˆ

Ω

hη2
f .

Consequently, for the Dirichlet eigenvalue, the switch function is −η2
f . Note that as ηf > 0,

computing a level-set of ηf is the same as computing a level-set of η2
f . This allows to describe the

thresholding algorithm for (PEigen).

Algorithm 3 Thresholding algorithm for the Dirichlet eigenvalue

1: Initialisation at f0 ∈ F
2: k ← 0
3: Compute ηfk
4: Compute ck such that Vol({ηfk > ck}) = V0Vol(Ω).
5: fk ← 1{ηfk>ck}
6: k ← k + 1.

Remark 6 about the well-posedness of the algorithm applies here as well.
To alleviate the presentation, we give the precise definitions of “critical point” and of “local

minimisers” at the beginning of the proof; they are identical to Definitions 7-8, up to replacing E
with λ.

6



Main result The main theorem is the following:

Theorem II. There exists ε > 0 such that, if 1 − ε 6 V0 < 1, for any initialisation f0 ∈ F(V0),
the sequence {fk}k∈IN generated by Algorithm 3 converges strongly in L1(Ω) to a local minimiser
of λ in F(V0).

The proof is very similar to that of Theorem I; it is given in [9, Section A].
We conclude this section with an illustration of the thresholding algorithm 3 for optimizing

the functional λ. In Figures 2 and 3, we show the optimal domain, as well as the evolution of
the quantity ‖fk+1 − fk‖L1(Ω), using the same notation as in algorithm 3, which is used as a
stopping criterion for the algorithm, as a function of the iterations. We observe that the number of
iterations required for the stopping criterion to be below the fixed tolerance (in this case, 10−6 for
these figures) is very small. The numerical results also suggest that the statement of Theorem II
is likely to be valid for large values of ε close to 1.

Figure 1: Domain E0 chosen to initialize algorithm 3, i.e., f0 = 1E0 ..

Figure 2: V0 = 0.3. Left: representation of the optimal domain (black contour) and the eigenfunc-
tion (warmer colors indicate where the function takes its maximum values). Right: evolution of
the quantity ‖fk+1 − fk‖L1(Ω) as a function of iterations, on a logarithmic scale.

7



Figure 3: V0 = 0.8. Left: representation of the optimal domain (black contour) and the eigenfunc-
tion (warmer colors indicate where the function takes its maximum values). Right: evolution of
the quantity ‖fk+1 − fk‖L1(Ω) as a function of iterations, on a logarithmic scale.

1.5 Optimisation of non-energetic criteria

The functional and the optimal control problem. The third and final problem we consider
is the optimisation of a non-energetic criterion. We consider, for any f ∈ F(V0), the solution uf
of the Dirichlet problem (1.1) (the same uf we used in the study of the Dirichlet energy). We fix
a non-linearity j = j(x, u) satisfying the following regularity assumptions:

j is C 2 in u, C 1 in x ,

For k = 0, 1, 2, i = 0, 1, for any compact K ⊂⊂ IR there holds sup
Ω×K
‖∂ixi∂

k
ukj‖L∞(Ω) <∞ ,

j is strictly convex in u and for any u > 0 inf
Ω
∂2
u2j(x, u) > 0,

j is increasing in u for any x ∈ Ω, for any u > 0, ∂uj(x, u) > 0.

(Hj)
The problem under consideration is

max
f∈F(V0)

(
J(f) :=

ˆ
Ω

j(x, uf (x))dx

)
. (Pj)

We start with a standard result.

Lemma 11. The problem (Pj) has a solution. Furthermore, the map J is strictly convex. In
particular any solution f∗ of (PEigen) is a bang-bang function in the sense of Definition 1: there
exists E∗ ⊂ Ω such that f∗ = 1E∗ , with Vol(E∗) = V0Vol(Ω).

The switch function and the thresholding algorithm. We now describe the switch function
in the following standard lemma:

Lemma 12. The map J is Fréchet-differentiable and, for any f ∈ F(V0), for any admissible
perturbation h at f there holds

J̇(f)[h] =

ˆ
Ω

hpf

8



where pf is the unique solution of{
−∆pf = ∂uj(x, uf ) in Ω ,

pf ∈W 1,2
0 (Ω).

(1.5)

Lemma 12 states that the function pf defined in (1.5) is the switch function of the optimal
control problem (Pj). This allows to describe the thresholding algorithm for (Pj).

Algorithm 4 Thresholding algorithm for non-energetic problems eigenvalue

1: Initialisation at f0 ∈ F
2: k ← 0
3: Compute pfk
4: Compute ck such that Vol({pfk > ck}) = V0Vol(Ω).
5: fk ← 1{pfk>ck}
6: k ← k + 1.

Remark 6 applies here as well. The notion of “critical point” and of “local minimisers”, which
were defined for the Dirichlet energy in Definitions 7-8, are identical for non-energetic criteria: it
suffices to replace E with J .

Main result. The main result regarding non-energetic problems is the following convergence
theorem:

Theorem III. Assume j satisfies (Hj). There exists ε > 0 such that, if 1− ε 6 V0 < 1, for any
initialisation f0 ∈ F(V0), the sequence {fk}k∈IN generated by Algorithm 4 converges strongly in
L1(Ω) to a local minimiser of J in F(V0).

As it is very similar to the proof of Theorem I, the proof of Theorem III is given in [9, Section
B].

1.6 The plan for the proof of convergence

As the schemes of proof for Theorems I, II and III are identical and as they are each quite long we
now present the general plan. This allows use to single out the relevant elements for each step of
the proof.

Consequence of the convexity of the functional. The first part of the proof of convergence
is to use the convexity or concavity properties of the functional (depending on whether we are
maximising or minimising). To be more precise, consider a generic functional G : F(V0)→ IR that
we seek to minimise in F(V0). Assume G is Fréchet-differentiable and denote by −qf its switch
function at a given f ∈ F(V0) so that, for any f , for any admissible perturbation h at f , there
holds

Ġ(f)[h] = −
ˆ

Ω

qfh.

Starting from fk, we choose fk+1 := 1{qfk>ck} where Vol ({qfk > ck}) = V0Vol(Ω). If the functional
G is concave, then we have the estimate

G(fk+1)− G(fk) 6 Ġ(fk)(fk+1 − fk) = −
ˆ

Ω

qfk (fk+1 − fk) . (1.6)

Thus we can be satisfied with gaining enough control of the first order derivative, which is a linear
(in the perturbation h) functional.
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Consequence of large volume constraints I: quantitative bathtub principle and well-
posedness of thresholding algorithms. This is where the large volume constraint plays a
first role. Keeping the same notations as in the previous paragraph, observe that from Lemmata
5-10-12 the switch function qf satisfies a PDE with Dirichlet boundary conditions; as the PDEs
involved enjoy a maximum principle, it is expected that, if V0 is close enough to 1, then the
set {qf > c} such that Vol({qf > c}) = V0 is close to the boundary, and even C 1 close to ∂Ω.
Moreover, it is expected that by elliptic regularity qf is C 1,α close to qf≡1, the function associated
to f = 1 (observe that when V0 = 1 the set of admissible controls is reduced to a single point:
F(V0) = {f ≡ 1}). Applying the Hopf Lemma to qf we may get that, for V0 close to 1, the gradient
of qf is always non-zero in a neighbourhood of ∂Ω. With these two informations combined, we
deduce that the level set {qf = cf} has zero measure and, hence, that the thresholding algorithm
is indeed well defined.

But there is another crucial information we can deduce, and it is that |∇qf | 6= 0 on {qf = cf}.
Combined with the aforementioned regularity of the boundary we are then in a position to apply
a quantitative bathtub principle [39, Proposition 26] (see also the related [14]). One information
we have not yet given is that the choice of the next iterate fk+1 in the thresholding algorithm is
that fk+1 is actually the unique1 maximiser of the functional

T : F(V0) 3 f 7→7→
ˆ

Ω

qfkf.

With this notation (1.6) rewrites G(fk+1) − G(fk) 6 T (fk) − T (fk+1). The quantitative bathtub
principle writes: under certain regularity assumptions, for a certain constant C > 0,

∀f ∈ F(V0) , T (f)− T (fk+1) 6 −C‖fk+1 − f‖2L1(Ω).

Assuming that the constant C is uniform in k this would yield

G(fk+1)−G(fk) 6 −C‖fk+1 − fk‖2L1(Ω)

and, in turn, prove that the sequence {fk}k∈IN satisfies
∑
k∈IN ‖fk+1 − fk‖2L1(Ω) < ∞. Finally,

we can prove that this implies that, either the sequence {fk}k∈IN converges, or it has an infinite
number of closure points. To rule the latter possibility out, we use a shape derivation argument.

Consequence of large volume constraints II: shape derivative formalism and coercivity
of shape hessians. We use the shape derivative formalism of Hadamard; see [22, Chapter 5] for
a full introduction. We can prove that any closure point of the sequence {fk}k∈IN is a bang-bang
function f∗ = 1E that is also a critical point (in the sense that {qf∗ > cf∗} = E∗). With an abuse
of notation, for a bang-bang function f = 1E , we may define the shape functional

G(E) := G(1E).

To show that possible closure points are isolated, which would allow to conclude, we prove that
these closure points are stable in the sense of shapes [16]. Namely, considering a critical shape
E and smooth enough vector fields Φ, we define shape Lagrangians (with a Lagrange multiplier
µ = µ(E∗) independent of Φ and encoded by first order optimality conditions)

gΦ(t) := G ((Id + tΦ)E) + µVol ((Id + tΦ)E)

so that g′(0) = 0. We then show a coercivity of second order shape derivatives or, in other words,
that there exists a constant C > 0 such that for any Φ

g′′Φ(0) > C‖〈Φ, ν〉‖2X(∂E)

1using the information about the measure of level sets that were already derived.
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for some norm X. In this case we say the second-order derivative is X-coercive. Our main
contribution in this paper is to find a procedure to diagonalise these second order shape derivatives
by using a new interior Steklov system of eigenvalues and eigenfunctions and to prove that, under
large volume constraints, these second-order shape derivatives are indeed coercive with respect to
the L2-norm. We believe this is of independent interest. Once this is done we can apply the general
procedure of [16], adapted in [35, 37, 39] to the setting of optimal control problems, to prove that
critical points are isolated.

2 Proof of Theorem I

We begin with the study of (PDir).

2.1 First consequences of a large volume constraint

We gather here several crucial properties of the problem under large enough volume constraints.
First, we show that when V0 is close enough to 1 the level-sets generated by the thresholding
algorithm enjoy strong regularity properties.

To state our results in a synthetic way we let, for any f ∈ F(V0), µf,V0
be the unique real

number such that
Vol({uf > µf,V0})

Vol(Ω)
6 V0 6

Vol({uf > µf,V0
})

Vol(Ω)
.

We also define
ωf,V0

:= {uf > µf,V0
}.

Lemma 13. There exists ε0 > 0 and δ0 > 0 such that, for any V0 ∈ (1−ε0; 1), for any f ∈ F(V0),
we have on the one hand

Vol({uf = µf,V0
}) = 0

and, on the other hand, the following regularity properties:

1. ωf,V0
has a C 1,α boundary (for any α ∈ (0; 1)),

2.

min
∂ωf,V0

∣∣∣∣∂uf∂ν
∣∣∣∣ > δ0,

3. ∂ωf,V0
is locally a graph over ∂Ω.

Finally, for any α ∈ (0; 1), ∂ωf,V0
converges to ∂Ω in C 1,α as V0 → 1, uniformly in f ∈ F(V0).

Proof of Lemma 13. We will proceed in several steps.

Convergence to the torsion function. This lemma rests upon the study of the torsion function
wΩ of Ω, defined as the solution of {

−∆wΩ = 1 in Ω ,

wΩ = 0 on ∂Ω.
(2.1)

By the maximum principle of Hopf there exists δ > 0 such that

min
∂Ω

∣∣∣∣∂wΩ

∂ν

∣∣∣∣ > δ. (2.2)
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Furthermore, observe that standard Lp-regularity estimates (see for instance [20, Corollary 9.10])
entail that, for any p ∈ [1; +∞), there exists a constant Cp > 0 such that for any V0 ∈ (0; 1) and
any f ∈ F(V0)

‖uf‖W 2,p(Ω) 6 Cp.

From Sobolev embeddings, we deduce that for any α ∈ (0; 1) there exists Hα such that for any
V0 ∈ (0; 1) and any f ∈ F(V0)

‖uf‖C 1,α(Ω) 6 Hα. (2.3)

From these regularity estimates, we obtain at once the uniform convergence result

∀α ∈ (0; 1) , lim
V0→1

sup
f∈F(V0)

‖uf − wΩ‖C 1,α(Ω) = 0. (2.4)

Behaviour of µf,V0 . Let us now prove that

lim
V0→1

sup
f∈F(V0)

|µf,V0 | = 0. (2.5)

Argue by contradiction and assume (2.5) does not hold. Then there exist γ > 0, a sequence
{Vk}k∈IN that satisfies Vk →

k→∞
1 and, for any k ∈ IN, a function fk ∈ F(Vk) such that

∀k ∈ IN , |µfk,V0
| > γ > 0. (2.6)

To obtain a contradiction, we first prove that there exists β0 , ε
′
0 ∈ (0; 1) such that

∀V0 ∈ (1− ε′0; 1) ,∀f ∈ F(V0) , β0wΩ 6 uf 6 wΩ.

That uf 6 wΩ simply follows from the Hopf maximum principle as, for any V0 ∈ (0; 1) and any
f ∈ F(V0) there holds −∆uf = f 6 1 = −∆wΩ. Now fix β0 ∈ (0; 1). From (2.4) and (2.2) there
exists ε′0 > 0 such that for any V0 ∈ (1− ε′0; 1) and any f ∈ F(V0) we have

β0 max
∂Ω

∣∣∣∣∂wΩ

∂ν

∣∣∣∣ < min
∂Ω

∣∣∣∣∂uf∂ν
∣∣∣∣ . (2.7)

As for any α ∈ (0; 1) we have

wΩ ∈ C 1,α(Ω) , sup
V0∈(0;1) ,f∈V0

‖uf‖C 1,α(Ω) <∞

we deduce that there exists r′0 > 0 small enough such that if we define

Ω(r′0) := {x ∈ Ω ,dist(x, ∂Ω) 6 r′0} (2.8)

then (2.7) along with the Dirichlet boundary conditions implies

β0wΩ 6 uf in Ω(r′0).

From the maximum principle and (2.4) we also conclude that if ε′0 > 0 is small enough (r′0 > 0
being fixed) we have

β0wΩ < uf in Ω\Ω(r′0).

Thus we do obtain, if ε′0 > 0 is small enough that, for any V0 ∈ (1− ε′0; 1), for any f ∈ F(V0) we
have

β0wΩ 6 uf . (2.9)

12



Let us now prove that (2.6) can not hold. From (2.9) we deduce that for any k ∈ IN we have

{uf > µfk,Vk} ⊂
{
wΩ >

µfk,Vk
β0

}
⊂
{
wΩ >

γ

β0

}
.

Consequently we deduce that

∀k ∈ IN ,Vol ({uf > µfk,Vk}) 6 Vol

({
wΩ >

γ

β0

})
6 1− s0

for a fixed s0 ∈ (0; 1), since wΩ > 0 in Ω and γ > 0. This is a contradiction with the definition of
µfk,Vk , whence the conclusion.

Study of ωf,V0
. From (2.2) and the fact that wΩ ∈ C 1,α there exists r0 > 0 such that

|∇wΩ| >
δ

2
in Ω(r′0)

where Ω(r0) is defined in (2.8). Fix such an r0 > 0. Since wΩ > 0 in Ω, (2.4)-(2.5) imply that
there exists ε′′0 > 0 such that if V0 ∈ (1− ε′′0 ; 1) then for any f ∈ F(V0)

{uf = µf,V0
} ⊂ Ω(r0).

From (2.4) we also have, up to reducing ε′′0 > 0,

inf
V0∈(1−ε′′0 ;1) ,f∈F(V0)

(
inf

Ω(r0)
|∇uf |

)
>
δ

4
.

From the implicit function theorem we deduce first that Vol ({uf = µf,V0
}) = 0, second that for

any α ∈ (0; 1), ωf,V0 has a C 1,α boundary and, finally, that there exists δ0 > 0 such that

min
∂ωf,V0

∣∣∣∣∂uf∂ν
∣∣∣∣ > δ0.

Convergence of ∂ωf,V0
. We first prove that ∂ωf,V0

is (locally) a graph over ∂Ω. Argue by
contradiction and assume that there exists a sequence {Vk}k∈IN that converges to 1 and, for any
k ∈ IN, a function fk ∈ F(Vk), a sequence {xk}k∈IN ∈ ∂ΩIN and two sequences {yk,0}k∈IN, {yk,1}k∈IN

of points of ∂ωfk,Vk such that there exist (tk,i)k∈IN ,i=0,1 ∈ (IR+ × {0, 1})IN with

yk,i = xk − tk,iν(xk) , tk,i →
k→∞

0 , tk,0 < tk,1.

We consider a closure point x∞ of {xk}k∈IN. By the intermediate value theorem, for any k ∈ IN
there exists sk ∈ (tk,0; tk,1) such that, setting zk := xk − skν(xk) we have

〈∇uf (zk), ν(xk)〉 = 0.

Clearly we have zk →
k→∞

x∞ and ν(xk) →
k→∞

ν(x∞). We obtain from (2.4)

〈∇wΩ(x∞) , ν(x∞)〉 = 0,

in contradiction with (2.2). Consequently, as V0 → 1, for any f ∈ F(V0), ∂ωf,V0
is a local graph

over ∂Ω; the fact that it converges to ∂Ω uniformly in f ∈ F(V0) is a simple consequence of (2.4).
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We note the following consequence of Lemma 13: if we denote by Lip(Σ) the Lipschitz-constant
of a hypersurface Σ then there exists ε0 > 0 and a constant M such that

∀V0 ∈ (1− ε0; 1) ,∀f ∈ F(V0) ,Lip(∂ωf,V0) + Per(ωf,V0) 6M. (2.10)

We will use below [11, Lemma 3] to prove that ωf,V0
actually has an analytic boundary, see Lemma

19; this is not necessary for the time being as we do not need analytic regularity.
We conclude with the following information about ωf,V0

.

Lemma 14. There exists ε′0 > 0 such that, for any V0 ∈ (1 − ε′0; 1), for any f ∈ F(V0) the
boundary ∂ωf,V0

is connected.

Lemma 14. We argue by contradiction. Then there exists a sequence {Vk}k∈IN converging to 1 and,
for any k ∈ IN, a function fk ∈ F(Vk) such that ∂ωfk,V0

has at least two connected components
Σk,1 ,Σk,2. We pick, for any k ∈ IN, two points xk,i ∈ Σk,i (i = 1, 2). First of all, for any closure
point yi of the sequence {xk,i}k∈IN we have yi ∈ ∂Ω (i = 1, 2). This is simply due to the fact that
ufk(xk,i) = µfk,V0 →

k→∞
0. Hence, from (2.4) we have wΩ(yi) = 0, and we conclude by the maximum

principle applied to the torsion function. Consequently, for k large enough, ∂ωk,i ⊂ Ω(r′0) where
Ω(r′0) is defined in (2.8) and r′0 is small enough to ensure that ∂ωf,V0 is a graph over ∂Ω. From
the connectedness of ∂Ω, we reach the desired contradiction.

From the proof of this lemma we see that the only thing required is for ∂ωf,V0
to be a graph

over ∂Ω whence we may choose ε0 = ε′0 where ε0 is given in Lemma 13.

2.2 Applications of the quantitative bathtub principle

The first step of the proof is to apply the quantitative bathtub principle [39, Proposition 26] (see
also [14]). Before we state this result in the form that will be used let us recall the bathtub principle
[34, Theorem 1.14]: let u ∈ C 0(Ω) and let V0 ∈ (0; 1) be such that there exists a unique µu,V0

such
that

Vol({u > µu,V0
}) = V0Vol(Ω) = Vol({u > µu,V0

}). (2.11)

If there exists a unique µu,V0
such that (2.11) is satisfied we define

ωu,V0 := {u > µu,V0} . (2.12)

Then:

fu := 1ωu,V0
is the unique solution of max

f∈F(V0)

ˆ
Ω

fu. (2.13)

The goal of the quantitative bathtub principle is to quantify the optimality of fu.

Proposition 15. [39, Proposition 26] Let α ∈ (0; 1). For any triplet of constants M,P , δ1 > 0
there exists a constant c1 > 0 such that the following holds: for any function u satisfying

1. there exists a unique µu,V0 that satisfies (2.11),

2. ωu,V0
has a C 1 boundary and

inf
∂ωu,V0

∣∣∣∣∂u∂ν
∣∣∣∣ > δ1 > 0,

3. ‖u‖C 1,α(Ω) 6M and Per(ωu,V0
) 6 P,

then, defining fu := 1ωu,V0

∀f ∈ F(V0) ,

ˆ
Ω

fu 6
ˆ

Ω

fuu− c1‖f − fu‖2L1(Ω). (2.14)
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Application to the thresholding algorithm. The goal of this paragraph is to apply Propo-
sition 15 to the sequence generated by the thresholding algorithm.

Lemma 16. Let ε0, δ0 be in the conditions of Lemma 13. For any V0 ∈ (1 − ε0; 1), for any
f0 ∈ F(V0), the sequence {fk}k∈IN is uniquely defined (in the sense that for any k ∈ IN there holds
Vol ({ufk = µfk,V0

}) = 0) and there holds

∞∑
k=0

‖fk+1 − fk‖2L1(Ω) <∞. (2.15)

Proof of Lemma 16. Let ε0 , δ0 in the conditions of Lemma 13. We fix V0 ∈ (1 − ε0; 1). The fact
that for any k ∈ IN we have

Vol ({ufk = µfk,V0}) = 0

is a conclusion of Lemma 13.
Since Ω is C 2, by elliptic regularity, we know that for any p ∈ [1; +∞)

sup
k∈IN
‖ufk‖W 2,p(Ω) = Mp <∞

whence from Sobolev embeddings [33, Theorem 12.5], fixing s ∈ (0; 1), we have

sup
k∈IN
‖ufk‖C 1,s(Ω) =: M <∞.

Furthermore,

inf
k∈IN

min
∂ωufk

,V0

∣∣∣∣∂ufk∂ν

∣∣∣∣ > δ0 > 0.

Finally, estimate (2.10) allows us to apply Proposition 15 to deduce that there exists a constant
c1 > 0 such that

∀k ∈ IN ,

ˆ
Ω

ukfk 6
ˆ

Ω

ukfk+1 − c1‖fk+1 − fk‖2L1(Ω)

or, equivalently,

∀k ∈ IN , c1‖fk+1 − fk‖2L1(Ω) 6
ˆ

Ω

uk (fk+1 − fk) . (2.16)

From the concavity of E (Lemma 4) we also know that

∀k ∈ IN ,E (fk+1)− E (fk) 6 Ė (fk)[fk+1 − fk] =

ˆ
Ω

uk (fk − fk+1) .

Thus we obtain
∀k ∈ IN , c1‖fk+1 − fk‖2L1(Ω) 6 E (fk)− E (fk+1). (2.17)

However, there exists E such that

∀V0 ∈ (0; 1) ,∀f ∈ F(V0) , E 6 E (f). (2.18)

This is a direct consequence of the variational formulation of the Dirichlet energy (1.2). Summing
the estimates (2.17) for k ∈ IN we get

c1

∞∑
k=0

‖fk+1 − fk‖2L1(Ω) 6 E (f0)− E <∞.

As c1 > 0, the proof is concluded.
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The purpose of this lemma is to give us more insight into the possible asymptotic behaviours
of {fk}k∈IN. We detail this in the next paragraph.

Let us start with a basic lemma:

Lemma 17. Let ε0 be in the conditions of Lemma 13. For any V0 ∈ (1−ε0; 1), for any initialisation
f0 ∈ F(V0), any L∞ − ∗ closure point f∞ of the sequence {fk}k∈IN generated by the thresholding
algorithm is a bang-bang function:

∃E∞ ⊂ Ω , f∞ = 1E∞ . (2.19)

Furthermore E∞ = {uf∞ > µuf∞ ,V0}, which is uniquely defined. In other words, E∞ is a critical
set in the sense of Definition 7.

Proof of Lemma 17. We do not relabel the L∞−∗ converging subsequence and write it {fk}k∈ IN;
its closure point is called f∞. We recall that ε0 is given by Lemma 13. By elliptic regularity, for
any p ∈ [1; +∞),

sup
k∈IN
‖ufk‖W 2,p(Ω) <∞.

By Sobolev embeddings, for any α ∈ (0; 1),

ufk
C 1,α(Ω)−→
k→∞

uf∞ .

Define, for any k ∈ IN, ωk := {ufk > µufk ,V0}. From (2.10) we deduce that {ωk}k∈IN satisfies a
uniform ε-cone property ([22, Remark 2.4.8]). From [22, Theorem 2.4.10] the sequence {ωk}k∈IN

converges in the L1-topology to a measurable subset ω∞ of Ω, with Vol(ω∞) = V0Vol(Ω); as
fk+1 = 1ωk we deduce that f∞ = 1ω∞ . Moreover, still from [22, Theorem 2.4.10] the sequence
{∂ωk}k∈IN converges to ∂ω∞ in the Hausdorff distance. Consequently, passing to the limit in
∂ωk = {ufk = µfk,V0} we deduce that uf∞ is constant on ∂ω∞. ω∞ is thus necessarily the
superlevel set of uf∞ with volume V0, which concludes the proof.

Using this result we can provide a simplification of the behaviour of the sequence {fk}k∈IN.

Lemma 18. Let ε0 be chosen as in Lemma 13. For any V0 ∈ (1 − ε0; 1), for any initialisation
f0 ∈ F(V0), let {fk}k∈IN be the sequence generated by the thresholding algorithm. Then:

1. Either {fk}k∈IN has a unique weak L∞ − ∗ closure point f∞, in which case fk →
k→∞

f∞

strongly in L1(Ω),

2. Or {fk}k∈IN has an infinite number of closure points.

Proof of Lemma 18. Observe that if {fk}k∈IN has a weak L∞ − ∗ closure point f∞, Lemma 17
ensures that f∞ is an extreme point of F(V0), whereby f∞ is actually a strong L1 closure point of
the sequence.

We prove that if the sequence {fk}k∈IN has two distinct closure points f∞,1 6= f∞,2, then it has
infinitely many closure points. First of all, from Lemma 16,

‖fk+1 − fk‖L1(Ω) →
k→∞

0. (2.20)

By Lemma 17 there exist F 1
∞ , F 2

∞ ⊂ Ω such that

f∞,i = 1F∞,i (i = 1, 2).
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Let δ1 ∈ (0; distL1(F∞,1, F∞,2)/4) and define

IN1 := {k ∈ IN : min
i=1,2

(‖fk − f∞,i‖L1(Ω)) > δ1}.

From (2.20), IN1 is infinite. We denote it as

IN1 = {i0, . . . , ik, . . . }.

The sequence {fik}k∈IN contains an L∞ − ∗ converging subsequence, still denoted by {fik}k∈IN.
Let f∞,3 be its closure point and let us show that

min
i=1,2

(‖f∞,3 − f∞,i‖L1(Ω)) > δ1.

We only show
‖f∞,3 − f∞,1‖L1(Ω) > δ1 (2.21)

as the same proof would yield that ‖f∞,3 − f∞,2‖L1(Ω) > δ1. To prove (2.21) we use in a crucial
manner that f∞,1 is a bang-bang function (see Definition 1). Consider hk := fik − f∞,1. Then we
have

hk = hk,+1F c∞,1 − hk,−1F∞,1
with hk,± > 0. This is a simple consequence of the fact that f∞,1 is bang-bang. Furthermore, we
have ˆ

F c∞,1

hk,+ +

ˆ
F∞,1

hk,− > δ.

We consider a weak closure point h∞,+ of {hk,+1F c∞,1}k∈IN and a weak closure point h∞,− of

{hk,−1F∞,1}k∈IN. We obtain ˆ
F c∞,1

h∞,+ +

ˆ
F∞,1

h∞,− > δ.

Furthermore, by linearity of the weak convergence we have

f∞,3 − f∞,1 = h∞,+1F c∞,1 − h∞,−1F∞,1 .

Consequently
‖f∞,3 − f∞,1‖L1(Ω) > δ,

whence the conclusion. Thus we deduce that (2.21) holds and, adapting the reasoning for f∞,2,
we obtain that

min
i=1,2

(
‖f∞,3 − f∞,i‖L1(Ω)

)
> δ.

By Lemma 17, f∞,3 is a bang-bang function, and {fk}k∈IN has three distinct closure points. It then
suffices to iterate the procedure to construct an infinite sequence of closure points. This concludes
the proof.

The goal of the next sections. To obtain the uniqueness of the closure point and the strong
convergence to a local minimiser, we need to show that every critical point (in the sense of Definition
7) is actually a local minimiser and that these critical points are isolated. This is done using shape
derivatives and diagonalisation of shape hessians.
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2.3 Qualitative study of critical points

In this section we give an in-depth analysis of critical points (in the sense of Definition 7). We
begin with the analyticity of the boundaries of critical sets.

Regularity of critical sets. We will be using a shape derivative formalism and compute second
order shape derivatives at critical shapes in order to conclude as to their minimality and to obtain
a full convergence result for the thresholding algorithm. Doing so requires some regularity (at
least C 3 for second-order shape derivatives) of the boundary of critical sets. It should be noted
that usually this type of regularity is proved for minimal sets (i.e. for E ⊂ Ω such that 1E is a
solution of (PDir)). A paradigmatic result is the regularity of minimal sets in two dimensions [13].
However, the hard part in proving this regularity is usually obtaining an estimate of the gradient
of the state function on the boundary of the optimal set. Working with a large volume constraint
allows to bypass this regularity problem, as gradient estimates are readily provided by Lemma 13,
and thus enable us to apply [11, Lemma 3, Theorem 8].

Lemma 19. Let ε0 > 0 be as in Lemma 13. Any critical set E (in the sense of Definition 7) has
a compact analytic boundary and, furthermore, is uniformly bounded in the C 2 topology.

Proof of Lemma 19. This proof is an adaptation of [11, Proof of Theorem 8]. Let us first recall
the following simpler version of [11, Lemma 3]:

Lemma 20 (Lemma 3, [11]). Let h : IR → IR be a locally bounded function and w ∈ C 1(Ω) be a
solution of

∆w = h(w) in Ω.

Let x0 ∈ Ω be such that ∇w(x0) 6= 0. There exists a ball B(x0; r) (r > 0) such that the set
{x ∈ B : w(x) = w(x0)} is an analytic hypersurface of IRd.

The original version of [11, Lemma 3] also features a dependency of h on ∇w; this is not
necessary here. Now consider a critical set E ⊂ Ω. Let u1E be the solution of (1.1) with f = 1E
and let µE be such that

E = {u1E > µE}. (2.22)

The fact that (2.22) holds follows from Lemma 13. Defining the (locally bounded) function h :
η 7→ 1(µE ;+∞)(η), we thus have

−∆u1E = h(u1E ).

From Lemma 13, for any x0 ∈ ∂E = {x : u1E (x) = µE}, we have

∇u1E (x0) 6= 0.

Applying Lemma 20 we deduce that ∂E is locally analytic. In other words, we may write

∂E =
⋃
x∈∂E

(B(x; rx) ∩ ∂E)

with rx > 0 for any x ∈ ∂E and B(x; rx)∩∂E is an analytic hypersurface of IRn. As ∂E is compact
by continuity of u1E , we may extract a finite covering of ∂E and hence conclude that ∂E is a
compact analytic hypersurface. To obtain the uniform C 2 bounds it suffices to conclude as in [11,
Lemma 3, Theorem 8], by using (2.10)2.

2In the proof of [11, Lemma 3] the analytic bounds obtained only depend on the regularity of the local change
of coordinates, which here is uniform in E from Lemma 13 and the implicit function theorem.
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Preliminary considerations about shape derivatives at critical shapes. We first identify
the functional E with a shape functional F , by defining

F : Ω ⊃ E 7→ E (1E).

For any compact C 3 subset E of Ω and for any compactly supported vector field Φ ∈W 2,∞(Ω; IRd),
we can define, for any t ∈ (−1; 1) small enough, the function

eE,Φ(t) := F
(

(Id + tΦ)E
)
.

Provided they exists, the first (resp. second) order derivative of F at E in the direction Φ is
defined as

F ′(E)[Φ] = e′E,Φ(0) , resp. F ′′(E)[Φ,Φ] = e′′E,Φ(0).

We first check that E is indeed twice differentiable in the sense of shapes.

Lemma 21. For any C 3 subset E of Ω, F is twice differentiable at E in the direction of any
compactly supported vector-field Φ ∈W 2,∞(Ω; IRd).

As this lemma is proved by a direct adaptation of [41] we omit it here and focus in a subsequent
paragraph on the computation of first and second order shape derivatives.

First order shape derivative and definition of the Lagrange multiplier. In terms of
optimality conditions, since we are working with volume constraints, we have to work with the
shape derivative of the volume functional. We recall [22, Section 5.9.3, first example] that the map

Ω ⊃ E 7→ Vol(E)

is twice shape differentiable (i.e. differentiable in the direction of any compactly supported vector
field Φ ∈ W 2,∞(Ω)) at any C 3 domain E and that, for any compactly supported vector field Φ,
there holds

Vol′(E)[Φ] =

ˆ
∂E

〈Φ, νE〉 ,Vol′′(E)[Φ,Φ] =

ˆ
∂E

HE〈Φ, ν〉2 (2.23)

where νE is the normal vector on ∂E and HE is the mean curvature of ∂E.
For semantical convenience, we introduce the following definition:

Definition 22 (Critical shape). A C 2 shape E is a critical shape for F if, for any compactly
supported Φ ∈W 2,∞(Ω), ˆ

∂E

〈Φ, νE〉 = 0⇒ F ′(E)[Φ] = 0.

In order to exploit second order optimality conditions it is more convenient to use a Lagrange
multiplier. If a shape E is critical, then the condition given in Definition 22 rewrites as: there
exists a constant µE such that, for any compactly supported vector field Φ ∈W 2,∞(Ω; IRd),

(F + µEVol)
′
(E)[Φ] = 0. (2.24)

Computing this Lagrange multiplier is an important step in our subsequent analysis; to do it we
need an expression of the first order derivative.

Lemma 23. For any C 3 shape, for any compactly supported vector field Φ ∈W 2,∞(Ω; IRd),

F ′(E)[Φ] = −
ˆ
∂E

u1E 〈Φ, νE〉.

19



Furthermore, the shape derivative of the map E 7→ u1E at E in the direction Φ is the unique
solution of {

−∆u′Φ = 0 in Ω ,

J∂νu′ΦK = −〈Φ, νE〉 on ∂E
(2.25)

where J·K denotes the jump of a function across a hypersurface.

Proof of Lemma 23. To prove this lemma we first need to compute the shape derivative of the
map u 7→ u1E . These computations were already carried out (for the shape derivative of the first
eigenvalue of the operator −∆− 1E) in details in [39], but we sketch them in the present case for
the sake of completeness. Fix E and a compactly supported vector field Φ. Define, for any t such
that |t| small enough, Et := 1(Id+tΦ)E and ut as the solution of (1.1) with f = 1Et . The weak
formulation of the equation on ut reads:

∀v ∈W 1,2
0 (Ω) ,

ˆ
Ω

〈∇ut,∇v〉 =

ˆ
Et

v. (2.26)

Taking the derivative of this formulation at t = 0, it appears that the shape derivative u′Φ satisfies
the equation

∀v ∈W 1,2
0 (Ω) ,

ˆ
Ω

〈∇u′Φ,∇v〉 =

ˆ
∂E

v〈Φ, νE〉. (2.27)

Alternatively, this rewrites as: u′Φ is the unique solution of the equation{
−∆u′Φ = 0 in Ω ,

J∂νu′ΦK = −〈Φ, νE〉 on ∂E

exactly as claimed in the statement of the theorem. Now, going back to the definition of F we
obtain

F ′(E)[Φ] =

ˆ
Ω

〈∇u1E ,∇u′Φ〉 −
ˆ
E

u′Φ −
ˆ
∂E

u1E 〈Φ, νE〉.

Using the weak formulation of (1.1) this gives

F ′(E)[Φ] = −
ˆ
∂E

u1E 〈Φ, νE〉.

This expression allows us to prove the following result

Lemma 24. A shape E ⊂ Ω is a critical set in the sense of Definition 7 if, and only if it is a
critical shape in the sense of Definition 22.

Proof of Lemma 24. Let us first notice that from Lemma 19, critical shapes in the sense of Defi-
nition 7 are analytic and thus in particular C 2.

Consider now a critical point E in the sense of Definition 7. By definition there exists a constant
µE such that u1E = µE on ∂E. As E is C 2 from Lemma 19 we can legitimately compute the first
order shape derivative of F at E in the direction of a fixed compactly supported vector field Φ.
By Lemma 23

F ′(E)[Φ] = −
ˆ
∂E

u1E 〈Φ, νE〉 = −µE
ˆ
∂E

〈Φ, νE〉.

Hence, if
´
∂E
〈Φ, νE〉 = 0 we have F ′(E)[Φ] = 0 and thus E is a critical shape in the sense of

Definition 22.
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Conversely, consider a shape E of class C 3 that is critical in the sense of Definition 22. As for
any compactly supported vector field Φ such that

´
∂E
〈Φ, νE〉 = 0 we must have

ˆ
∂E

u1E 〈Φ, νE〉 = 0

the fundamental lemma of the calculus of variations implies the existence of a constant µE > 0
such that

u1E = µE on ∂E.

From the maximum principle applied to (1.1) we already know that u1E > 0 in Ω, hence µE > 0.
Consequently ∂E ∩ ∂Ω = ∅ and u1E is a solution of

{
−∆u1E = 1 in E ,

uE = µE on ∂E
and


−∆u1E = 0 in Ω\E ,
u1E = µE on ∂E ,

u1E = 0 on ∂Ω.

(2.28)

As ∂E ∩ ∂Ω = ∅, both E and Ω\E are smooth open sets. From the strong maximum principle we
deduce that u1E > µE in E and that u1E < µE in Ω\E. Thus E is a critical set in the sense of
Definition 7.

From this analysis we deduce the following:

Lemma 25. Assume E is a critical shape in the sense of Definition 22. The associated Lagrange
multiplier is µE where E = {u1E > µE} in the sense that

∀Φ ∈W 2,∞(Ω; IRd) ,Φ compactly supported , (F + µEVol)
′
(E)[Φ] = 0.

To alleviate notations we introduce a notation for the shape Lagrangian:

Definition 26 (Shape Lagrangian). Let E be a critical shape for F . The associated shape
Lagrangian is

LE := F + µEVol

where E = {u1E > µE}.

With the above ingredients at hand, we now move to second-order shape derivatives.

First computations and elements for shape hessians. In the subsequent paragraphs we
use indifferently the expressions ”shape hessians” and ”second order shape derivatives”. We begin
with an expression of the shape hessian at a critical shape E in the direction Φ.

Lemma 27. Let E be a critical shape in the sense of Definition 22 and let Φ ∈ W 2,∞(Ω; IRd) be
a compactly supported vector field. The second-order shape derivative of the shape Lagrangian LE

(defined in Definition 26) is given by the expression

L ′′E(E)[Φ,Φ] = −
ˆ
∂E

u′Φ〈Φ, νE〉 −
ˆ
∂E

∂uE
∂ν
〈Φ, νE〉2

where u′Φ solves (2.25).
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Proof of Lemma 27. First of all, since E is a critical shape, it suffices to work with vector fields
that are normal to ∂E (see [22, Remark on page 246]). We recall that the formula of Hadamard
gives

d

dt

∣∣∣∣
t=0

ˆ
Γ(t)

f(t) =

ˆ
Γ(0)

f ′(0) +

ˆ
Γ(0)

(
HΓ(0)f +

∂f

∂ν

)
〈Φ, ν〉

where H· denotes the mean curvature of a hypersurface.
Let us start from the fact that, at a given shape E we have (Lemma 23)

F ′(E)[Φ] = −
ˆ
∂E

u1E 〈Φ, νE〉.

Applying the formula of Hadamard we obtain

F ′′(E)[Φ,Φ] = −
ˆ
∂E

u′Φ〈Φ, ν〉 −
ˆ
∂E

(
HEu1E +

∂u1E
∂ν

)
〈Φ, νE〉2.

Taking into account the definition of the Lagrange multiplier (Lemma 25) and (2.23) we finally de-
rive the following expression for the second-order shape derivative of the Lagrangian (see Definition
26)

L ′′E(E)[Φ,Φ] = −
ˆ
∂E

u′Φ〈Φ, ν〉 −
ˆ
∂E

∂u1E
∂ν
〈Φ, νE〉2. (2.29)

The question of coercivity of shape Lagrangians. The goal of upcoming sections is to
provide coercivity results on shape Lagrangians at critical shapes. By coercivity we mean not
only that the shape hessian is positive, i.e. that for any compactly supported vector field Φ ∈
W 2,∞(Ω; IRd) we have

L ′′E(E)[Φ,Φ] > 0 whenever 〈Φ, νE〉 6= 0 on ∂E

but that we can even quantify this positivity, in the sense that there exists a constant cE > 0
(independent of Φ) such that

L ′′E(E)[Φ,Φ] > cE‖〈Φ, νE〉‖2L2(∂E).

This leads to introducing the following definition:

Definition 28 (L2-stability). A critical shape E is said to be L2-stable if there exists a constant
cE > 0 such that for any compactly supported vector field Φ ∈W 2,∞(Ω; IRd),

L ′′E(E)[Φ,Φ] > cE‖〈Φ, νE〉‖2L2(∂E).

It should be noted that we can not expect a better coercivity norm than L2(∂E); when diago-
nalising the shape hessian we actually will prove the optimality of this norm. While weaker than
the usual H

1
2 (∂E) norm [16, 17, 23] this is still enough to obtain local quantitative inequalities

[39].
Our goal is henceforth to prove the following coercivity result:

Proposition 29. There exists ε1 > 0 , ε1 6 ε0 , c > 0 such that, for any V0 ∈ (1 − ε1; 1), for
any critical set E (in the sense of Definition 22), for any compactly supported vector field Φ ∈
W 2,∞(Ω; IRd),

L ′′E(E)[Φ,Φ] > c‖〈Φ, ν〉‖2L2(∂E).
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Before we prove this proposition we need to introduce the diagonalisation basis. We consider
a fixed critical shape E ⊂ Ω and work with V0 ∈ (1 − ε0; 1), where ε0 is given by Lemma 13.
Heuristically, given that u′Φ satisfies (2.25), it is natural to solve the following eigenvalue problem:
find (λ, φ) ∈ IR×W 1,2(Ω) such that

−∆φ = 0 in E ∪ (E)
c

J∂νφKE = −λρφ on ∂E ,´
∂E

φ2 > 0 ,

φ ∈W 1,2
0 (Ω)

(2.30)

where ρ is a weight to be determined. Let us simply consider the eigenvalue problem (2.30) with
a weight ρ ∈ L∞(∂E; [δ, 1/δ]) for some small δ > 0. To study this spectral problem we introduce
the weighted space

L2
ρ(∂E) :=

{
f ∈ L2(∂E),

ˆ
∂E

ρf2 <∞
}

= L2(∂E).

The last equality comes from the fact that the weight ρ is uniformly bounded. The only difference
here is of course the scalar product; we work with

〈·, ·〉ρ : (f, g) 7→
ˆ
∂E

ρfg.

Under these assumptions it is fairly standard to obtain the existence of a spectral basis associ-
ated with (2.30). Define the operator Tρ : L2

ρ(∂E) → L2(∂E) as follows: for any f ∈ L2
ρ(∂E) let

vf ∈W 1,2(Ω) be the unique solution to
−∆vf = 0 in Ω ,

J∂νvf K = −ρf on ∂E ,

vf ∈W 1,2
0 (Ω).

(2.31)

The fact that for any f ∈ L2
ρ(∂E) the function vf exists and is unique simply follows by minimising

the functional

Wρ,f : W 1,2
0 (Ω) 3 v 7→ 1

2

ˆ
Ω

|∇v|2 −
ˆ
∂E

ρvf.

Let TrE : W 1,2(Ω)→ L2(∂E) be the trace operator. As E is analytic (Lemma 19) this operator
is well-defined. Set

Tρ(f) := TrE(vf ). (2.32)

In particular,
∀f ∈ L2

ρ(∂E) , Tρ(f) ∈ L2
ρ(∂E).

Clearly, Tρ is symmetric, positive and compact. In particular, by the spectral decomposition

theorem, there exists a sequence of eigen-elements {(σk,ρ , ψk,ρ)}k∈IN ∈
(
IR∗+ × L2

ρ(∂E)
)IN

such
that

σk,ρ is non-increasing in k and σk,ρ −→
k→∞

0,

{ψk,ρ}k∈IN is an orthonormal basis of L2
ρ(∂E)

and
∀k ∈ IN , Tρ(ψk,ρ) = σk,ρψk,ρ.
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We set φk,ρ := vψk,ρ to extend it to a function on Ω. Hence,
−∆φk,ρ = 0 in Ω ,

J∂νφk,ρK = −ρψk,ρ = − 1
σk,ρ

ρφk,ρ on ∂E ,

φk,ρ = 0 on ∂Ω.

(2.33)

We thus obtain, defining

λk,ρ :=
1

σk,ρ

the system

∀k ∈ IN∗ ,


−∆φk,ρ = 0 in Ω ,

J∂νφk,ρK = −λk,ρρφk,ρ on ∂E ,

φk,ρ = 0 on ∂Ω

and ∀k , k′ ∈ IN∗ ,

ˆ
∂E

ρφk,ρφk′,ρ = δk,k′ . (2.34)

The family {φ0,ρ} ∪ {φk,ρ}k∈IN∗ = {φk,ρ}k∈IN is an orthonormal basis of L2
ρ(∂E) for the scalar

product 〈·, ·〉ρ.
From the Courant-Fisher principle we have, furthermore, the following characterisation of the

first eigenvalue:

λ0,ρ = min
u∈W 1,2

0 (Ω) ,
´
∂E

u2>0

´
Ω
|∇u|2´

∂E
ρu2

. (2.35)

Diagonalisation of L ′′E(E). We can now turn back to the expression of the second-order shape
derivative of the Lagragian (2.29). We want to determine the weight ρ. We use the following
notational convention: for any Φ ∈W 2,∞(Ω; IRd),

ϕ := 〈Φ , ν〉 , ϕ̃ :=
1

ρ
ϕ.

The first-order shape derivative u′Φ satisfies
−∆u′Φ = 0 in Ω ,r
∂u′Φ
∂ν

z
= −ρϕ̃ on ∂E ,

u′Φ = 0 on ∂Ω.

(2.36)

We decompose ϕ̃ in the basis {φk,ρ}k∈IN as

ϕ̃ =

∞∑
k=0

αk,ρφk,ρ. (2.37)

Thus,

u′Φ =

∞∑
k=0

αk,ρ
λk,ρ

φk,ρ.

As a conclusion

L ′′E(E)[Φ,Φ] = −
ˆ
∂E

u′Φ〈Φ , νE〉 −
ˆ
∂E

∂νu1E 〈Φ, νE〉2
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= −
ˆ
∂E

ρϕ̃u′Φ −
ˆ
∂E

ρ2∂νu1E (ϕ̃)
2
.

Let us choose

ρE = − 1

∂νu1E
.

From Lemma 13, we have ρE ∈ L∞([δ; 1/δ]) for δ small enough. Finally, this yields

L ′′E(E)[Φ,Φ] = −
ˆ
∂E

u′Φ〈Φ , νE〉 −
ˆ
∂E

∂νu1E 〈Φ, νE〉2

= −
ˆ
∂E

ρEϕ̃u
′
Φ −

ˆ
∂E

ρ2
E∂νu1E (ϕ̃)

2

=

∞∑
k=0

α2
k,ρE

(
1− 1

λk,ρE

)
.

In particular, given that the sequence {λk,ρE}k∈IN is non-decreasing, we have the estimate from
below:

L ′′E(E)[Φ,Φ] >

(
1− 1

λ0,ρE

) ∞∑
k=0

α2
k,ρE =

(
1− 1

λ0,ρE

)
‖〈Φ, νE〉‖2L2(∂E). (2.38)

Hence we have the following sufficient condition for the stability of a critical shape:

Lemma 30. If λ0,ρE > 1, then E is stable in the sense of Definition 28.

To prove Proposition 29 we study the asymptotic behaviour of λ0,ρE as V0 → 1.

Asymptotic behaviour of λ0,ρE as V0 → 1. We prove here the following lemma:

Lemma 31. There holds

min
E critical shape for the volume constraint V0

λ0,E →
V0→1

∞.

Remark 32 (Heuristic approach to Lemma 31). Assume Ω = (−1; 1) and V0 = 1 − ε, where
ε > 0 is a small parameter. In this case, we may use the Schwarz rearrangement to obtain that the
unique solution of (PDir) is f∗ = 1Iε where

Iε = (−1 + ε/2; 1− ε/2).

Let uε be the associated solution of (1.1). Clearly,

uε →
ε→0

u0

in C 1(Ω), where u0 is the solution of (1.1) with f ≡ 1. In particular,

|u′ε(±1∓ ε/2)| = aε →
ε→0

1.

Now let us study the lowest eigenvalue λ0,ρIε
which, for the sake of notational convenience, we

rewrite as λ0(ε). But notice the following thing: if we define

ϕ0,ε : x 7→

{
1 if |x| 6 1− ε/2,

2
εaε

(1− |x|) if 1− ε/2 6 |x| 6 1
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it appears that ϕ0,ε is an eigenfunction associated with the eigenvalue 2
ε . As it has a constant sign,

and as the eigenfunction associated with the lowest eigenvalue is the only one that has a constant
sign, we deduce that

λ0,ρIε
(ε) =

2

ε
,

which indeed goes to ∞ as ε→ 0+.
The situation is of course more complicated in higher dimensions. Here is a roadmap to prove

the same type of results. We already observed in the proof of Lemma 13 that uf →
V0→1

w uniformly

in f , as ε → 0, where w is the torsion function of the set Ω. As Ω has a regular boundary, the
Hopf maximum principle entails that

inf
∂Ω

(
−∂w
∂ν

)
= δ(Ω) > 0.

Now consider the set X∗ε of critical shapes. From the definition of criticality, it follows that, for
any E∗ ∈ X∗, there exists µ(E∗) such that E∗ = {u1E∗ > µ(E∗)}. We want to prove that

lim inf
ε→0+

min
E∗∈X∗ε

λ0,ρE∗ = +∞.

We argue by contradiction and assume this is not the case. This gives a sequence ε → 0+ and a
sequence {Eε}ε>0 ∈

∏
ε>0X

∗
ε such that

sup
ε
λ0,ρE∗ 6M0 <∞.

By Lemma 13, E∗ε converges in C 1,α to Ω (for any α < 1). Now observe that, in fact, by a standard
comparison principle, we may be satisfied to prove that λ(ε)→∞ where λ(ε) is defined as

λ(ε) := inf
ϕ∈W 1,2

0 (Ω)

´
Ω
|∇ϕ|2´

∂Eε
ϕ2

.

This follows from the lower bound on |∂νuε| given by Lemma 13. The idea is then that, if the
eigenvalues are uniformly bounded, then we should have on the one-hand (up to renormalisation)

ˆ
Eε

ϕ2
ε = 1

and, on the other hand, we should have enough regularity on ϕε to write
ˆ
Eε

ϕ2
ε ∼

ˆ
∂Ω

ϕ2
ε = 0.

This would be an obvious contradiction.

Proof of Lemma 31. We first observe that from Lemma 13 and the Rayleigh quotient formulation
(2.35) of λ0,ρE we have, for V0 ∈ (1− ε0; ε),

λ0,ρE > δ0 min
u∈W 1,2

0 (Ω) ,
´
∂E

u2 6=0

´
Ω
|∇u|2´
∂E

u2
.

Now, argue by contradiction and assume that there exists a sequence ε→ 0, a constant M0 > 0,
and, for any ε > 0, a critical set Eε such that 1Eε ∈ F(V0) with V0 ∈ (1− ε; 1) that satisfies

λ0,ρEε
6M0.
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Define, for any ε > 0,

λ(ε) := min
u∈W 1,2

0 (Ω) ,
´
∂Eε

u2 6=0

´
Ω
|∇u|2´

∂Eε
u2

.

As already observed we have δ0λ(ε) 6 λ0,ρEε
so that the sequence {λ(ε)}ε→0 is uniformly bounded.

In other words we have
0 < λ(ε) 6M1 <∞ (2.39)

for some suitable constant M1. We define, for any ε > 0, ϕε as the first eigenfunction associated
with λ(ε); in other words, ϕε solves the equation

−∆ϕε = 0 in Ω ,r
∂ϕε
∂ν

z
= −λ(ε)ϕε on ∂Eε ,

ϕε ∈W 1,2
0 (Ω) ,´

∂Eε
ϕ2
ε = 1.

(2.40)

Let us prove that if (2.39) holds then:

∀β ∈ (0; 1) ,∃cβ , sup
ε>0
‖ϕε‖C 0,β 6 cβ . (2.41)

First of all, from the uniform regularity estimates of Lemma 13 and from [33, Theorem 18.34], for
any p ∈ (1; +∞), there exists a constant Cp such that

∀ε > 0 , ‖TrEε‖L(W 1,p
0 (Ω);W

1− 1
p
,p

(∂Eε))
6 Cp.

The idea is to use a bootstrap argument as well as the duality method of Stampacchia. Let
show how to initialise the bootstrap. As

ˆ
Ω

|∇ϕε|2 = λ(ε)

it follows that
sup
ε
‖ϕε‖

W
1
2
,2(∂Eε)

6 C0M1

where C0 is a trace embedding constant which only depends on supε Lip(Eε). Let 2′ = 2d
2d−3 be

the conjugate Sobolev exponent of 2 on the boundary. Then we have

sup
ε
‖ϕε‖L2′ (Eε)

< C1.

By a bootstrapping argument, we see that it suffices to prove the following regularity Lemma:

Lemma 33. There exists a constant C that only depends on Lip(E) and the covering number of
E such that the following holds: assume ψ solves{

−∆ψ = 0 ,

J∂νψK = −p ∈ Lq(∂E)

then
‖ψ‖W 1,q(Ω) 6 C‖p‖Lq(∂E).
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Proof. Recall that, by standard elliptic estimates (see for instance [1, Theorem 1.1]), for any smooth
vector field F ∈ C∞(Ω), the solution vF of{

−∆vF = ∇ · F in Ω ,

vF = 0 on ∂Ω

satisfies
‖vF ‖W 1,r(Ω) 6 Dr‖F‖Lr(Ω)

for some constant Dr = D(r,Ω).
Now, consider a smooth vector field F , then there holds

ˆ
Ω

〈∇ψ, F 〉 =

ˆ
Ω

〈∇ψ,∇vF 〉 =

ˆ
∂E

vF p 6 CE‖vF ‖W 1,r(Ω)‖p‖Lq(∂E).

Here, C is the trace embedding constant; it only depends on Lip(E) and on the covering number
of ∂E. Thus we get ˆ

Ω

〈∇ψ,F 〉 6 CEDr‖F‖Lr(Ω)‖p‖Lq(∂E).

Thus ψ ∈W 1,q(Ω) and
‖ψ‖W 1,q(Ω) 6 CEDr‖p‖Lq(∂E).

Consequently we deduce by a bootstrap argument that, if (2.39) holds then, for any p ∈ [1; +∞),

sup
ε
‖ϕε‖W 1,p(Ω) <∞.

We then conclude by the Sobolev embedding W 1,p(Ω) ↪→ C 0,β(Ω). Thus (2.41) holds.
Finally, to derive a contradiction, we use once again the regularity results of Lemma 13: from

(2.41) and the fact that ∂Eε converges in C 1 to ∂Ω we should have

1 =

ˆ
∂Eε

ϕ2
ε →
ε→0

0, (2.42)

an obvious contradiction. This concludes the proof of Lemma 31.

We can now prove the uniform stability result of Proposition 29.

Proof of Proposition 29. From the lower estimate (2.38) we have, for any critical shape E and any
compactly supported vector field

L ′′E(E)[Φ,Φ] >

(
1− 1

λ0,ρE

)
‖〈Φ, νE〉‖2L2(∂E).

From Lemma 31, there exists ε1 > 0 such that, for any V0 ∈ (1− ε1; 1), for any critical shape E,

λ0,ρE > 2

whence, fixing this ε1, for any V0 ∈ (1− ε1; 1), for any critical shape E,

L ′′E(E)[Φ,Φ] > 2‖〈Φ, νE〉‖2L2(∂E).

This finishes the proof.
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Local quantitative inequalities around critical shapes. We now come to the two conse-
quences of the previous analysis. The first one is that critical shapes are L1 isolated. The second
one is that, whenever V0 is close enough to 1, any critical shape is in fact a local L1 minimiser. All
the results of this section are straightforward adaptations of similar results in [39].

We begin with the first of these results.

Lemma 34. Let ε1 > 0 be given by Proposition 29. For any V0 ∈ (1 − ε1; 1) the critical shapes
are isolated in the sense that

inf
E,E′ critical, E′ 6=E

|E′∆E| = δ(V0) > 0.

This is proved exactly as [39, Proposition 23].

Lemma 35. Let ε1 be given by Proposition 29. For any V0 ∈ (1 − ε1; 1), any critical shape
E is a local L1 minimiser: there exist cE > 0 and rE > 0 such that, for any f ∈ F(V0) with
‖f − 1E‖L1(Ω) 6 rE, there holds

E (f)− E (1E) > cE‖f − 1E‖2L1(Ω).

This is a straightforward adaptation of the proof of [39, Theorem 1].

2.4 Conclusion of the proof of Theorem I

Proof of Theorem I. Consider ε 6 ε1 where ε1 is given by Proposition 29. For any V0 ∈ (1− ε; 1),
for any initialisation f0 ∈ F(V0), let {fk}k∈IN be the sequence generated by the thresholding
algorithm. From Lemma 18 the sequence {fk}k∈IN has either one or infinitely many closure points.
From Lemma 17 any closure point f∞ of {fk}k∈IN is a critical point. From Lemma 34, critical
points are isolated. Hence, there exists a unique closure point for the sequence {fk}k∈IN. Call it
f∞. From Lemma 35, f∞ is a local minimiser. As any critical point is an extreme point of F(V0)
the sequence {fk}k∈IN converges strongly in L1(Ω) to f∞. The proof is concluded.

3 Conclusion, generalisations, obstructions

We have thus established the convergence of the thresholding algorithm in three different cases,
but under several restrictive assumptions we do not yet know how to bypass. Let us list below
certain research questions we plan on tackling in the future.

3.1 Lowering the volume constraint threshold

A first major step that would need to be taken next is the extension of the convergence results
established in this paper to all possible volume constraints V0. Two remarks are in order in this case.
The first one is that one would need an a priori regularity theory. Although this is manageable, in
the case of energetic functionals, in the two dimensional case thanks to [13], in higher dimensions,
the solutions to the problem might no longer be regular enough to apply the shape derivative
formalism put in place here. Second, the algorithm converges at best to a critical point. For low
volume constraints, we can not guarantee that such critical points are local minimisers, let alone
that they are regular enough (even in dimension 2) to use shape hessians, see [12, Remark 3.20].
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3.2 Degenerate optimal control problems

The first major underlying assumption is that all of our optimal control problems have extremal
points of the admissible set of controls as solutions. Put otherwise, this amounts to requiring that
the switch function has no flat zone. Now, in linear control problems for semilinear equations it is
often the case that the optimal controls are not extreme points: the switch function has flat zones,
and this requires a fine tuning of the thresholding method used to obtain satisfactory numerical
simulations see [42]. At this point it is unclear how one could tackle this question.

3.3 Non-energetic bilinear optimal control problems

There have been many contributions to the qualitative analysis of bilinear optimal control problems
in recent years see [38] and the references therein. The problem with this type of queries is that,
despite the fact that the thresholding algorithm provides satisfactory simulations, several basic
questions would need to be answered: the first one is the regularity of optimal controls. A priori
we can not hope for something better than a C 1,α boundary, which is not high enough to apply
second order shape derivatives arguments. It may be possible to push the methods of [11] to cover
this setting but this is at the moment unclear.
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