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Introduction

How do we describe auditory space around us, this ques-
tion has been deeply investigated for a number of years
and from different viewpoints. In fact, an auditory space
is generally studied either: (1) by its acoustic footprint
characterized by room acoustics attributes such as re-
verberation [1] or (2) by the perceptual characteristics of
the contained sound sources in terms of their localization
[2], width [3], motion [4] or distance to the listener [5].
Yet, one could argue that in one hand, we do not per-
ceive auditory space simply as a sum of sound sources
and in the other hand, that auditory space does not rely
solely on room acoustics. Inline with this, in [6], the au-
thors showed that there is a strong influence of the sound
source on the perception of reverberation. If we change
our point of view from room acoustics to auditory space
in general, would it be possible that the global context
has also an influence on the perception of some auditory
space perceptual parameters ?

In the 1970s, a group named the World Soundscape
Project (WSP) directed by Canadian composer Raymond
Murray Schafer theorized an approach of the sound en-
vironment with an emphasis on how it is perceived by an
individual or a society of individuals. From this approach
emerged a lexicon used to describe perceived soundscapes
[7]. In this lexicon, we can find the term acoustic horizon
defined as the farthest distance in every direction from
which sounds may be heard. Interestingly, this percept
seems to better characterize the auditory space previ-
ously evoked since it may refer to the spatial counterpart
of the perceptual source distance.

Therefore in this work, we investigate the acoustic hori-
zon of different soundscapes thanks to a perceptual ex-
periment. Do people discriminate the acoustic horizon
between different soundscapes and does their ability to
recognize them has an influence on this discrimination ?
Our hypothesis is that subjects are able to do so and that
the context do have an influence on the reported acoustic
horizon.

Perceptual evaluation

Forty-nine volunteers participated to the experiment
with a meaning age of 35 years old (std = 10.35), 82.9%
of them were right-handed. During this perceptual ex-
periment, subjects were asked to listen to eight different
soundscapes and to draw the perceived acoustic horizon
for each soundscape.

Stimuli

Firstly, we designed four different soundscapes corre-
sponding to four shapes characterizing the auditory
space: an omnidirectional shape, a cardioid one, a
bidirectional one and an asymmetric bidirectional one.
Among these four soundscapes, we decided to create two
outdoor and two indoor environments. The choice of the
environments was led by their recognition capacity. We
wanted to create soundscapes easily recognisable by most
of people. The soundscapes were composed in collabo-
ration with a sound artist based on these criteria. The
designed soundscapes are listed in Table 1, each of them
lasted 60 seconds.

Table 1: List of composed soundscapes

Shape Soundscape

Omnidirectional Urban parc
Cardioid Port

Bidirectional Hospital corridor
Asymmetric
bidirectional

Small kitchen

Then, to test our hypothesis on the influence of con-
text on the acoustic horizon, we altered the previous
soundscapes so that they can no longer be recognized.
For that purpose, for each sound object composing the
soundscape, we measured the temporal envelop then re-
placed the spectrum by white noise thanks to a 1-band
vocoder. We obtained what has been called EMN (Event
Modulated Noises) by Gygi et al. in [8]. Thanks to
that method, we kept the temporal aspect (the tempo-
ral envelop) which facilitate the sound source localization
by listeners [9]. We also kept the spatial aspect, or the
spatial position, of each sound source in the soundscape
while we could remove the ability to recognize what is
the emitter of the sound. In total, we obtained 8 dif-
ferent stimuli: the four initial soundscapes and the four
EMN soundscapes.

We mixed the soundscapes inside PRISM’s spherical ar-
ray of loudspeakers [10, 11] in an oriented-object format
to be able to encode and decode it in high-order am-
bisonics (HOA) formalism inside the spherical array. The
whole apparatus is described in the next paragraph.

Apparatus

The mixing of the soundscapes and the perceptual experi-
ment took place in a 4m-radius geodesic spherical array of
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speakers, the “Sphere”, composed by 42 Genelec 8020C
two-channel active loudpseakers. The soundscapes were
decoded following HOA formalism at 4th order. An
energy-preserving decoder [12] has been used with a ba-
sic normalization below 700Hz and a max-Re [13] nor-
malization above. Spherical harmonics are sorted within
the ACN ordering convention. The “Sphere” is located
inside an semi-anechoic chamber (RT60 < 0.1s and cutoff
frequency fc = 80Hz) [11].

The experiment was developed inside Max1 where we
used the Spat for Max library [14] for the spatialization
aspect. A graphical tablet was used whose interface was
developed in Processing2.

Protocol

The experiment lasted between 55 minutes and 2 hours
depending on subjects, mean duration of 1h30. It was
split in two parts: a training one and the experiment
itself. The protocol was the same for training and exper-
iment, only stimuli differed between them. A session was
decomposed in three different tasks: first, subject had
to describe each sound object perceived in the sound-
scape. For this, he had to name the sound object, write
its name then categorize it. He had to categorize within
two attributes, a temporal one and a provenance one, in-
spired by [15]. For the temporal attribute, subjects had
three different choice: “continuous” meaning a drone-like
sound, “rhythmic” meaning with a perceptible structural
rhythmic and “single event” as an event which appears
only once in the soundscape. For the provenance at-
tribute, they could choose between “natural” or a sound
coming from something biologic which is not human, “in-
dustrial” is a sound coming from a tool made by human
and “human” which are the sounds made by human body.
The subject could listen the stimulus as many times as
needed. Stimulus remains the same during a whole ses-
sion and in total, subjects had to solve exercises for 12
sessions (4 in the training part and 8 in the experiment).

Figure 1: Summary of the protocole: hospital case

Once this categorical exercise was done, subjects had to
position each sound previously listed around him thanks
to a drawing interface. On this interface, the listener’s

1https://cycling74.com
2https://processing.org

representation was at center and subjects had to draw
where they perceived the origin of the incoming sound
object based on azimuth and distance by writing the
sound object’s name. If they could perceive a width for
the sound object, they were instructed to draw an arc
around the write name. If a movement was perceived,
they could draw an arrow following the sound object’s
movement while pointing toward the movement’s direc-
tion.

Finally for the third exercise, subjects had to draw their
perception of the acoustic horizon on a graphical tablet.
They were instructed precisely, in french, “For this part,
you’ll have to draw your perception of acoustic horizon.
Acoustic horizon is the farthest audible distance around
you, you can make a parallel with visual horizon but in
the audible domain. In other terms, acoustic horizon is
the limit after what you can’t hear what’s happening.”.
We gave them an example, knowing “If you are in a room
with two peoples speaking nearby you and you can’t hear
what’s happening behind them because they are masking
it, your acoustic horizon will be just after them.”

At the end of the experiment, a short debriefing session
was conducted with each subject to collect their global
impression about the experiment and their potential free
comments. A summary of the protocol is shown in Fig-
ure 1: from one auditory space shape, we had two dif-
ferent soundscapes with and without the context which
lead to the subject’s drawing.

Results

Of the three exercises described before, only the third
one was used to test our hypothesis. We retrieved the
drawings from the data collected on the graphic tablet
and measured some descriptors on the drawn shapes. In
particular, we considered the descriptor “drawing’s area”
expressed in pixel2. We hypothesize that this descriptor
is linked to the perceived size of the auditory space, this
would allow us to definer later some label going from
“small” to “large” for example.

A first take on the data showed that some subjects used
the whole interface to draw while some of them used only
part of it. Because we were interested on the difference
between the natural and the noisy soundscapes, we there-
fore computed a ratio Ar between the natural case Anat

and noisy case Anoi for each shape and for each subject.

Ar =
Anat

Anoi

As shown in Figure 2, we found no significant influence
of the soundscape nor the context on the ratio, except for
the kitchen for which a marginal tendency was revealed
by a Wilcoxon t-test to zero (p ≈ 0.052).

Actually, we deduced that subjects adopted different
strategies to report their acoustic horizon. During the
debriefing session, some subjects explained that it was
easier to draw the acoustic horizon for a noisy soundscape
because they just had to focus on the distance auditory
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Figure 2: Boxplot of area ratio for each soundscape (log)

cues while a natural soundscape bring some uncertainty
(e.g. someone whispering but localized far from the sub-
ject). At the opposite, some subjects reported that it was
easier for the natural soundscape because they could not
recreate a mental image of the noisy soundscape. Based
on those comments, we thought that we would be able
to find these tendencies through the data by conducting
a clustering analysis on the subjects.

For that purpose, we conducted a hierarchical clustering
analysis (HCA) to find groups and then test the influ-
ence of context (two levels: natural and noisy) and of
the soundscape (four levels) our factors on these groups.
For this, we did a measure of correlation between each
subject’s variable and did our clustering based on the
correlation matrix obtained. Three groups composed by
19, 14 and 14 subjects, noted group A1, A2 and A3, re-
spectively was obtained from the HCA (Figure 3).

Figure 3: Dendrogram from the HCA

We did some Friedman tests to evaluate the influence of
soundscape in each group and paired t-tests or Wilcoxon
tests to evaluate the factors’ influence on the area ratio.

Discussion

In the following, we discuss the results from the HCA.

On the influence of soundscape

A strong significant difference (p < 0.001, cf. Table 2)
is highlighted between each group of subjects which vali-
dates our hypothesis on our ability to assess the acoustic
horizon. Within a group, subjects were able to differenti-
ate the acoustic horizons between different soundscapes.
In particular, subjects in group A3 discriminated the hos-
pital corridor from the three other soundscapes while it
was less the case for groups A1 and A2 (Table 3).

Table 2: Influence of soundscape on ratio area per group
- Friedman tests

Group W dof1 Q p-unc

A1 0.307 3 17.526 0.0006
A2 0.514 3 21.6 0.0001
A3 0.544 3 22.886 0.0001

Table 3: Post-hoc tests for soundscape influence, only
significant differences (Bonferroni correction)

Group A B Test p-cor

A1
Hospital Kitchen t-test 0.009
Kitchen Parc Wilcoxon 0.0001

A2
Hospital Parc Wilcoxon 0.005
Kitchen Parc t-test 0.0001

A3 Hospital
Kitchen Wilcoxon 0.001
Parc Wilcoxon 0.001
Port Wilcoxon 0.004

Table 4: Influence of context on ratio area per group

Stim Group Test p-val

Kitchen
A1 t-test 0.001
A2 t-test 0.0001
A3 Wilcoxon 0.0001

Hospital
A1 t-test 0.262
A2 t-test 0.106
A3 t-test 0.0001

Parc
A1 t-test 0.019
A2 t-test 0.006
A3 Wilcoxon 0.0001

Port
A1 t-test 0.064
A2 Wilcoxon 0.412
A3 t-test 0.434

On the influence of context

Each group seems to have a particular strategy in regard
to the drawing’s area (Figure 4). While the differences
between the natural case and noisy (EMN) case are close
in group A1, it seems that group A3 discriminates the
two cases more easily. Interestingly, it seems that for
the Port soundscape, the context had no effect for all
groups (Figure 4). The Port was linked to the cardioid
shape but most importantly, a boat was driving toward
the listener from the far front during approximately 30
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seconds. This sound object movement, no matter the
context (natural vs noisy), could have attracted the lis-
teners’ attention which prevents them to equally evaluate
the auditory space in all directions.

Figure 4: Boxplot of area ratio per group (log scale)

Conclusion

In this work, we presented an experiment designed to
question the influence of context on the perception of
the acoustic horizon, described as the farthest distance
that we are able to hear in all directions. We composed
four different soundscapes, removed their contextual at-
tributes by noisy counterparts and asked subjects to re-
port their perception of the acoustic horizon by drawings
for both types of soundscapes (natural and noisy). Based
on significant differences, the results confirmed that the
auditory space is relevantly characterized by the acous-
tic horizon and that the semiotic content of the sound
sources affects the perception of this acoustic horizon .
Using more detailed analyses, different groups of subjects
who adopted different strategies were also highlighted.
Going further, these groups need to be explained and the
influence of each sound object need more investigations.
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