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ON A CONJECTURE OF GEZMIS AND PELLARIN

KHAC NHUAN LE AND KIEN HUU NGUYEN

Abstract. In 2022, Gezmis and Pellarin introduced and studied the concept

of trivial multiple zeta values, along with a map from the vector space spanned
by these values to the vector space spanned by Thakur’s multiple zeta values.

Their construction allows us to generate some linear relations among the latter

values using the former. In our work, we determine the structure of the kernel of
the aforementioned map. As a consequence, we give an answer to a conjecture

proposed by Gezmis and Pellarin regarding the injectivity of this specific map.

Introduction

0.1. Classical multiple zeta values.

Multiple zeta values (MZVs) are real numbers defined as the convergent series

(0.1) ζ(s1, . . . , sr) =
∑

n1>···>nr>0

1

ns1
1 · · ·nsr

r
,

where si are positive integers and the first component s1 is strictly greater than
1. These values were first considered by Euler in the 18th century and have been
studied in various contexts in number theory, knot theory and the theory of mixed
Tate motives. One fundamental problem in the study of MZVs is the identification
of all linear relations among them, which remains a challenging open question.

One of the important properties of MZVs is their representation in terms of
iterated integral as follows:

(0.2) ζ(s1, . . . , sr) =

∫
1>t1>···>tk>0

ω1(t1) · · ·ωk(tk),

where k = s1 + · · ·+ sr, ωi(ti) = dti/(1− ti), if i ∈ {s1, s1 + s2, . . . , s1 + · · ·+ sr},
and ωi(ti) = dti/ti, otherwise. The series representation (0.1) and the integral rep-
resentation (0.2) provide two different ways of expanding the product of two MZVs
as linear combinations of MZVs, resulting in two distinct combinatorial interpre-
tations. The equality of the products then allows us to generate a large family of
relations among MZVs called double shuffle relations. Nevertheless, these relations
are not sufficient to capture all linear relations, for instance, the well-known iden-
tity ζ(2, 1) = ζ(3) due to Euler cannot be derived from them. In order to remedy
this, Ihara, Kaneko, and Zagier extended the double shuffle relations by allowing
divergent series and integrals, and introduced the so-called extended double shuffle
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2 KHAC NHUAN LE AND KIEN HUU NGUYEN

relations, which are widely believed to determine all linear relations among MZVs
(see [9, Conjecture 1]).

0.2. Thakur’s multiple zeta values.

Let us now consider the function field case. We let N denote the set of natural
numbers, i.e., non-negative integers. The set of positive integers will be denoted
by N∗. Let Fq be a finite field of characteristic p with q elements. We denote by
A = Fq[θ] the polynomial ring in indeterminate θ over Fq. Let A

+ denote the set
of monic polynomials in A, and let A+(d) denote the set of monic polynomials in
A whose degree is equal to d. We let K = Fq(θ) denote the fraction field of A, and
endow on K a valuation v∞ given by v∞(a/b) = deg b−deg a for a/b ∈ K, with the
convention that deg 0 = −∞. Let K∞ = Fq((1/θ)) denote the completion of K for
this valuation, and let C∞ denote the completion of an algebraic closure of K∞.

In [3], Carlitz studied a specific series known as the Carlitz zeta values, defined
by

ζA(s) =
∑
a∈A+

1

as
∈ K∞,

where s is a positive integer. By grouping the terms according to the degree d ∈ N,
one can express a Carlitz zeta value as a series of power sums given by

Sd(s) =
∑

a∈A+(d)

1

as
.

More generally, for a tuple of positive integers s = (s1, . . . , sr), Thakur introduced
the concept of multiple zeta values in the function field setting, as follows:

ζA(s) =
∑

d1>···>dr≥0

Sd1
(s1) · · ·Sdr

(sr) =
∑

ai∈A+

deg a1>···>deg ar≥0

1

as11 · · · asrr
∈ K∞.

When s = ∅, we agree by convention that ζA(∅) = 1. We call w = s1 + · · ·+ sr the
weight of ζA(s). For d ∈ N, the power sum associated with the tuple s is defined
as

Sd(s) =
∑

d=d1>···>dr≥0

Sd1(s1) · · ·Sdr (sr) =
∑

ai∈A+

d=deg a1>···>deg ar≥0

1

as11 · · · asrr
.

Thakur showed in [15] that the product of two MZVs can be expressed as a Fq-
linear combination of MZVs, therefore, the K-vector space generated by Thakur’s
MZVs is aK-subalgebra ofK∞. Furthermore, Chang showed in [4] that this algebra
has a graded structure with respect to weight.

0.3. Gezmis-Pellarin’s conjecture.

We now review some works of Gezmis and Pellarin in [6]. Let {ti}i∈N∗ and
{Xi}i∈N∗ be two sequences of independent indeterminates. For any finite subset Σ
ofN∗, we define the character χ

Σ
by setting χ

Σ
(a) =

∏
i∈Σ a(ti) for each polynomial

a ∈ A. Here a(ti) is obtained by substituting θ with ti in the polynomial a. We also
define XΣ as the product of Xi for all i in Σ. Gezmis and Pellarin investigated two
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series defined as

ζA

(
Σ1 · · · Σr

s1 · · · sr

)
=

∑
ai∈A+

deg a1>···>deg ar≥0

χ
Σ1
(a1) · · ·χΣr

(ar)

as11 · · · asrr
,(0.3)

λA

(
Σ1 · · · Σr

s1 · · · sr

)
=

∑
ai∈A+

deg a1>···>deg ar≥0

Xqdeg a1

Σ1
· · ·Xqdeg ar

Σr

as11 · · · asrr
,(0.4)

where Σ1, . . . ,Σr are disjoint subsets of N∗, and s1, . . . , sr are positive integers. We
call Σ = Σ1 ⊔ · · · ⊔ Σr the type for the above series. The series (0.3) (resp. (0.4))
converges to an element of the Tate algebra (see Subsection 1.3) in indeterminates ti
with i ∈ Σ (resp. Xi with i ∈ Σ) over C∞. The first series (0.3), known as Pellarin’s
multiple zeta values, was introduced by Pellarin in [11]. The second series (0.4) can
be considered as a variant of the multiple polylogarithms. When Σ = ∅, both series
coincide and reduce to Thakur’s MZVs. Gezmis and Pellarin also extended these
series for Σ1, . . . ,Σr are finite weighted subsets of N∗, a concept which we will
review in Subsection 1.2.

Let Σ be a fixed finite subset of N∗ such that |Σ| < q. We define ZΣ(K) as the
K-vector space generated by Pellarin’s MZVs of type Σ given by (0.3), and define
LΣ(K) as the K-vector space generated by multiple polylogarithms of type Σ given
by (0.4). When Σ = ∅, we have Z∅(K) = L∅(K), which is the K-algebra generated
by Thakur’s MZVs. Gezmis and Pellarin showed that both ZΣ(K) and LΣ(K)
possess graded Z∅(K)-module structures. They also constructed an isomorphism
of graded Z∅(K)-modules FΣ : ZΣ(K) → LΣ(K), connecting these spaces (see [6,
Theorem 5.2]). Furthermore, they constructed a map EΣ : ZΣ(K) → LΣ(K) that
coincides with FΣ but is defined differently. We shall review the construction of
both maps FΣ and EΣ in Subsection 3.1.

Gezmis and Pellarin introduced the notion of trivial multiple zeta values and
considered the graded Z∅(K)-module Ztriv

Σ (K) consisting of elements in ZΣ(K)

that vanish at ti = qki with i ∈ Σ, for all but finitely many tuples (ki)i∈Σ ∈ N|Σ|.
For k ∈ N and i ∈ N∗, we define the element

ηk(ti) = (−1)kζA

(
{i} ∅ · · · ∅
1 q − 1 · · · (q − 1)qk−1

)
∈ Ztriv

{i} (K).

We note that the polynomial ηk(ti) used in our work is denoted by gk(ti) in [6].
Gezmis and Pellarin established a result that characterizes the structure of Z∅(K)-
module Ztriv

Σ (K) using generators (see [6, Theorem 6.10]). More precisely, the ele-
ments

∏
i∈Σ ηki(ti) with ki ∈ N for all i ∈ Σ form a generating set of the Z∅(K)-

module Ztriv
Σ (K).

We define a map GΣ as the composition of the following maps:

Ztriv
Σ (K) LΣ(K) Z∅(K),

FΣ

EΣ

ev

where the first map, FΣ = EΣ, is restricted on Ztriv
Σ (K), and the second map ev is

the evaluation map at Xi = 1 for all i ∈ Σ. Using FΣ and EΣ, a trivial multiple
zeta value can be mapped to linear combinations of multiple polylogarithms in two
distinct combinatorial ways. The equality of the two maps generates a family of
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relations among multiple polylogarithms. Evaluating at Xi = 1 for all i ∈ Σ yields
a family of relations among Thakur’s MZVs. This approach can be considered as
a partial alternative for the double shuffle relations. Gezmis and Pellarin used this
approach to recover some previously known linear relations among MZVs due to
Lara Rodŕıguez and Thakur, as well as to derive a new family of linear relations
(see [6, Subsection 7.1]). Regarding the map GΣ defined above, Gezmis and Pellarin
proposed the following conjecture (see [6, Conjecture 6.15]):

Conjecture 0.1. The map GΣ : Ztriv
Σ (K) → Z∅(K) is injective.

0.4. Results and outline.

Set D0 = 1 and Dk =
∏k−1

i=0 (θ
qk − θq

i

) for all k ∈ N∗. The main result of our
work characterizes the structure of the kernel of the map GΣ. More precisely, it
reads as follows:

Theorem 0.2. Let Σ be a finite subset of N∗ such that |Σ| < q. Then we have
ker(GΣ) is a free Z∅(K)-module. In particular, there exists a Z∅(K)-basis of ker(GΣ)
consisting of elements

−ζA(1)
∑

i∈Σ qki−1
∏
i∈Σ

η0(ti) +
∏
i∈Σ

Dkiηki(ti)

with ki ∈ N and ki are not all equal to zero for i ∈ Σ.

To prove Theorem 0.2, we use the structure of Z∅(K)-module Ztriv
Σ (K) (see [6,

Theorem 6.10]) to interpolate elements of ker(GΣ) at points (θ
qki

)i∈Σ with ki ∈ N
for all i ∈ Σ. The construction of the map EΣ then allows us to establish the
algebraic structure of ker(GΣ). The linear independence of the basis follows from
the observation that ηk(q

i) = 1, if i = k and ηk(q
i) = 0, otherwise.

As a consequence of Theorem 0.2, we obtain an answer to Conjecture 0.1.

Corollary 0.3. When Σ ̸= ∅, the map GΣ is not injective.

On the other hand, by using Theorem 0.2, we can also compute the image of GΣ.

Theorem 0.4. Let Σ be a finite subset of N∗ such that |Σ| < q. Then Im(GΣ) is
the ideal of Z∅(K) generated by ζA(1)

|Σ|.

Let us give an outline of the paper. In Section 1, we first review some basic
concepts and introduce Pellarin’s multiple zeta values. We then establish the sum-
shuffle formula for the products of two zeta values. In Section 2, we derive a formula
for power sum that corrects the original formula proposed by Gezmis and Pellarin
[6, Formula (22)]. We then verify and compare these two formulas and reprove [6,
Corollary 5.4]. In Section 3, we review the construction of the maps FΣ and EΣ, as
well as the concept of trivial multiple zeta values. Then we provide the proofs of
Theorem 0.2, Corollary 0.3 and Theorem 0.4.

Acknowledgments. We are grateful to T. Ngo Dac for his encouragement and his
suggestions throughout this work. We also want to thank F. Pellarin, who shared
his insights and patiently answered all of our questions.

Two authors are supported by the Excellence Research Chair “L-functions in
positive characteristic and applications” financed by the Normandy Region.
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1. Pellarin’s multiple zeta values

1.1. Notations and conventions.

Let p be a prime number and let q be a power of p. In this work, we will use
constantly the following notations:

N = set of natural numbers, i.e., non-negative integers.

N∗ = set of positive integers.

Z = set of integers.

Fq = finite field with q elements.

A = polynomial ring Fq[θ] in indeterminate θ over Fq.

A+ = set of monic polynomials in A.

A+(d) = set of monic polynomials in A whose degree is equal to d.

A<(d) = set of polynomials in A whose degree is strictly less than d.

K = fraction field Fq(θ) of A.

v∞ = valuation on K given by v∞(a/b) = deg b− deg a for a/b ∈ K.

K∞ = completion Fq((1/θ)) of K for v∞.

C∞ = completion of an algebraic closure of K∞.

ℓd =

d∏
i=1

(θ − θq
i

) for d ∈ N.

Dd =

d−1∏
i=0

(θq
d

− θq
i

) for d ∈ N.

bd(t) =

d−1∏
i=0

(t− θq
i

) for d ∈ N.

As a matter of convention, we agree that an empty product is equal to 1 and an
empty sum is equal to 0.

1.2. Finite weighted subsets.

A countable set Σ = {σn}n∈N∗ of natural numbers is called a finite weighted
subset of N∗ if σn = 0 for all but finitely many n ∈ N∗. The support Supp(Σ) of
Σ is the set of natural numbers n ∈ N∗ such that σn ̸= 0. The cardinality of Σ,
denoted by |Σ|, is defined as the sum

|Σ| =
∑

n∈N∗

σn.

In particular, we write ∅ (by abuse of notation) for the finite weighted subset of N∗

whose elements are all zeros.

Remark 1.1. One can regard a usual finite subset Σ of N∗ as a finite weighted
subset Σ = {σn}n∈N∗ of N∗ with σn = 1 if n ∈ Σ and σn = 0 if n /∈ Σ.

Let Σ = {σn}n∈N∗ be a finite weighted subset of N∗. A finite weighted subset
J = {jn}n∈N∗ of N∗ is called a subset of Σ if jn ≤ σn for all n ∈ N∗. If this is the
case, we write J ⊆ Σ.
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Let Σ = {σn}n∈N∗ and Γ = {γn}n∈N∗ be two finite weighted subsets of N∗. We
define the union of Σ and Γ, denoted by Σ⊔Γ, as the finite weighted subset of N∗

given by
Σ ⊔ Γ = {σn + γn}n∈N∗ .

1.3. Pellarin’s multiple zeta values.

Let us first review the concept of Tate algebras. We consider a finite number of
indeterminates t1, . . . , ts over C∞. We endow on C∞[t1, . . . , ts] the Gauss valuation
v∞, defined for any polynomial f =

∑
an1,...,ns

tn1
1 · · · tns

s ∈ C∞[t1, . . . , ts] by

v∞(f) = min
n1,...,ns

v∞(an1,...,ns).

Denote by Ts(C∞) the completion of C∞[t1, . . . , ts] with respect to the Gauss
valuation. Then Ts(C∞) is a C∞-algebra, and is known as a Tate algebra over
C∞ in indeterminates t1, . . . , ts. Moreover, we can identify Ts(C∞) with the set of
formal power series f =

∑
an1,...,nst

n1
1 · · · tns

s ∈ C∞[[t1, . . . , ts]] such that

lim
n1+···+ns→∞

an1,...,ns
= 0.

We refer the reader to [2, Chapter 5] for further properties of Tate algebras.

Let {tn}n∈N∗ be a sequence of independent indeterminates. For any finite weighted
subset Σ = {σn}n∈N∗ of N∗, we let TΣ(C∞) denote the Tate algebra over C∞ in
indeterminates tn with n ∈ Supp(Σ). We define the character χ

Σ
as follows: for

each polynomial a in A, we set

χ
Σ
(a) =

∏
n∈N∗

a(tn)
σn ,

where a(tn) is the polynomial obtained by substituting θ with tn in a. When Σ = {i}
is a singleton set, we write simply χti(a) instead of χΣ(a).

Let Σ = {σn}n∈N∗ be a finite weighted subset of N∗, and let J = {jn}n∈N∗ be
a subset of Σ. We define (

Σ

J

)
=
∏

n∈N∗

(
σn

jn

)
.

The following proposition gives some key properties of the character χ
Σ
, which are

used frequently later.

Proposition 1.2. We have the following properties:

(i) χ
Σ
(a+ b) =

∑
I⊔J=Σ

(
Σ
J

)
χ

I
(a)χ

J
(b).

(ii) χΣ(ab) = χΣ(a)χΣ(b).
(iii) For α ∈ Fq, χΣ

(αa) = α|Σ|χ
Σ
(a).

(iv) χ
Σ
(a)χ

Γ
(a) = χ

Σ⊔Γ
(a).

Proof. The properties (ii), (iii), (iv) are trivial. To prove (i), we assume that Σ =
{σn}n∈N∗ is a finite weighted subset Σ of N∗. Then we have

χΣ(a+ b) =
∏

n∈N∗

(a(tn) + b(tn))
σn =

∏
n∈N∗

∑
in+jn=σn

(
σn

jn

)
a(tn)

inb(tn)
jn

=
∑

I⊔J=Σ

(
Σ

J

)
χ

I
(a)χ

J
(b).
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□

Let Σ1, . . . ,Σr be finite weighted subsets of N∗, and let s1, . . . , sr be integers. An

array A =

(
Σ1 · · · Σr

s1 · · · sr

)
is said to be admissible if s1, . . . , sr are positive integers.

For such an admissible array, we call A a composition of

(
Σ
w

)
if Σ1 ⊔ · · · ⊔ Σr = Σ

and s1 + · · ·+ sr = w. Let A =

(
Σ1 · · · Σr

s1 · · · sr

)
be an admissible array which is a

composition of

(
Σ
w

)
. The Pellarin’s multiple zeta value (Pellarin’ MZV for short)

associated with A is defined as

ζA(A) =
∑

ai∈A+

deg a1>···>deg ar≥0

χΣ1
(a1) · · ·χΣr

(ar)

as11 · · · asrr
∈ TΣ(C∞).

We call Σ the type, w the weight and r the depth of A (resp. ζA(A)). It was shown
by Pellarin in [11, Proposition 4] that every Pellarin’s MZV can be considered as

an entire function C
|Supp(Σ)|
∞ → C∞. For d ∈ N, the power sum associated with A

is defined as

Sd(A) =
∑

ai∈A+

d=deg a1>···>deg ar≥0

χΣ1
(a1) · · ·χΣr

(ar)

as11 · · · asrr
.

Moreover, for d ∈ N, we define

S<d(A) =
∑

ai∈A+

d>deg a1>···>deg ar≥0

χ
Σ1
(a1) · · ·χΣr

(ar)

as11 · · · asrr
.

Thus we have

S<d(A) =

d−1∑
k=0

Sk(A) and ζA(A) =

∞∑
d=0

Sd(A).

One verifies easily that

Sd

(
∅ · · · ∅
s1 · · · sr

)
= Sd(s1, . . . , sr),(1.1)

Sd

(
Σ1 · · · Σr

s1 · · · sr

)
= Sd

(
Σ1

s1

)
S<d

(
Σ2 · · · Σr

s2 · · · sr

)
.(1.2)

1.4. A sum-shuffle formula for power sums of depth 1.

In this subsection, we establish an explicit sum-shuffle formula for the products
of two zeta values (see Theorem 1.7). We refer the reader to Pellarin’s paper [12]
for another approach to this formula.

Let a, b be two integers with b ≥ 0. We recall the binomial number(
a

b

)
=

a(a− 1) · · · (a− b+ 1)

b!
.

It should be remarked that
(
a
0

)
= 1 and

(
a
b

)
= 0 when b > a ≥ 0.
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Lemma 1.3. Let s, t be two positive integers. The following equality of rational
function holds:

1

XsY t
=

∑
i+j=s+t

[ (
j−1
t−1

)
Xi(X + Y )j

+

(
j−1
s−1

)
Y i(X + Y )j

]
,

where the indices i, j run through all positive integers.

Proof. See [1, Lemma 1.49]. □

Let Σ be a finite weighted subset of N∗, and let J be a subset of Σ. Let j, s be
two positive integers. For the convenience of writing, we define

δΣ,j
J,s = (−1)|J|+s

(
Σ

J

)(
j − 1

s− 1

)
.

Lemma 1.4. Let Σ,Γ be two finite weighted subsets of N∗, and let s, t be two
positive integers. For any a, b ∈ A such that a ̸= b, we have

χΣ(a)χΓ(b)

asbt
=

∑
J⊆Γ;I⊔J=Σ⊔Γ

i+j=s+t

δΓ,jJ,t χI
(a)χ

J
(a− b)

ai(a− b)j
+

∑
J⊆Σ;I⊔J=Σ⊔Γ

i+j=s+t

δΣ,j
J,s χI

(b)χ
J
(b− a)

bi(b− a)j
,

where the indices i, j run through all positive integers.

Proof. Replacing X = a and Y = −b, it follows from Lemma 1.3 that

1

asbt
=

∑
i+j=s+t

[
(−1)t

(
j−1
t−1

)
ai(a− b)j

+
(−1)s

(
j−1
s−1

)
bi(b− a)j

]
.

Thus it follows from Proposition 1.2 that

χΣ(a)χΓ(b)

asbt

=
∑

i+j=s+t

(
(−1)t

(
j−1
t−1

)
χ

Σ
(a)χ

Γ
(b)

ai(a− b)j
+

(−1)s
(
j−1
s−1

)
χ

Σ
(a)χ

Γ
(b)

bi(b− a)j

)

=
∑

i+j=s+t

(
(−1)t

(
j−1
t−1

)
χΣ(a)χΓ(a+ b− a)

ai(a− b)j
+

(−1)s
(
j−1
s−1

)
χΓ(b)χΣ(b+ a− b)

bi(b− a)j

)

=
∑

i+j=s+t

( (−1)t
(
j−1
t−1

)
χ

Σ
(a)

∑
I⊔J=Γ

(
Γ
J

)
χ

I
(a)χ

J
(b− a)

ai(a− b)j
+

(−1)s
(
j−1
s−1

)
χ

Γ
(b)

∑
I⊔J=Σ

(
Σ
J

)
χ

I
(b)χ

J
(a− b)

bi(b− a)j

)

=
∑

I⊔J=Γ
i+j=s+t

(−1)t
(
Γ
J

)(
j−1
t−1

)
χ

Σ⊔I
(a)χ

J
(b− a)

ai(a− b)j
+

∑
I⊔J=Σ
i+j=s+t

(−1)s
(
Σ
J

)(
j−1
s−1

)
χ

Γ⊔I
(b)χ

J
(a− b)

bi(b− a)j

=
∑

I⊔J=Γ
i+j=s+t

(−1)|J|+t
(
Γ
J

)(
j−1
t−1

)
χ

Σ⊔I
(a)χ

J
(a− b)

ai(a− b)j
+

∑
I⊔J=Σ
i+j=s+t

(−1)|J|+s
(
Σ
J

)(
j−1
s−1

)
χ

Γ⊔I
(b)χ

J
(b− a)

bi(b− a)j

=
∑

J⊆Γ;I⊔J=Σ⊔Γ
i+j=s+t

δΓ,jJ,t χI
(a)χ

J
(a− b)

ai(a− b)j
+

∑
J⊆Σ;I⊔J=Σ⊔Γ

i+j=s+t

δΣ,j
J,s χI

(b)χ
J
(b− a)

bi(b− a)j
.
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This proves the lemma. □

Let Σ be a finite weighted subset of N∗, and let J be a subset of Σ. Let j, s be
two positive integers. We define

∆Σ,j
J,s =

{
(−1)|J|+s−1

(
Σ
J

)(
j−1
s−1

)
, if |J | ≡ j (mod q − 1),

0, otherwise.

In the following result, we adapt some techniques from Chen’s proof regarding
the sum-shuffle formula for the product of Carlitz zeta values (see [5, Theorem 3.1]).

Proposition 1.5. Let Σ,Γ be two finite weighted subsets of N∗, and let s, t be two
positive integers. For all d ∈ N, we have

Sd

(
Σ
s

)
Sd

(
Γ
t

)
= Sd

(
Σ ⊔ Γ
s+ t

)
+

∑
J⊆Γ;I⊔J=Σ⊔Γ

i+j=s+t

∆Γ,j
J,t Sd

(
I J
i j

)
+

∑
J⊆Σ;I⊔J=Σ⊔Γ

i+j=s+t

∆Σ,j
J,s Sd

(
I J
i j

)
,

where the indices i, j run through all positive integers.

Proof. We have

Sd

(
Σ
s

)
Sd

(
Γ
t

)
=

 ∑
a∈A+(d)

χ
Σ
(a)

as

 ∑
b∈A+(d)

χΓ(b)

bt


=

∑
a,b∈A+(d)

a=b

χ
Σ
(a)χ

Γ
(b)

asbt
+

∑
a,b∈A+(d)

a̸=b

χ
Σ
(a)χ

Γ
(b)

asbt

=
∑

a∈A+(d)

χ
Σ⊔Γ

(a)

as+t
+

∑
a,b∈A+(d)

a̸=b

χ
Σ
(a)χ

Γ
(b)

asbt
(from Proposition 1.2(iv))

= Sd

(
Σ ⊔ Γ
s+ t

)
+

∑
a,b∈A+(d)

a̸=b

χ
Σ
(a)χ

Γ
(b)

asbt
.

Note that if a, b are two polynomials in A+(d) such that a ̸= b, then there exists a
unique element α ∈ F×

q and a unique polynomial c ∈ A+ with deg c < d such that
a− b = αc. One deduces from Lemma 1.4 and Proposition 1.2(iii) that∑
a,b∈A+(d)

a̸=b

χ
Σ
(a)χ

Γ
(b)

asbt

=
∑

J⊆Γ;I⊔J=Σ⊔Γ
i+j=s+t

∑
a,b∈A+(d)

a ̸=b

δΓ,jJ,t χI
(a)χ

J
(a− b)

ai(a− b)j
+

∑
J⊆Σ;I⊔J=Σ⊔Γ

i+j=s+t

∑
a,b∈A+(d)

a̸=b

δΣ,j
J,s χI

(b)χ
J
(b− a)

bi(b− a)j

=
∑

J⊆Γ;I⊔J=Σ⊔Γ
i+j=s+t

∑
α∈F×

q ;a,c∈A+

d=deg a>deg c

δΓ,jJ,t χI
(a)χ

J
(αc)

ai(αc)j
+

∑
J⊆Σ;I⊔J=Σ⊔Γ

i+j=s+t

∑
α∈F×

q ;b,c∈A+

d=deg b>deg c

δΣ,j
J,s χI

(b)χ
J
(αc)

bi(αc)j
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=
∑

J⊆Γ;I⊔J=Σ⊔Γ
i+j=s+t

δΓ,jJ,t

 ∑
α∈F×

q

α|J|−j


 ∑

a,c∈A+

d=deg a>deg c

χ
I
(a)χ

J
(c)

aicj



+
∑

J⊆Σ;I⊔J=Σ⊔Γ
i+j=s+t

δΣ,j
J,s

 ∑
α∈F×

q

α|J|−j


 ∑

b,c∈A+

d=deg b>deg c

χ
I
(b)χ

J
(c)

bicj


=

∑
J⊆Γ;I⊔J=Σ⊔Γ

i+j=s+t

∆Γ,j
J,t Sd

(
I J
i j

)
+

∑
J⊆Σ;I⊔J=Σ⊔Γ

i+j=s+t

∆Σ,j
J,s Sd

(
I J
i j

)
.

The last equality follows from the following identity:∑
α∈F×

q

αn =

{
−1, if n ≡ 0 (mod q − 1),

0, otherwise,

for n ∈ N. This proves the proposition. □

Remark 1.6. When s = t = 1, we recover the sum-shuffle formula for power sums
of depth 1 due to Pellarin (see [12, Theorem 3.1]). When Σ = Γ = ∅, we recover the
sum-shuffle formula for power sums of depth 1 due to Chen (see [5, Remark 3.2]).

Let d tend to infinity, we obtain the following explicit sum-shuffle formula for
the product of two zeta values.

Theorem 1.7. Let Σ,Γ be two finite weighted subsets of N∗, and let s, t be two
positive integers. We have

ζA

(
Σ
s

)
ζA

(
Γ
t

)
= ζA

(
Σ Γ
s t

)
+ ζA

(
Γ Σ
t s

)
+ ζA

(
Σ ⊔ Γ
s+ t

)
+

∑
J⊆Γ;I⊔J=Σ⊔Γ

i+j=s+t

∆Γ,j
J,t ζA

(
I J
i j

)
+

∑
J⊆Σ;I⊔J=Σ⊔Γ

i+j=s+t

∆Σ,j
J,s ζA

(
I J
i j

)
,

where the indices i, j run through all positive integers.

Proposition 1.8. Let A, B be two admissible arrays which are compositions of(
Σ1

w1

)
,

(
Σ2

w2

)
, respectively. The following assertions hold:

(i) There exist elements αi ∈ Fq and admissible arrays Ci, which are com-

positions of

(
Σ1 ⊔ Σ2

w1 + w2

)
, such that for all d ∈ N,

Sd(A)Sd(B) =
∑
i

αiSd(Ci).

(ii) There exist elements α′
i ∈ Fq and admissible arrays C′i, which are com-

positions of

(
Σ1 ⊔ Σ2

w1 + w2

)
, such that for all d ∈ N,

S<d(A)S<d(B) =
∑
i

α′
iS<d(C

′
i).
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(iii) There exist elements α′′
i ∈ Fq and admissible arrays C′′i , which are com-

positions of

(
Σ1 ⊔ Σ2

w1 + w2

)
, such that for all d ∈ N,

Sd(A)S<d(B) =
∑
i

α′′
i Sd(C

′′
i ).

Here the elements αi, α
′
i, α

′′
i are independent of the degree d.

Proof. Using Proposition 1.5, the proof of Part (i) and Part (ii) is proceeded by
induction on w1 + w2 and follows from similar arguments as in the proof of [10,
Proposition 2.1]. Part (iii) follows from Part (ii) and (1.2). □

2. A formula for power sums of Pellarin’s multiple zeta values

Throughout this section, we restrict our attention to the case Σ is a usual finite
subset of N∗ with |Σ| < q (see Remark 1.1). In [6], Gezmis and Pellarin derived a
formula [6, Formula (22)] for the power sums of Pellarin’s MZVs using partial higher
divided derivatives, but their formula was found to be incorrect, which partially
affected the proof of [6, Corollary 5.4]. In this section, we provide a corrected
version of their formula using a different approach (see Proposition 2.3) and then
use this formula to reprove [6, Corollary 5.4] (see Proposition 2.5).

2.1. Preliminary results.

Set ℓ0 = 1 and ℓd =
∏d

i=1(θ − θq
i

) for all d ∈ N∗. Set D0 = 1 and Dd =∏d−1
i=0 (θ

qd − θq
i

) for all d ∈ N∗. We set E0(x) = x, and for d ∈ N∗,

Ed(x) = D−1
d

∏
a∈A<(d)

(x+ a).

Based on a result due to Carlitz (see [3, Theorem 2.1]), one deduces the following
expansion:

(2.1) Ed(x) =

d∑
k=0

xqk

Dkℓ
qk

d−k

.

In the following proposition, we recall some properties of the polynomial Ed(x).
For the proof and further properties of this polynomial, we refer the reader to [8,
Section 3.5].

Proposition 2.1. For all d ∈ N, we have the following properties:

(i) Ed(x) is an Fq-linear polynomial.
(ii) For a ∈ A such that deg a < d, Ed(a) = 0.
(iii) Ed(θ

d) = 1.

From Carlitz’s work (see [3, Section 9]), we obtain the following generating function:

(2.2)
1

ld(1− Ed(x))
=
∑
n≥0

Sd(n+ 1)xn.
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Set b0(t) = 1 and bd(t) =
∏d−1

i=0 (t− θq
i

) for all d ∈ N∗. For d ∈ N∗, we define

Pd(t, x) =

d−1∑
j=0

bj(t)Ej(x).

Note that the polynomial Pd(t, x) is Fq-linear in indeterminate x by Proposition
2.1(i). When x = θd, one deduces from Proposition 2.1(iii) and the same argument
as in the proof of [13, Corollary 2.11] that

(2.3) Pd(t, θ
d) =

d−1∑
j=0

bj(t)Ej(θ
d) = χt(θ

d)− bd(t).

The following result is deduced from a formula due to Perkins (see [13, Proposition
2.17]).

Proposition 2.2. Let J be a finite subset of N∗ such that |J | < q. For all d ∈ N∗,
we have ∑

a∈A<(d)

χ
J
(a)ℓdEd(x− a)

x− a
=
∏
j∈J

Pd(tj , x).

Proof. See [13, Corollary 2.13, Proposition 2.17]. □

Using (2.1), we may write the polynomial Pd(t, x) as a polynomial in indeterminate
x as follows:

Pd(t, x) =

d−1∑
k=0

d−1∑
j=k

bj(t)

Dkℓ
qk

j−k

xqk .

For the convenience of writing, we denote the coefficient
d−1∑
j=k

bj(t)

Dkℓ
qk

j−k

of xqk by

Qd,k(t). When k = 0, one deduces from [11, Lemma 8] that

(2.4) Qd,0(t) =

d−1∑
j=0

bj(t)

ℓj
=

bd(t)

ℓd−1(t− θ)
.

2.2. Main result.

Let Σ be a finite subset of N∗. For the convenience of writing, we define

bd(Σ) =
∏
i∈Σ

bd(ti).

Proposition 2.3. Let Σ be a finite subset of N∗ such that |Σ| < q, and let n be a
natural number. For all d ∈ N, we have

Sd

(
Σ

n+ 1

)
= Sd(n+ 1)bd(Σ) +

∑
J⊊Σ

I⊔J=Σ

∑
0≤ki≤d−1, i∈I

n−
∑

i∈Iq
ki+1>0

Sd(n−
∑

i∈I q
ki + 1)

∏
i∈I

Qd,ki
(ti)bd(J).

Proof. The case d = 0 is trivial. For the case d > 0, we claim that

(2.5)
∑

a∈A+(d)

χ
Σ
(a)

a− x
=
∑
n≥0

Sd

(
Σ

n+ 1

)
xn.
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Indeed, expanding the geometric series, we have

∑
a∈A+(d)

χΣ(a)

a− x
=

∑
a∈A+(d)

χΣ(a)

a

∑
n≥0

(x
a

)n
=
∑
n≥0

 ∑
a∈A+(d)

χΣ(a)

an+1

xn =
∑
n≥0

Sd

(
Σ

n+ 1

)
xn.

On the other hand, it follows from Proposition 1.2(i) that

∑
a∈A+(d)

χ
Σ
(a)

a− x
=

∑
a∈A<(d)

χ
Σ
(θd + a)

θd + a− x
=

∑
a∈A<(d)

∑
I⊔J=Σ

χ
I
(θd)χ

J
(a)

θd + a− x

=
∑

I⊔J=Σ

χ
I
(θd)

∑
a∈A<(d)

χ
J
(a)

θd + a− x
.

Replacing x by x − θd in Proposition 2.2 and using Proposition 2.1, one deduces
that ∑

a∈A<(d)

χ
J
(a)

θd + a− x
=

1

ℓd(1− Ed(x))

∏
j∈J

Pd(tj , x− θd).

Thus we have∑
a∈A+(d)

χΣ(a)

a− x
=

1

ℓd(1− Ed(x))

∑
I⊔J=Σ

χ
I
(θd)

∏
j∈J

Pd(tj , x− θd)(2.6)

=
1

ℓd(1− Ed(x))

∏
i∈Σ

(χti(θ
d) + Pd(ti, x− θd))

=
1

ℓd(1− Ed(x))

∏
i∈Σ

(Pd(ti, x) + bd(ti)).

The last equality follows from (2.3). Combining (2.5), (2.6), and (2.2), we obtain

∑
n≥0

Sd

(
Σ

n+ 1

)
xn =

∑
n≥0

Sd(n+ 1)xn

∏
i∈Σ

(
d−1∑
k=0

Qd,k(ti)x
qk + bd(ti)

)
.

The result then follows from equating the coefficient of xn on both sides of the
above identity. □

2.3. Verification and comparison.

In this subsection, we verify and compare two formulas for power sums of Pel-
larin’s MZVs: one originally proposed by Gezmis and Pellarin in [6, Equation (22)],
and our formula given in Proposition 2.3. We will show that Proposition 2.3 provides
the correct result.

For the convenience of the reader, we recall the formula of Gezmis and Pellarin
as follows. Let Σ be a finite subset of N∗ such that |Σ| < q, and let n be a natural
number. For all d ∈ N, we have

Sd

(
Σ

n+ 1

)
= Sd(n+ 1)bd(Σ) +

∑
I⊊Σ

(−1)|I|
∑

ki∈N, i∈I

n−
∑

i∈Iq
ki+1>0

Sd(n−
∑

i∈I q
ki + 1)

∏
i∈I

Qd,ki
(ti).

We note that the polynomial Qd,k(t) used in our work is denoted by H
(d)
k (t) in [6].
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We consider the case Σ = {1, 2}, n = 1 and q = 3, so that |Σ| = 2 < 3. From the
formula of Gezmis and Pellarin, we have

Sd

(
{1, 2}
2

)
= Sd(2)bd(t1)bd(t2)− Sd(1)Qd,0(t1)− Sd(1)Qd,0(t2)(2.7)

=
bd(t1)bd(t2)

ℓ2d
− bd(t1)

ℓdℓd−1(t1 − θ)
− bd(t2)

ℓdℓd−1(t2 − θ)
.

The last equality follows from (2.4) and the fact that Sd(s) = 1/lsd for all positive
integers s ≤ q (see [14, Section 3.3]). From Proposition 2.3 and the above arguments,
we have

Sd

(
{1, 2}
2

)
= Sd(2)bd(t1)bd(t2) + Sd(1)Qd,0(t1)bd(t2) + Sd(1)Qd,0(t2)bd(t1)(2.8)

=
bd(t1)bd(t2)

ℓ2d
+

bd(t1)bd(t2)

ℓdℓd−1(t1 − θ)
+

bd(t1)bd(t2)

ℓdℓd−1(t2 − θ)
.

For the verification of the results (2.7) and (2.8), we now give an alternative

method to compute Sd

(
{1, 2}
2

)
. From Proposition 1.5 (see also [12, Theorem 3.1]),

we have

Sd

(
{1, 2}
2

)
= Sd

(
{1}
1

)
Sd

(
{2}
1

)
+ Sd

(
{2} {1}
1 1

)
+ Sd

(
{1} {2}
1 1

)
.

Based on a result due to Pellarin (see [12, Lemma 5.1]), one deduces that Sd

(
{1}
1

)
=

bd(t1)

ld
and Sd

(
{2}
1

)
=

bd(t2)

ld
. Moreover, it follows from (1.2) and [11, Lemma 8]

that

Sd

(
{2} {1}
1 1

)
= Sd

(
{2}
1

)
S<d

(
{1}
1

)
=

bd(t2)bd(t1)

ℓdℓd−1(t1 − θ)
,

Sd

(
{1} {2}
1 1

)
= Sd

(
{1}
1

)
S<d

(
{2}
1

)
=

bd(t1)bd(t2)

ℓdℓd−1(t2 − θ)
.

This proves that

Sd

(
{1, 2}
2

)
=

bd(t1)bd(t2)

ℓ2d
+

bd(t1)bd(t2)

ℓdℓd−1(t1 − θ)
+

bd(t1)bd(t2)

ℓdℓd−1(t2 − θ)
,

which differs from (2.7) and leads to the same result as in (2.8).

2.4. Dagger multiple zeta values.

In this subsection, we will reprove a result due to Gezmis and Pellarin [6, Corol-
lary 5.4] using Proposition 2.3. To do so, we first review some notions introduced
by Gezmis and Pellarin.

Let Σ be a finite subset of N∗ such that |Σ| < q. We denote by EΣ the C∞-
subalgebra of TΣ(C∞) consisting of all entire functions in variables ti with i ∈ Σ.

For any admissible array A =

(
Σ1 · · · Σr

s1 · · · sr

)
of type Σ, we define

ζ†A(A) = ζ†A

(
Σ1 · · · Σr

s1 · · · sr

)
=

∑
d1>···>dr≥0

Sd1(s1)bd1(Σ1) · · ·Sdr (sr)bdr (Σr).
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One verifies at once that the above series converges to an entire function in EΣ. It
should be remarked that this series does not converge when |Σ| ≥ q. For d ∈ N, we
define

S†
d(A) =

∑
d=d1>···>dr≥0

Sd1
(s1)bd1

(Σ1) · · ·Sdr
(sr)bdr

(Σr),

S†
<d(A) =

∑
d>d1>···>dr≥0

Sd1(s1)bd1(Σ1) · · ·Sdr (sr)bdr (Σr).

Using similar arguments as for the power sums of Pellarin’s MZVs, one may

verify that S†
d and S†

<d satisfy the properties outlined as in Proposition 1.8. In
particular, we obtain the following result:

Proposition 2.4. Let A, B be two admissible arrays which are compositions of(
Σ1

w1

)
,

(
Σ2

w2

)
, respectively, such that |Σ1 ⊔ Σ2| < q. There exist elements αi ∈ Fq

and admissible arrays Ci, which are compositions of

(
Σ1 ⊔ Σ2

w1 + w2

)
, such that for all

d ∈ N,

S†
d(A)S

†
<d(B) =

∑
i

αiS
†
d(Ci).

Here the elements αi are independent of the degree d.

We denote by Z
†
w,Σ the Fq-vector subspace of EΣ generated by ζ†A(A), where A

ranges over all admissible arrays of weight w and type Σ. We let Zw,Σ denote the
Fq-vector subspace of EΣ generated by Pellarin’s MZVs of weight w and type Σ.
We are now ready to reprove [6, Corollary 5.4] stated as follows:

Proposition 2.5. Let Σ be a finite subset of N∗ such that |Σ| < q. For all positive

integers w, we have Zw,Σ = Z
†
w,Σ.

The following lemma due to Gezmis and Pellarin will be useful. For the proof,
we refer the reader to [6, Lemma 5.5].

Lemma 2.6. Let I be a finite subset of N∗ such that |I| < q. For all d ∈ N, we
can write ∏

i∈I

Qd,ki(ti) =
∑
j

αjS<d(Cj),

where αj are elements in Fq, which are independent of the degree d, and Cj are

admissible arrays, which are compositions of

(
I∑

i∈I q
ki

)
.

Proposition 2.7. Let Σ be a finite subset of N∗ such that |Σ| < q, and let w be a

positive integer. Let A be an admissible array which is a composition of

(
Σ
w

)
. The

following statements hold:

(i) There exist elements αi ∈ Fq and admissible arrays Bi, which are com-

positions of

(
Σ
w

)
, such that for all d ∈ N,

Sd(A) =
∑
i

αiS
†
d(Bi).
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(ii) There exist elements α′
i ∈ Fq and admissible arrays B′i, which are com-

positions of

(
Σ
w

)
, such that for all d ∈ N,

S†
d(A) =

∑
i

α′
iSd(B

′
i).

Here the elements αi and α′
i are independent of the degree d.

Proof. We proceed the proof by induction on w. For the case w = 1, i.e., A =

(
Σ
1

)
,

it follows from Proposition 2.3 that

Sd

(
Σ
1

)
= S†

d

(
Σ
1

)
,

which proves the base step. Assume that Proposition 2.7 holds for w < n with
n ∈ N and n ≥ 2. We need to show that Proposition 2.7 holds for w = n. We
consider two cases:

Case 1: The admissible array A has depth 1, i.e., A =

(
Σ
n

)
. Proposition 2.3 shows

that

(2.9) Sd

(
Σ
n

)
= S†

d

(
Σ
n

)
+

∑
J⊊Σ

I⊔J=Σ

∑
0≤ki≤d−1, i∈I

n−
∑

i∈Iq
ki>0

S†
d

(
J

n−
∑

i∈I q
ki

)∏
i∈I

Qd,ki
(ti).

Since
∑

i∈Iq
ki < n, the induction hypothesis and Lemma 2.6 shows that there exist

elements γj ∈ Fq and admissible arrays Cj , which are compositions of

(
I∑

i∈I q
ki

)
,

such that for all d ∈ N,
∏

i∈I Qd,ki
(ti) =

∑
j γjS

†
<d(Cj). Thus Part (i) follows from

(2.9) and Proposition 2.4. Since n−
∑

i∈Iq
ki < n, the induction hypothesis shows

that there exist elements γ′
i ∈ Fq and admissible arrays C′i, which are compositions

of

(
Σ
w

)
, such that for all d ∈ N, S†

d

(
J

n−
∑

i∈I q
ki

)
=
∑

i γ
′
iSd(C

′
i). Thus Part (ii)

follows from (2.9), Lemma 2.6 and Proposition 1.8(iii).

Case 2: The admissible array A has depth > 1. We may assume that A =(
Σ1 · · · Σr

s1 · · · sr

)
, so that s1 + · · · + sr = n. Since s1 < n and s2 + · · · + sr < n,

the induction hypothesis shows that there exist elements γi, γ
′
i ∈ Fq and admissible

arrays Ci, which are compositions of

(
Σ1

s1

)
, and admissible arrays C′i, which are com-

positions of

(
Σ2 ⊔ · · · ⊔ Σr

s2 + · · ·+ sr

)
, such that for all d ∈ N, Sd

(
Σ1

s1

)
=
∑
i

γiS
†
d(Ci) and

S<d

(
Σ2 · · · Σr

s2 · · · sr

)
=
∑
i

γ′
iS

†
<d(C

′
i). Thus Part (i) follows from (1.2) and Propo-

sition 2.4. From similar arguments as above, one may verify that Part (ii) holds in
this case. □

Proof of Proposition 2.5. The result follows immediately from Proposition 2.7 by
letting d tend to infinity. □
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3. Structure of ker(GΣ)

3.1. Some constructions.

Let Σ be a fixed finite subset of N∗ such that |Σ| < q. In this subsection, we
briefly review the constructions of the maps FΣ and EΣ introduced by Gezmis and
Pellarin in [6].

Let {Xn}n∈N∗ be a sequence of indeterminates. For each finite subset U of N∗,

we write XU =
∏

i∈U Xi. For any admissible array A =

(
Σ1 · · · Σr

s1 · · · sr

)
of type Σ,

we define the multiple polylogarithm associated with the array A as

λA(A) =
∑

ai∈A+

deg a1>···>deg ar≥0

Xqdeg a1

Σ1
· · ·Xqdeg ar

Σr

as11 · · · asrr
∈ TΣ(C∞).

Recall that EΣ is the C∞-subalgebra of TΣ(C∞) consisting of all entire func-
tions in variables ti with i ∈ Σ. We let ZΣ(K) (resp. LΣ(K)) denote the K-vector
subspace of EΣ generated by elements ζA(A) (resp. λA(A)), where A ranges over all
admissible arrays of type Σ. When Σ = ∅, one verifies at once that Z∅(K) = L∅(K),
which is the K-algebra generated by Thakur’s MZVs. Let Zn,Σ(K) (resp. Ln,Σ(K))
denote the K-vector subspace of EΣ generated by elements ζA(A) (resp. λA(A)),
where A ranges over all admissible arrays of weight n and type Σ. Gezmis and Pel-
larin showed in [6] that both ZΣ(K) and LΣ(K) are graded Z∅(K)-module with
grading given by the weight, so that

ZΣ(K) =

∞⊕
n=0

Zn,Σ(K) and LΣ(K) =

∞⊕
n=0

Ln,Σ(K).

We recall the construction of the morphisms FΣ,EΣ : ZΣ(K) → LΣ(K) from [6].

Theorem 3.1 (Theorem 5.2 [6]). Let Σ be a finite subset of N∗ such that |Σ| < q.
Let f ∈ ZΣ(K) then

FΣ(f) :=
∑

i∈N|Σ|

∑
j≤i∈N|Σ|

f(θq
j

)

Djℓ
qj

i−j

Xqi

Σ ∈ LΣ(K),

where i−j is the difference of i and j in the additive group Z|Σ|, Xqi

Σ =
∏

r∈Σ Xqir

j ,

θq
j

= (θq
jr
)r∈Σ, Dj =

∏
r∈Σ Djr and ℓq

i

j =
∏

r∈Σ ℓq
ir

jr
. Moreover, FΣ : ZΣ(K) →

LΣ(K) is an isomorphism of graded Z∅(K)-modules.

Theorem 3.2 (Corollary 6.9 [6]). Let Σ be a finite subset of N∗ such that |Σ| < q.
Let f ∈ ZΣ(K) then

EΣ(f) =
∑

i∈N|Σ|

f(θq
i

)

Di

∏
j∈Σ

λA

(
{j}
1

)qij

∈ LΣ(K)

and EΣ = FΣ.
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3.2. Trivial multiple zeta values.

We continue with the same notation as in the preceding sections. We let Ztriv
Σ,n(K)

denote the set of all elements f ∈ ZΣ,n(K) satisfies f(θq
k

) = 0 for all but finitely

many tuples k ∈ N|Σ|. One verifies easily that Ztriv
Σ,n(K) is a K-vector subspace of

ZΣ,n(K). Moreover, we have

Ztriv
Σ (K) =

∞⊕
n=0

Ztriv
Σ,n(K)

is a Z∅(K)-submodule of ZΣ(K).

Definition 3.3. Let ev : LΣ(K) → Z∅(K) be the evaluation map sending Xi to 1
for all i ∈ Σ. Then, we denote by GΣ the map ev ◦ FΣ|Ztriv

Σ (K).

We recall the following result due to Gezmis and Pellarin.

Lemma 3.4. For all natural numbers k, we have

(−1)kbk(t)ζA

(
t
qk

)
Dk

= ζA

(
t ∅ · · · ∅
1 q − 1 · · · (q − 1)qk−1

)
.

Proof. See [6, Lemma 6.12]. □

Lemma 3.5. For all natural numbers k, we set

ηk(t) =

bk(t)ζA

(
t
qk

)
Dk

.

Then

ηk(θ
qi) =

{
1 if i = k,

0 if i ̸= k.

Proof. We first note that

ζA

(
t
qk

)∣∣∣∣∣
t=θqi

=
∑
a∈A+

a(θ)q
i

aqk
=
∑
a∈A+

1

aqk−qi
= ζA(q

k − qi).

If i = k, then bk(θ
qk) = Dk and ζA

(
t
qk

)∣∣∣∣∣
t=θqk

= ζA(0) = 1, hence ηk(θ
qk) = 1.

If i < k, then bk(θ
qi) = 0, hence ηk(θ

qi) = 0. If i > k, then qk − qi is a negative

integer satisfies (q − 1)|(qk − qi), hence ζA

(
t
qk

)∣∣∣∣∣
t=θqi

= ζA(q
k − qi) = 0 (See [7,

Theorem 5.3]), showing that ηk(θ
qi) = 0. This proves the lemma. □

Corollary 3.6. For each tuples k ∈ N|Σ|, we set

ηk =
∏
j∈Σ

ηkj
(tj).

Then ηk is an element in Ztriv
Σ,

∑
j∈Σ qkj

(K). Moreover, Ztriv
Σ (K) is equal to its Z∅(K)-

submodule generated by {ηk|k ∈ N|Σ|}.
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Proof. It follows from Lemma 3.4 that for each j ∈ Σ,

ηkj
(tj) = (−1)kjζA

(
tj ∅ · · · ∅
1 q − 1 · · · (q − 1)qkj−1

)
Note that 1 + (q − 1) + · · ·+ (q − 1)qkj−1 = qkj . Thus from Theorem 1.7, we have

ηk = (−1)
∑

j∈Σ kj
∏
j∈Σ

ζA

(
tj ∅ · · · ∅
1 q − 1 · · · (q − 1)qkj−1

)
∈ ZΣ,

∑
j∈Σ qkj (K).

Moreover, one deduces from Lemma 3.5 that

ηk(θ
qi) =

{
1 if i = k,

0 otherwise.

This shows that ηk is an element in Ztriv
Σ,

∑
j∈Σ qkj

(K). The second part of this corol-

lary was shown in [6, Theorem 6.10]. □

3.3. The structure of ker(GΣ).

In this subsection, we study the structure of GΣ for a finite subset Σ of N∗ with
|Σ| < q.

Note that ev(λA

(
{j}
1

)
) = ζA(1). Therefore, Theorem 3.2 implies that

(3.1) GΣ(f) =
∑
j

ζA(1)
∑

r∈Σ qjr f(θ
qj )

Dj
.

Now we will describe ker(GΣ). In order to do this, let M be the Z∅(K)-submodule

of Z∅(K)[Ti]i∈Σ generated by {
∏

i∈Σ T qji−1
i |0 ̸= j = (ji)i∈Σ ∈ N|Σ|}. We consider

the morphism Φ : M → Ztriv
Σ (K) of Z∅(K)-modules given by

Φ(
∏
i∈Σ

T qji−1
i ) = −ζA(1)

∑
i∈Σ(qji−1)η0 +Djηj

for all 0 ̸= j = (ji)i∈Σ.

Theorem 3.7. The map Φ is an injection whose image is ker(GΣ).

Proof. Let a =
∑

0̸=j=(ji)i∈Σ
aj
∏

i∈Σ T qji−1
i ∈ M with aj = 0 for all but finitely

many j. Suppose that aj ̸= 0 for some j. Lemma 3.5 and the definition of Φ imply

that Φ(a)(θq
j

) = Djaj ̸= 0. Therefore Φ is injective.

It remains to show that Im(Φ) = ker(GΣ). First of all, we will show that Im(Φ) ⊂
ker(GΣ). In other words, we need to prove that GΣ(Φ(a)) = 0 for all a ∈ M. Let

a =
∑

0̸=j=(ji)i∈Σ
aj
∏

i∈Σ T qji−1
i ∈ M, where aj = 0 for all but finitely many j.

Because of Equality (3.1), Lemma 3.5, and the definition of Φ, one has

GΣ(Φ(a)) =
∑
j

ζA(1)
∑

r∈Σ qjr Φ(a)(θ
qj )

Dj

= ζA(1)
|Σ|Φ(a)(θ

q0)

D0
+
∑
0̸=j

ζA(1)
∑

r∈Σ qjr Φ(a)(θ
qj )

Dj
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= −ζA(1)
|Σ|

∑
0 ̸=j=(ji)i∈Σ

ajζA(1)
∑

i∈Σ(qji−1) +
∑
0̸=j

ζA(1)
∑

r∈Σ qjr Φ(a)(θ
qj )

Dj

= −
∑

0̸=j=(ji)i∈Σ

ajζA(1)
∑

i∈Σ qji +
∑
0̸=j

ζA(1)
∑

r∈Σ qjr Φ(a)(θ
qj )

Dj

= −
∑

0̸=j=(ji)i∈Σ

ajζA(1)
∑

i∈Σ qji +
∑
0̸=j

ζA(1)
∑

r∈Σ qjr aj

= 0.

Thus Im(Φ) ⊂ ker(GΣ). Inversely, if f ∈ ker(GΣ) then f(θq
j

) = 0 for all but finitely
many j, thus the element

a =
∑
j ̸=0

f(θq
j

)

Dj

∏
i∈Σ

T qji−1
i

belongs to M. We will prove that f = Φ(a). Indeed, as in the proof of [6, Theorem
6.10], it suffices to show that

f(θq
j

) = Φ(a)(θq
j

)

for all j. Since the definition of Φ and Lemma 3.5, this fact is trivial if j ̸= 0. If
j = 0, we use the definition of Φ and Lemma 3.5 again to have that

Φ(a)(θq
0

) = −
∑
j ̸=0

ζA(1)
∑

i∈Σ(qji−1) f(θ
qj )

Dj

= −ζA(1)
−|Σ|

∑
j ̸=0

ζA(1)
∑

i∈Σ qji f(θ
qj )

Dj
.

On the other hand, since GΣ(f) = 0 and Equality (3.1), one has

−ζA(1)
−|Σ|

∑
j ̸=0

ζA(1)
∑

i∈Σ qji f(θ
qj )

Dj
= f(θq

0

).

Thus f(θq
0

) = Φ(a)(θq
0

) and Im(Φ) ⊃ ker(GΣ). Therefore we can conclude that
Im(Φ) = ker(GΣ). □

Proof of Theorem 0.2. This follows immediately from Theorem 3.7 and the defini-
tion of the map Φ : M → Ztriv

Σ (K). □

Proof of Corollary 0.3. The claim is trivial by Theorem 3.7 and the fact that M ̸=
0. □

Proof of Theorem 0.4. Because of Corollary 3.6 and Theorem 0.2, Im(GΣ) is the
ideal of Z∅(K) generated by GΣ(η0). Since Equality (3.1) and Lemma 3.5, one has

GΣ(η0) = ζA(1)
|Σ|.

This finishes our proof. □
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Example 3.8. Suppose that q > |Σ| > 1, let j ̸= j′ ∈ N|Σ| such that j is a
permutation of j′. We set

a =
1

Dj

∏
i∈Σ

T qji−1
i − 1

Dj′

∏
i∈Σ

T qj
′
i−1

i ∈ M \ {0}.

Then 0 ̸= f = ηj − ηj′ = Φ(a) ∈ ker(GΣ).

Suppose that |Σ| = 1. Let a = T1 ∈ M\{0} then 0 ̸= f = −ζA(1)
q−1η0+D1η1 =

Φ(a) ∈ ker(GΣ).
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