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Abstract—In this paper, we consider rate balancing problem
for the Multiple-Input Multiple-Output (MIMO) Interfering
Broadcast Channel (IBC), i.e. the multiuser multicell downlink
(DL). We address the MIMO DL beamformer design and
power allocation for maximizing the minimum weighted user
rate with sum-power constraint with the weighting reflecting
user priorities. The proposed solution is based on reformulating
the max-min user rate optimization problem into a weighted
Mean Squared Error (MSE) balancing problem. Employing MSE
duality between DL channel and its equivalent Uplink (UL)
channel, we propose an iterative algorithm to jointly design the
transceiver filters and the power allocation. Simulation results
verify the computational efficiency of the proposed algorithm and
provide appreciable performance improvements as compared to
optimizing the conventional unweighted per user MSE.

Index Terms—rate balancing, max-min fairness, MSE duality,
tranceiver optimization, multiuser multicell MIMO systems

I. INTRODUCTION

We consider a wireless network in which a set of base
stations serve their users and all nodes are equipped with
multiple antennas. The goal is to maximize the minimum rate
among all users in the system subject to a total sum power
constraint, to achieve network-wide fairness [1].

Actually, several works in the literature have studied the
max-min/min-max fairness problems w.r.t. given utility func-
tions. For instance, the max-min signal-to-interference-plus-
noise ratio (SINR) problem is of particular interest because it is
directly related to common performance measures like system
capacity and bit error rates [2]. Maximizing the minimum
user SINR in the uplink can be done straightforwardly since
the beamformers can be optimized individually and SINRs
are only coupled by the users’ transmit powers. In contrast,
downlink optimization is generally a nontrivial task because
the user SINRs depend on all optimization variables and have
to be optimized jointly. Downlink transmitter optimization
for single antenna receivers with a constraint on the total
transmit power is comprehensively studied in [3] and [4]
where algorithmic solutions for maximizing the minimal user
SINR are proposed. This SINR balancing technique has been
extended to underlay cognitive radio networks with transmit
power and interference constraints in [5], [6].

Another utility of interest for fairness optimization problems
is the mean squared error (MSE). In fact, the min-max MSE
optimization is based on the stream-wise MSE duality where
it has been shown that the same MSE values are achievable in
the downlink and the uplink with the same transmit power
constraint. This MSE duality has been exploited to solve

various minimum MSE (MMSE) based optimization problems
[7], [8]. In [9], three levels of MSE dualities have been
established between MIMO BC and MIMO MAC with the
same transmit power constraint and these dualities have been
exploited to reduce the computational complexity of the sum-
MSE and weighted sum-MSE minimization problems (with
fixed weights) in a MIMO Broadcast Channel (BC).

In this work, we focus on user rate balancing in a way
to maximize the minimum per user (weighted) rate in the
network. This balancing problem is studied in [10] without
providing an explicit precoder design. As in [11], we provide
here a solution via the relation between user rate (summed
over its streams) and a weighted sum MSE. But also another
ingredient is required: the exploitation of scale factor that
can be freely chosen in the weights for the weighted rate
balancing. User-wise rate balancing outperforms user-wise
MSE balancing or streamwise rate (or MSE/SINR) balancing
when the streams of any MIMO user are quite unbalanced.
In [11] the problem is handled for BC (single cell) and is
transformed into weighted MSE balancing using non-diagonal
weight matrices. Here we consider a multicell case and solve
the user rate balancing problem using diagonal weight matrices
by diagonalizing the user signal error covariance matrices,
which allows to link the per stream and per user power
allocation problems.

II. SYSTEM MODEL

We have C cells. Each cell c has one base station (BS) of
Mc transmit antennas serving Kc users of each Nkc antennas,
(kc = 1, ...,Kc is the users’ index with kc ∈ K). The set of all
users is defined as K = {kc|1 ≤ kc ≤ Kc, 1 ≤ c ≤ C}. The
channel between the kcth user in cell c and the BS in cell j
is denoted by HH

j,kc ∈ CMj×Nkc , and HH
j,c = [HH

j,1, ...,H
H
j,Kc

]

is the overall channel matrix between transmitter in cell j and
cell c. We consider zero-mean white Gaussian noise nkc ∈
CNkc×1 with distribution CN (0, σ2

nI) at the kcth user.
We assume independent unity-power transmit symbols sc =

[sT1 . . . s
T
Kc

]T, i.e., E
[
scs

H
c

]
= I, where skc ∈ Cdkc×1 is the data

vector to be transmitted to the kcth user, with dkc being the
number of streams allowed by user kc. The latter is transmitted
using the transmit filtering matrix Gc = GcP

1/2
c ∈ CMc×Nc ,

composed of the beamforming matrix Gc = [G1 . . .GKc ] =

[g1 . . . gNc ] with normalized columns ‖gi‖2 = 1 and the
diagonal non-negative downlink power allocation P

1/2
c =

blkdiag{P 1/2
1 , . . . ,P

1/2
Kc
} where diag(Pkc) ∈ Rdkc×1

+ contains



Fig. 1: Downlink channel in cell c.

the transmission powers and Nc =
∑Kc
kc=1 dkc is the total

number of streams in cell c. Let Gkc = GkcP
1/2
kc
∈ CMc×dkc

and P = blkdiag{P1 . . .PC}; the total transmit power is
limitted, i.e., tr

(
P ) ≤ Pmax.

Similarly, the receive filtering matrix for each user kc is
defined as FH

kc = P
−1/2
kc

βkcF
H
kc ∈ Cdkc×Nkc , composed of

beamforming matrix FH
kc ∈ Cdkc×Nkc and the diagonal matri-

ces βkc contain scaling factors which ensure that the columns
of FH

kc have unit norm. We define βc = blkdiag{β1, . . . ,βKc} =

diag{[β1 . . . βNc ]}, Fc = blkdiag{F1, . . . ,FKc} and F =

blkdiag{F1, . . . ,FC} = [f1 . . .fNs ] with normalized per-stream
receivers, i.e., ‖fi‖2 = 1, (Ns =

∑C
c=1Nc being the total

number of streams in the network), see Figure 1.
The MSE per stream is defined as εDL

ic
between the decision

variable ŝic and the transmit data symbol sic in cell c as
follows

εDL
ic = E

{
|ŝic − sic |

2
}

= β2
ic/picf

H
ic

( C∑
j=1

Hj,c

( Nj∑
nj=1

pnjgnjg
H
nj

)
HH
j,c

)
fic

− 2βicRe
{
fH
icHc,cgic

}
+ σ2

nβ
2
ic/pic + 1, ∀ic, (1)

where the index ic refers to the ith stream in cell c with
fic = [Fc]:,i.

III. PROBLEM FORMULATION

In this work, we aim to solve the weighted user-rate
max-min optimization problem under a total transmit power
constraint, i.e., the user rate balancing problem expressed as
follows

max
{Gc,Pc,Fc,βc}

min
kc

rkc/r
◦
kc

s.t. tr
(
P ) ≤ Pmax (2)

where rkc is the kcth user-rate

rkc = log det
(
I +Hc,kcGkcG

H
kcH

H
c,kc

(
σ2
nI+∑

lj∈{K|kc}

Hj,kcGljG
H
ljH

H
j,kc

)−1
)

(3)

and r◦kc is the rate scaling factor for user kc. However, the
problem presented in (2) is complex and can not be solved
directly.

Lemma 1. The rate of user kc in (3) can also be represented
as [12]

rkc = max
Wkc ,Fkc

[
ln det

(
Wkc

)
− tr

(
WkcE

DL
kc

)
+ dkc

]
. (4)

where EDL
kc = E

[
(ŝkc − skc)(ŝkc − skc)H

]
= (I −FH

kcHc,kcGkc)(I −FH
kcHc,kcGkc)H

+
∑

lj∈{K|kc}

FH
kcHj,kcGljG

H
ljH

H
j,kcFkc + σ2

nFH
kcFkc (5)

is the kcth-user downlink MSE matrix between the deci-
sion variable ŝkc and the transmit signal skc , and W =

Fig. 2: Dual uplink channel in cell c.

{Wkc}kc∈K are auxiliary weight matrix variables with op-
timal solution W opt

kc
=
[
EDL
kc

]−1 and

Fkc =
(
σ2
nI +

∑
lj∈{K}

Hj,kcGljG
H
ljH

H
j,kc

)−1
Hc,kcGkc .

Now consider both (2) and (4), and let us introduce
ξkc = ln det

(
Wkc

)
+ dkc − rMkc , the WMSE requirement, with

target rate rMkc . Assume that we shall be able to concoct
an optimization algorithm that ensures that at all times and
for all users the matrix-weighted MSE (WMSE) satisfies
εDL
w,kc = tr

(
WkcE

DL
kc

)
≤ dkc and ln det

(
Wkc

)
≥ rMkc or hence

ξkc ≥ dkc . This leads ∀kc to
εDL
w,kc

ξkc
≤ 1

⇐⇒ ln det
(
Wkc

)
+ dkc − tr

(
WkcE

DL
kc

)
≥ rMkc (6)

(a)
=⇒ rkc/r

M
kc ≥ 1

where (a) follows from (4). To get to (6), what we can
exploit in (2) is a scale factor t that can be chosen freely
in the rate weights r◦kc in (2). We shall take t = mink rkc/r

◦
kc ,

which allows to transform the rate weights r◦kc into target rates
rMkc = tr◦kc , and at the same time allows to interpret the WMSE
weights ξkc as target WMSE values.

Doing so, the initial rate balancing optimization problem
(2) can be transformed into a matrix-weighted MSE balancing
problem expressed as follows

min
{Gc,Pc,Fc,βc}

max
kc

εDL
w,kc/ξkc

s.t. tr
(
P
)
≤ Pmax, (7)

which needs to be complemented with an outer loop in which
Wkc =

(
EDL
kc

)−1, t = minkc rkc/r
◦
kc , rMkc = tr◦kc and ξkc =

dkc + rkc − rMkc get updated.
The problem in (7) is still difficult to be handled directly.

In the next sections, we solve the problem via uplink and
downlink MSE duality. To this aim, we model an equivalent
uplink-downlink channel plus transceivers pair by separating
the filters into two parts: a matrix with unity-norm columns
and a scaling matrix [13]. Then, the uplink and downlink
are proved to share the same MSE by swiching the role of
the normalized filters in the uplink and downlink. Doing so,
an algorithmic solution can be derived for the optimization
problem (7).

IV. DUAL UPLINK CHANNEL

In the equivalent uplink model, we switch between the role
of the normalized transmit and receive filters. In fact, FkcQ

1/2
kc

is the kcth transmit filter and Q
−1/2
c βcG

H
c is a multiuser

receive filter in cell c, where Qc = blkdiag
{
Q1, ...,QKc

}
with

diag(Qkc) ∈ Rdkc×1

+ being the uplink power allocation in cell
c, and Q = blkdiag

{
Q1, ...,QC

}
collect the uplink power

allocation of the network, see Figure 2.
Although the quantities Hj,c,Gc,Fc and βc are the same, the

uplink power allocation q = [q1 . . . qNs ]T = diag(Q) may differ



from the downlink allocation p = [p1 . . . pNs ]T = diag(P ), both
verifying the same sum power constraint ‖p‖1 = ‖q‖1 ≤ Pmax.

The corresponding uplink per stream MSE εUP
ic

in cell c is
given by

εUL
ic = β2

ic/qicg
H
ic

( C∑
j=1

HH
j,c

( Nj∑
nj=1

qnjfnjf
H
nj

)
Hj,c

)
gic

− 2βicRe
{
gHicH

H
c,cfic

}
+ σ2

nβ
2
ic/qic + 1, ∀ic ∈ {1, ..., Nc}. (8)

V. MSE DUALITY

With the equivalent downlink channel and its dual
uplink, it has been shown that the same per stream
MSE values are achieved in both links, i.e., εUP/DL =

diag
{

[ε
UP/DL
1 . . . ε

UP/DL
Ns

]
}

= diag
{

[ε1 . . . εNs ]
}

= ε.
The uplink and downlink power allocation, obtained by

solving the MSE expressions as in (8) for UL w.r.t. the powers,
are given by

q = σ2
n(ε−D − β2Ψ)−1β21Ns (9)

and p = σ2
n(ε−D − β2ΨT )−1β21Ns (10)

respectively, where D = blkdiag(D1, . . . ,DC) with the
diagonal matrices {Dc}1≤c≤C defined as

[Dc]ii = β2
icg

H
icH

H
c,cficf

H
icHc,cgic − 2βicRe{gHicH

H
c,cfic}+ 1

and

[Ψ]ij =

{
|gHi HH

n fj |2, i 6= j

0, i = j.

where HH
n = [HH

n,1, . . . , H
H
n,C ], n is the cell in where the per-

stream gi performs and i =
∑n−1
c=1 Nc + l, such that the ith

stream of the network is the lth stream of cell n.
In fact, the MSE duality allows to optimize the transceiver

design by switching between the virtual uplink and actual
downlink channels. The optimal receive filtering matrices in
both uplink and downlink are MMSE filters and are given by

GkcβkcQ
−1/2
kc

=
( C∑
j=1

HH
c,jFjQjF

H
j Hc,j+σ

2
nI
)−1
HH
c,kcFkcQ

1/2
kc
,

(11)

FkcβkcP
−1/2
kc

=
( C∑
j=1

Hj,kcGjPjG
H
j H

H
j,kc +σ2

nI
)−1
Hc,kcGkcP

1/2
kc
.

(12)

VI. THE MATRIX WEIGHTED USER-MSE OPTIMIZATION

In this section, the problem (7) with respect to the matrix
weighted user-MSE is studied. First, we start by the uplink
power allocation strategies. Then, the joint optimization will
follow given the MSE duality.

In fact, the MSE duality opens up a way to obtain optimal
downlink MMSE designs in (11) and (12), i.e., the downlink
matrix weighted user-MSE optimization problems can be
solved by optimizing the weighted MSE values of the dual
uplink system. For given Fc,Gc and βc, the latter can be
formulated as

min
{Gc,Fc,Wc}

max
kc

εUL
w,kc/ξkc

s.t. tr
(
Q
)
≤ Pmax (13)

where εUL
w,kc = tr

(
WkcE

UL
kc

)
and and

EUL
kc = (I −Q−1/2

kc
βkcG

H
kcH

H
c,kcFkcQ

1/2
kc

)

× (I −Q−1/2
kc

βkcG
H
kcH

H
c,kcFkcQ

1/2
kc

)H∑
lj 6=kc

Q
−1/2
kc

βkcG
H
kcH

H
c,ljFljQljF

H
ljHc,ljGkcβkcQ

−1/2
kc

+

+ σ2
nQ
−1/2
kc

βkcG
H
kcGkcβkcQ

−1/2
kc

. (14)

Now, define a modified transmit uplink filter as

F̆kcQ̆
1/2
kc

= FkcQ
1/2
kc
Vkc , Ĕ

UL

kc = Σkc , (15)

where Vkc is given by the eigenvalue decomposition
EUL
kc = VkcΣkcV

H
kc . This operation allows us to diagonalize

{EUL
kc ,Wkc} and does not change the user rates [14], but

changes the identity of the streams (layers) of a user and the
power distribution over them.

The matrix weighted per user MSE can be expressed as
follows, with lkc =

∑kc−1
i=1 dic + 1 (Nj and dic being

respectively the number of streams of cell j and user ic)

εUL
w,kc = tr

(
WkcE

UL
kc

)
=

lkc+dkc∑
i=lkc

wicε
UL
ic ,∀kc. (16)

Collecting all layer MSEs in a vector, we get with Q =
diag{q}

εUL = Q−1
[
(D + β2Ψ)q + σ2

nβ
21Ns

]
. (17)

Note that Q−1Dq = D1Ns . Now introduce the user pow-
ers q̃ = [q̃1 . . . q̃|K|], which relate to the stream powers as
Qkc = Q̄kc q̃kc with tr{Q̄kc} = 1, Q̄ = blkdiag(Q̄1, . . . , Q̄C)
and Q̄c = blkdiag(Q̄1, . . . , Q̄Kc). Also consider the case of
diagonal weighting matrices Wkc and the overall diagonal
W = blkdiag(W1, . . . ,W|K|). Consider now the weighted user
MSE εUL

w,kc = tr{WkcE
UL
kc } where the diagonal of EUL =

blkdiag(EUL
1 , . . . ,EUL

|K|) is the set of stream MSEs εUL, and
let εUL

w = diag(εUL
w,1, . . . , ε

UL
w,|K|) be the set of user WMSEs.

We shall also need the per user stream distribution matrix
1 = blkdiag(1d1 , . . . ,1d|K|). Then we get from (17)

εUL
w 1|K| = 1

HWεUL = 1
HWQ−1

[
(D + β2Ψ)q + σ2

nβ
21Ns

]
.

(18)

Note that Q1Ns = q = Q̄1q̃ and 1Ns = 11|K|. By multiplying
both sides of (18) with diag{q̃}, we get

εUL
w q̃ = Aq̃ + σ2

nC 1|K| with (19)

A = 1
HW (D + β2Q̄−1ΨQ̄)1 and C = 1

HWβ2Q̄−1
1.

Let ξ = diag(ξ1, . . . , ξ|K|), then

ξ−1εUL
w q̃ = ξ−1Aq̃ + σ2

n ξ
−1C 1K . (20)

Actually, problem (7) always has a global minimizer q̃opt

characterized by the equality ξ−1εUL
w (qopt) = ∆ULI, i.e.,

∆ULq̃opt = ξ−1Aq̃opt + σ2
nξ
−1C1|K|. (21)

On the other hand we have the power constraint 1H|K|q
opt =

Pmax, which allows us to write (21) as follows

∆UL q̃opt =
[
ξ−1A+

σ2
n

Pmax
ξ−1C 1|K|1

H
|K|
]
q̃opt (22)

Having Λ = ξ−1A+
σ2
n

Pmax
ξ−1C 1|K|1

H
|K|, the optimal power

allocation q̃opt is the principal eigenvector of the matrix Λ,
i.e., the optimal power allocation can be found by solving

Λq̃ = λmaxq̃. (23)



TABLE I: Pseudo code of the proposed algorithm

1. initialize: FH(0,0)
kc

= (Idkc
: 0), Q̄(0,0) = Pmax

Ns
I , m = n =

0 and nmax,mmax and fix r◦(0)kc

2. compute UL receive filter G(0,0)
c and β(0,0)

c with (11)
3. find optimal user power allocation q̃(0,0) by solving (23) and

compute Q(0,0)
kc

= q̃
(0,0)
kc

Q̄
(0,0)
kc

4. update F (tmp,tmp)
kc

, Q(tmp,tmp)
kc

with (15) and Q̄(tmp,tmp)
kc

=

Q
(tmp,tmp)
kc

/tr
(
Q

(tmp,tmp)
kc

)
5. compute W (0)

kc
= (E

UL(0)
kc

)−1 and initialize ξ(0)kc
= dkc

6. repeat

6.1. m← m + 1
6.2. repeat

n← n + 1
uplink channel:

• update G(n,m−1)
c and β(tmp,tmp) with (11)

• compute the MSE values εUL,(n) with (8)
downlink channel:

• compute P (n,m−1) with (10)
• update F (n,m−1)

c and β(n,m−1)
c with (12)

• compute the MSE values εDL(n) with (1)
uplink channel:

• compute Q(n,m−1) with (9) and Q̄
(n,m−1)
kc

=

Q
(n,m−1)
kc

/tr
(
Q

(n,m−1)
kc

)
• find optimal user power allocation q̃(n,m) by solving (23)

and compute Q(n,m−1)
kc

= q̃
(n,m)
kc

Q̄
(n,m−1)
kc

6.3 until required accuracy is reached or n ≥ nmax

6.4 update E
UL(m)
kc

,F
(0,m)
kc

,Q
(0,m)
kc

with (15), Q̄(0,m)
kc

=

Q
(0,m)
kc

/tr
(
Q

(0,m)
kc

)
, W (m)

kc
= (E

UL(m)
kc

)−1 and do

t = minkc
r
(m)
kc

r
◦(m−1)
kc

, r◦(m)
kc

= t r
◦(m−1)
kc

, and ξ(m)
kc

=

dkc + r
(m)
kc
− r◦(m)

kc
6.5 do n ← 0 and set (.)(nmax,m−1) → (.)(0,m) in order to

re-enter the inner loop

7. until required accuracy is reached or m ≥ mmax

VII. ALGORITHMIC SOLUTION AND SIMULATIONS

A. Algorithm
The proposed optimization framework is summarized here-

after in Table I. Superscripts (.)(n) and (.)(tmp) denote the nth
iteration and a temporary value, respectively. The algorithm is
based on a double loop. The inner loop solves the WMSE
balancing problem in (7) whereas the outer loop iteratively
transforms the WMSE balancing problem into the original rate
balancing problem in (2).

B. Proof of Convergence
In case the rate weights r◦k would not satisfy rk ≥ r◦k, this

issue will be rectified by the scale factor t after one iteration

(of the outer loop). It can be shown that t = minkc
r
(m)
kc

r
◦(m−1)
kc

≥
1. By contradiction, if this was not the case, it can be shown

to lead to
tr
(
W

(m−1)
kc

E
(m)
kc

)
ξ
(m−1)
kc

> 1, ∀kc and hence ∆(m) > 1.

But we have

∆(m) =
tr
(
W

(m−1)
kc

E
(m)
kc

)
ξ
(m−1)
kc

, ∀kc,= maxkc
tr
(
W

(m−1)
kc

E
(m)
kc

)
ξ
(m−1)
kc

(a)
<maxkc

tr
(
W

(m−1)
kc

E
(m−1)
kc

)
ξ
(m−1)
kc

= maxkc
dkc

ξ
(m−1)
kc

(b)
< 1 .

(24)

Let E = {Ek, k = 1, ..., |K|} and f (m)(E) =

maxkc
tr
(
W

(m−1)
kc

Ekc

)
ξ
(m−1)
kc

. Then (a) is due to the fact that the

algorithm in fact performs alternating minimization of f (m)(E)

w.r.t. {Gc, Fc}, q̃ and hence will lead to f (m)(E(m)) <

f (m)(E(m−1)). On the other hand, (b) is due to ξ
(m−1)
kc

=

dkc + r
(m−1)
kc

− r
◦(m−1)
kc

> dkc , for m ≥ 3. Hence, t ≥ 1.
Of course, during the convergence t > 1. The increasing
rate targets {r◦(m)

kc
} constantly catch up with the increasing

rates {r(m)
kc
}. Now, the rates are upper bounded by the single

user MIMO rates (using all power), and hence the rates will
converge and the sequence t will converge to 1. That means
that for at least one user kc, r(∞)

kc
= r

◦(∞)
kc

. The question is
whether this will be the case for all users, as is required for
rate balancing. Now, the WMSE balancing leads at every outer

iteration m to
tr
(
W

(m−1)
kc

E
DL(m)
kc

)
ξ
(m−1)
kc

= ∆(m), ∀kc. At convergence,

this becomes dkc

ξ
(∞)
kc

= ∆(∞) where ξ
(∞)
kc

= dkc + r
(∞)
kc
− r◦(∞)

kc
.

Hence, if we have convergence because for one user kc∞ we
arrive at r(∞)

kc∞
= r

◦(∞)
kc∞

, then this implies ∆(∞) = 1 which
implies r(∞)

kc
= r
◦(∞)
kc

, ∀kc. Hence, the rates will be maximized
and balanced.

Remark 1. In fact, the algorithm also converges with nmax =
1, i.e., with only a single loop.

C. Simulation results
In this section, we numerically evaluate the performance of

the proposed algorithm. The simulations are obtained under a
channel modeled as follows : HH

j,kc
= Bj,kcUkcAkc where

Bj,kc ,Akc are of dimensions (Mj × Nkc) and (Nkc × Nkc)
respectively, and have i.i.d. elements distributed as CN (0, 1);
Ukc = µUkc , with the normalization parameter µ =

(trace
(
Ukc)

)−1/2
and Ukc = diag

{
1, α, α2, . . . , αNkc−1

}
(α ∈ R being a scalar parameter). This model allows to control
the rank profile of the MIMO channels. For all simulations, we
fix α = 0.3 and take 1000 channel realisations and nmax = 20.
The algorithm converges after 4-5 (or 13-15) iterations of m
at SNR = 15dB (or 30dB).

Figure 3 plots the minimum achieved per user rate using i)
our max-min user rate approach with equal priorities and ii) the
user MSE balancing approach [13] with respect to the Signal to
Noise Ratio (SNR). We observe that our approch outperforms
significantly the unweighted MSE balancing optimization, and
the gap gets larger w.r.t. number of streams.

We observe, in Figure 4, the same behavior with the
classical i.i.d. Gaussian channel, but with a smaller gap. Also,
we can see that the balanced rate obtained using diagonal
{Wkc} outperforms the balanced rate derived with non-
diagonal weight matrices [11].

In Figure 5, we illustrate how rate is distributed among users
according to their priorities represented by the rate targets r◦kc .
We can see that, using the min-max weighted MSE approach,
the rate is equally distributed between the users with equal
user priorities, i.e., r◦kc = r◦1 ∀kc, whereas with different user
priorities, the rate differs from one user to another accordingly.



Fig. 3: Minimum rate in the system VS SNR: C = 2,Kc = 3.

Fig. 4: Minimum rate in the system VS SNR: C = 1,Kc = 3,Mc =
6, Nkc = dkc = 2.

VIII. CONCLUSIONS

In this work, we addressed the multiple streams per user
case (MIMO links) for which we considered user rate balanc-
ing, not stream rate balancing, in multicell downlink channel.
Actually, we optimized the rate distribution over the streams
of a user, within the rate balancing of the users. In this
regard, we proposed an iterative algorithm to balance the rate
between the users in a MIMO system. The latter was derived
by transforming the max-min rate optimization problem into a
min-max weighted MSE optimization problem to enable MSE
duality. We also provided comparison between our weighted
MSE balancing approach and the min-max unweighted MSE
optimization. Simulation results showed that our solution
maximizes the minimum rate.
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