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Abstract

The change of molecular dipole moment induced by photon absorption is key to interpret the

measured optical spectra. Except for compact molecules, time-dependent density functional theory (TD-

DFT) remains the only theory allowing to quickly predict µES, albeit with a strong dependency on the

selected exchange-correlation functional. This Letter presents the first assessment of the performances

of the many-body Green’s function Bethe-Salpeter equation (BSE) formalism for the evaluation of the

µES. We explore increasingly long push-pull oligomers as they present an excited-state nature evolving

with system size. This work shows that BSE’s µES do present the same evolution with oligomeric length

as their CC2 and CCSD counterparts, with a dependency on the starting exchange-correlation functional

that is strongly decreased as compared to TD-DFT. This Letter demonstrates that BSE is a valuable

alternative to TD-DFT for properties related to the excited-state density, and not only for transition

energies and oscillator strengths.
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The permanent dipole moment (µ) stands as one of the most important molecular feature, as it is

directly related to key properties of matter, e.g., the strength of intermolecular interactions with other

derivatives, the solubility of the compound, the molecular orientation in a laser field, etc. Obtaining

non-null µ requires an asymmetric distribution of the electric charges constituting the system, hence a

non-centrosymmetric molecular structure, which can be guaranteed by an appropriate chemical substitution.

If a molecule is promoted from its ground electronic state (GS) to one of its excited states (ES), e.g., by

photon absorption, it can undergo drastic variations of its dipole moment. When the ES dipole (µES) is

significantly larger than its GS counterpart (µGS), that is when the excess dipole (∆µ, see Eq. 1) is positive, the

absorption spectrum is characterized by positive solvatochromism and the emission becomes often quenched

in very polar solvents. Accurately quantifying ∆µ and µES unfortunately remains challenging for both

experiment and theory. Experimentally, µES are indirectly accessed either through Stark effect measurements

or solvatofluorochromism determinations. In the former, one measures the variations of the position and

topologies of the vibronic signatures under an external electric field, and such approach can be applied to

very small compounds in gas phase only, and remains far from error-free.1–3 In the solvatofluorochromic

approach, one studies the changes of the position of the fluorescencemaximum in solvent of various polarities

and deduce µES using the Lippert-Mataga equation, an approach that comes with significant simplifications

and a rather large incertitude.1 This is why most µES are theoretically determined. However, the first-

principle calculations of µES requires either performing numerical derivatives (finite-field approach) or

applying a level of theory delivering the ES density. Both strategies are demanding, limiting the palette of

approaches actually applicable in realistic cases. Amongst the single-reference approaches developed for ES

calculations, time-dependent density functional theory (TD-DFT)4–6 remains the main workhorse and this

general statement holds for µES. Whilst the ES TD-DFT densities can be efficiently obtained through the

so-called Z-vector approach,7,8 the µES can be quite inaccurate and/or strongly dependent upon the selected

exchange-correlation functional (XCF),3,8–15 with XCF trends often harder to rationalize than for energies.

In this context, we note that µGS has been used by the Head-Gordon’s group as a handy metric for probing

the quality of the DFT GS densities provided by various XCF,16,17 and such a strategy is obviously relevant

for the ES (TD-DFT) as well. As TD-DFT µES are not always reliable, it seems natural to turn towards wave

function approaches, and the second-order coupled cluster (CC2)18 and algebraic diagrammatic construction

[ADC(2)] methods19,20 directly come tomind, as they are likely the only twowave functionmethods allowing

calculations on medium-sized molecules. If these approaches are by construction free of XCF-bias, they
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scale less favorably with system size than TD-DFT and, as can be deduced from previous benchmarks, are

far from chemically accurate.3,21–23 In addition several models have been developed for calculating µES at a

given ADC or CC level. First, one can apply a rigorous Lagrangian formalism in the so-called linear-response

(LR) approach, that can be applied to both CC2 and ADC(2).18,24–29 Yet one should still select between the

orbital-unrelaxed and orbital-relaxed approaches, the former bypassing the determination of the impact of

the electric field on the orbital response.30,31 Alternatively to LR, one can use the so-called intermediate

state representation (ISR)20,32,33 for ADC approaches or the equation-of-motion (EOM) method34,35 for CC

theories. In EOM, in contrast to LR, one freezes the ground-state CC amplitudes during the calculation.35,36

Discussion of the actual impact of these changes can be found elsewhere.3,22 We recall that while the LR and

EOM (or ISR) properties such as dipoles differ, these approaches yield the same transition energies (∆E).

The many-body Green’s function Bethe-Salpeter equation (BSE) formalism,37–46 relying on input

GW 47–51 quasiparticle energies, offers an alternative to the above mentioned approaches. Interestingly,

it presents the same scaling with system size as TD-DFT but accurately captures electron-hole interactions,

which is advantageous for evaluating ES, especially when significant charge-transfer (CT) is at play,52–56

that is when there is a significant density change between the GS and the ES. Many assessments of the

BSE/GW transition energies, performed with different flavors of this theory and with various molecular sets

have clearly demonstrated the advantages of this approach as compared to TD-DFT.57–67 Notably, when a

partially self-consistent GW approach is used, generally noted evGW ,68–70 BSE/GW transition energies are

almost independent of the starting XCF. If one could state that the pros and cons of BSE/GW for excitation

energies are now well-assessed, much less is known for properties, a logical consequence of the lack of

analytical gradients at this level of theory. We are aware of a detailed benchmark of a key transition property,

i.e., the oscillator strength ( f ),71 as well as a few studies of ES geometries performed on compact molecules

relying on numerical forces72,73 or using approximate analytic derivatives,74 or exploring a reduced dimen-

sionality potential energy surface for medium size molecules.75–77 If these studies have generally concluded

that BSE/GW yields accurate data, there is to the very best of our knowledge, no previous investigation of

µES at the BSE/GW level and the present Letter is a first answer to this gap.

To this end, we have selected α,ω-amino-nitro-polyene chains (Figure 1), that offer, as demonstrated

below, a stringent methodological test for ES theories. Let us start by investigating the evolution with N of the

properties as described by wave function approaches. The results for ∆µ are displayed in Figure 2, whereas

graphs for transition energies, oscillator strength, µGS, and µES, as well as list of numerical values can be
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H2N NO2
N

Figure 1: Left: scheme of the oligomers under investigation, with N , the number of double bonds going from 1 to 20. Right: optimal
geometry to the nonamer (N=9) that presents the largest ∆µ according to EOM-CCSD/cc-pVDZ calculations.
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Figure 2: Evolution with N of the excess dipole moment. All values are in Debye and have been determined with the cc-pVTZ atomic
basis set but the EOM-CCSD one for which cc-pVDZ is used. R and U stand for the relaxed and unrelaxed approaches.

found in the SI. Briefly, ∆E constantly decreases with increasing N for all approaches, slowly converging

for the longer chains, whereas the associated f steadily increases as chain lengthens. For these properties,

ADC(2) and CC2 values are extremely close, whereas the CCSD transition energies are larger than the CC2

ones, which is an expected trend.78

With all wave function schemes, the µGS rapidly increases in going from N=1 to ca. N=10, and then

saturates to values between 10 and 15 Debye (D) for ADC(2), CC2, and CCSD (see Figure S1 in the SI).

Globally, µES behaves as ∆µ discussed below. All curves shown in Figure 2 share the same general topology:

as the chain lengthens ∆µ first rapidly increases, then reach a maximum before slowly decreasing. The
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differences between the unrelaxed and relaxed LR-ADC(2) and LR-CC2 results are small and we discuss

only the latter in the following. One notices that the ADC(2) and CC2 values are almost equivalent for short

chains, whereas the ADC(2) values are slightly smaller for longer chains. At the CC2 level, ∆µ peaks at 23.4

D for N = 12, the maximum being reach one unit earlier (N = 11) with ADC(2). As can be seen in the SI,

the µES maxima also are similar with both theories, 33.9 D at N=12 for ADC(2) and 37.7 D at N = 13 for

CC2. The EOM-CCSD calculations are only achievable with a more compact basis set (see Figure S2 in the

SI for a comparison between double- and triple-ζ CCSD results on small chains, showing comparable trends,

with a slight exaggeration of ∆µ with cc-pVDZ), but clearly deliver a faster saturation with a maximal ∆µ of

18.4 D reached for N=9. Finally, the TD-HF approach provides a qualitatively correct evolution, but with

strongly underestimated absolute values, slightly too early maxima for both ∆µ and µES, and too sluggish

decreases for the longest chains.
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Figure 3: Evolution with N of ∆µ obtained with TD-DFT/cc-pVTZ. See caption of Fig. 2 for more details. Note the different Y scales
as compared to Fig. 2.

In Figure 3 we compare TD-DFT results obtained with three XCF to the relaxed CC2 and CCSD data

presented above (see also Figure S3 in the SI for other properties). Both TD-PBE and TD-PBE0 incorrectly
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predict ∆µ (and µES) constantly increasing with N , with very large values close to 70 D (100 D) for the

eicosamer. This exaggeration trend is also present in µGS, though there is a clear saturation at large N for the

GS property with both XCF (see Figure S3 in the SI). This unphysical behavior was already reported before

by one of us for the same system with a smaller basis set.15 TD-CAM-B3LYP that includes 65% of exact

exchange at long-range cures the problem and provides a physically-sound topology with the a ∆µ curve

quite parallel to the CC2 one. As compared to the CCSD reference, one notes that the TD-CAM-B3LYP

∆µ is peaking latter (N = 13 instead of N = 9) and at slightly lower value. This strongly XCF-dependent

behavior of TD-DFT can be qualitatively explained by investigating electron density difference (EDD) plots

displayed in Fig. 4 that indicates that: i) a CT from the amino towards the nitro group takes place for short

chains with similar plots for all approaches for N = 5; ii) in longer oligomers both TD-CAM-B3LYP and

TD-HF predict an excited state mainly localized at the center of the system; iii) for N=10 and 15, both

TD-PBE and TD-PBE0 predicts a significant CT between the capping moieties, leading to more delocalized

excited states than with TD-CAM-B3LYP . This is one illustration of the well-known TD-DFT problem for

CT states when a semi-local XCF is used.79,80 Finally, the interested reader can find comparisons between

TD-DFT, CC2, and CCSD results for the ∆E and f in the SI, and both properties are strongly underestimated

with both TD-PBE and TD-PBE0, as expected for CT systems.

Figure 4: TD/cc-pVTZ electron density difference pots for three selected chain lengths and four approaches. The blue and red lobes
correspond to decrease and increase of density upon polarization. Contour threshold: 0.001 au.

We now turn to BSE/GW results that were obtained through a finite-field difference numerical procedure,

namely calculating numerically ∆µ as the gradient of the BSE excitation energy with respect to a varying

applied electric field (see the computational details and the SI for details). It is noteworthy that BSE

calculations use the corresponding DFT values as µGS, so as to determine the µES listed in the SI. The results

are displayed in Figure 5 and show that irrespective of the selected XCF for the initial DFT calculations,

BSE/evGW provides very close estimates for ∆µ for all chain lengths, in obvious contrast to the TD-DFT

scenario. Strikingly, the maximal BSE/evGW ∆µ are almost perfectly equivalent: 12.0 D at N = 10 with
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PBE, 12.3 D at N = 10 with PBE0, and 13.1 D at N = 9 with CAM-B3LYP.While these values are ca. 5-6 D

smaller than their CCSD counterpart (18.4 D), the position is accurate (N = 9 with CCSD). The stability of

the BSE excess dipoles with respect to input KS MOs strongly suggest that for this family of systems, much

more expensive fully self-consistent GW calculations will not induce sizable corrections on the scale of the

differences observed between CC2, EOM-CCSD and the various TD-DFT data. As can be seen in the SI

(Figure S4), both BSE/evGW /PBE0 and BSE/evGW /CAM-B3LYP also provide very close estimates for both

µES at all chain lengths, but the differences are significant with BSE/evGW /PBE which delivers an almost

constant µES between N=12 and 20. As can be deduced from the ∆µ curves, this effects is however mainly

related to inaccuracies of the GS PBE dipoles. While in principle GS total energies could be calculated using

ACFDT techniques,81,82 and thus by finite difference the BSE ground-state dipole moments, one notes that

the difference between the GS dipoles are much smaller than between the ES dipoles, suggesting that trying

to calculate consistently GS and ES dipoles at the BSE level will marginally affect our results while being

clearly out of reach in terms of cost for these rather large systems. This is a stimulating perspective to improve

the efficiency of existing BSE ACFDT formalisms to explore GS dipoles. In short, one notices that, as for

transition energies, the evGW procedure is very effective at washing out the deleterious XCF-dependency

that plagues TD-DFT’s results.

The very large underestimation of the TD-HF ∆µ, and to a lesser extent that of the BSE/evGW calcula-

tions, points to a possible underscreening of the electron-hole interaction in the self-consistent BSE/evGW

calculations, reducing too strongly the average electron-hole distance. Using as an alternative the W0

potential built from the Kohn-Sham PBE0 independent electron susceptibility, a scheme that we label

BSE(W0)/evGW /PBE0, one obtains a larger ∆µ in closer agreement with the CC data. Such a result is con-

sistent with the idea that building the W0 BSE kernel from the smaller Kohn-Sham PBE0 gap, instead of the

evGW one, leads to an increased screening. However the effect is somehowmarginal and an underestimation

pertains. Going now to the non-self-consistent BSE/G0W0/PBE0, where the diagonal BSE Hamiltonian is

further built from single-shot G0W0 quasiparticle energies rather than the evGW quasiparticle energies, one

obtains significantly larger excess dipoles, preserving however the qualitatively correct plateau and decay of

∆µ, albeit for longer N . This points to the importance as well of the occupied-to-virtual energy difference

gradients in controlling the proper magnitude of the change of dipole in the excited state. Whatever Kohn-

Sham starting point and BSE/GW scheme selected, we conclude that the BSE/GW scheme provides very

reliable trends in the calculation of the ES dipoles, in contrast with TD-DFT calculations.
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Figure 5: Evolution with N of ∆µ obtained with BSE/GW and the cc-pVTZ basis set. See caption of Fig. 2 for more details.

Finally, let us compare TD-CAM-B3LYP to its BSE/evGW counterpart, which is done in Figure 6 and

Figure S5 in the SI. As can be seen, for the excess dipole, the BSE/evGW curve is parallel to the CCSD one

with an accurately located maximum, albeit with too small absolute values, as discussed above. In contrast,

the TD-CAM-B3LYP ∆µ seems to increase too slowly for short chains and saturate later, but with a maximal

value close to the CCSD one. In some sense, BSE yields trends similar to CCSD, and TD-CAM-B3LYP

closer to CC2, so both can be viewed as rather accurate.

In summary, we have investigated the evolution with chain length of the (ground and) excited state

dipole moments of increasingly long push-pull chains using a panel of theoretical approaches, including

wave function methods, time-dependent density functional theory, and Bethe-Salpeter equation formalisms,

the two latter starting with three different exchange-correlation functionals. The electron correlated wave

function schemes all show a fast increase of the excess dipole moment with chain length for the shortest

chains, a maximum close to 10 ethynyl units, followed by a rather slow decrease. This trend is chemically

sound. Indeed, as the donor amino and accepting nitro moieties become more distant, the magnitude of
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Figure 6: Evolution with N of ∆µ obtained with selected methods. See caption of Fig. 2 for more details.

the photoinduced CT from the former to the latter first rapidly increases since the selected polyene units

offer an ideal π-conjugated bridge. Nevertheless, for very long chains the electron “jump” from the amine

to the nitro group becomes beyond reach on the lowest excited state, and the corresponding electronic

transition becomes more localized on the polyene bridge, the terminal groups becoming passive elements

in the transition. This subtle balance between delocalization, CT strength, and chain length undoubtedly

constitutes a stringent benchmark for all theories, and one indeed notices non-trifling differences between

the CC2 and CCSD results, the latter providing a lower maximal ∆µ appearing for shorter oligomers as

compared to the former method. At the TD-DFT level, both PBE and PBE0 deliver totally incorrect trends,

a striking illustration of the failure of this XCF for long-range CT. TD-CAM-B3LYP allows restoring a

qualitatively-accurate behavior, but the maximal ∆µ is displaced to N = 13 instead of N = 9 with CCSD.

In sharp contrast, BSE/evGW delivers ∆µ presenting the physically-correct trends, as well as peaking at an

accurate system size. Yet, these excess dipole moments appear to be too low by ca. 30% as compared to

the best wave function approaches that can be used. On the contrary, non-self-consistent BSE/G0W0@PBE0
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slightly overshoots the excess dipole, indicating that a more systematic exploration of the different levels

of self-consistency may help better understanding the merits of the BSE excited states dipoles. It is our

hope that the present contribution, demonstrating the abilities of BSE/evGW beyond transition energies and

oscillator strengths, will stimulate further evaluations as well as extra developments, especially the derivation

of analytical BSE/GW gradients.

COMPUTATIONAL DETAILS

The GS geometry of the N = 1–15 chains have been taken from Ref. 15, while the structure of longer chains

has been consistently determined at the the M06-2X/6-31+G(d) level83 with the Gaussian16.A.03 code84

enforcing the Cs symmetry. All calculations use the same geometries, with Cartesian coordinates available

in the SI. All TD-DFT calculations have been performed with Gaussian16, using the cc-pVTZ atomic

basis set and three XCF, namely PBE,85 PBE0,86,87 and CAM-B3LYP,88 as representatives of a semi-

local GGA, a typical global hybrid, and a popular range-separated hybrid, respectively. These calculations

used Gaussian16 default procedures and algorithms, but for a tight geometry optimization threshold. Both

ADC(2) and CC2 calculations have been performed with the same cc-pVTZ basis set using the Turbomole

7.3 code89,90 and systematically applying default convergence options, but for the use of the resolution-

of-identity (RI) approach91 and the frozen-core option. These ADC(2) and CC2 calculations have been

achieved within the LR formalism and both the unrelaxed and relaxed schemes were used. The orbital

relaxed EOM-CCSD calculations have been determined with the Q-Chem 6.0.1 code,92 using both the cc-

pVDZ and cc-pVTZ atomic basis sets combined with the corresponding RI basis set. The larger basis could

be applied for the shortest chains only for obvious computational reasons. In these Q-Chem calculations,

the core electrons were frozen and the following parameters were tightened to ensure numerical accuracy: i)

the SCF convergence was set to 10−11; ii) the CC GS convergence to 10−9; iii) the integral threshold was set

to 10−14; iv) the EOM-CCSD convergence was set to 10−7; and v) the Davidson diagonalization threshold

was set to 10−5. It is noteworthy that all TD-DFT, ADC(2), CC2, and CCSD calculations rely on analytical

implementations for determining the µES. The BSE/GW calculations were performed with the beDeft

(beyondDFT) package93 implementing Coulomb-fitting RI techniques94 and an improved robust analytic

continuation approach to GW dynamical correlations. The BSE/GW dipole moments were determined using

the finite field difference method. We applied the electric field of ±0.000125 and ±0.00025 a.u. along the

three Cartesian axis (see the SI for more information and numerical tests). This was achieved for the GS
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calculation using ORCA 5.1 program95 and the obtained Kohn-Sham eigenstates were used for the following

beDeft BSE/GW calculations. The initial Kohn-Sham results have been obtained with PBE,85 PBE0,86

and CAM-B3LYP88 exchange-correlation functionals. We used several schemes at the GW level including

G0W0, the partially self-consistent evGW , and the above-described BSE(W0)/evGW . At the GW level, we

corrected 3 highest occupied and the 3 lowest unoccupied eigenvalues, except few cases as explained in the

SI. We estimated the BSE/GW dipole moments using the five-point numerical derivative as well as other

technics to approximate the first-order derivatives (see the SI for more details). In all cases, the excess dipole

moments were determined from their GS and ES counterparts using:15

∆µ =

√(
µES
x − µ

GS
x

)2
+

(
µES
y − µ

GS
y

)2
+

(
µES
z − µ

GS
z

)2
(1)

In the present case, the absolute magnitude of the ES dipole is always larger than that of the GS dipole.
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