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We study a novel multi-terminal source coding setup motivated by the biclustering problem. Two separate
encoders observe two i.i.d. sequences Xn and Y n, respectively. The goal is to find rate-limited encodings
f (xn) and g(zn) that maximize the mutual information I

�
f (Xn);g(Y n)

�
/n. We discuss connections of this

problem with hypothesis testing against independence, pattern recognition, and the information bottleneck
method. Improving previous cardinality bounds for the inner and outer bounds allows us to thoroughly
study the special case of a binary symmetric source and to quantify the gap between the inner and the
outer bound in this special case. Furthermore, we investigate a multiple description (MD) extension of the
Chief Operating Officer (CEO) problem with mutual information constraint. Surprisingly, this MD-CEO
problem permits a tight single-letter characterization of the achievable region.

Keywords: source coding; mutual information; information bottleneck; CEO problem

1. Introduction

The recent decades witnessed a rapid proliferation of digital data in a myriad of repositories such as
internet fora, blogs, web applications, news, emails and the social media bandwagon. A significant part
of this data is unstructured and it is thus hard to extract relevant information. This results in a growing
need for a fundamental understanding and efficient methods for analyzing data and discovering valuable
and relevant knowledge from it in the form of structured information.

When specifying certain hidden (unobserved) features of interest, the problem then consists of
extracting those relevant features from a measurement, while neglecting other, irrelevant features.
Formulating these idea in terms of lossy source compression [44], we can quantify the complexity of
the representations via its compression rate and the fidelity via the information provided about specific
(unobserved) features.

In this paper, we introduce and study the distributed clustering problem from a formal information-
theoretic perspective. Given correlated samples X1,X2 observed at two different encoders, the aim is
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to extract a description from each sample such that the descriptions are maximally informative about
each other. In other words, each encoder tries to find a (lossy) description Wj = f j(Xn

j ) of its observation
Xn

j subject to a complexity requirement (coding rate), maximizing the mutual information I(W1;W2).
Our goal is to characterize the optimal tradeoff between the relevance (mutual information between the
descriptions) and the complexity of those descriptions (encoding rate).

1.1 Related work

Biclustering (or co-clustering) was first explicitly considered by Hartigan [26] in 1972. A historical
overview of biclustering including additional background can be found in [33, Section 3.2.4]. In
general, given an S⇥T data matrix (ast), the goal of a biclustering algorithm [32] is to find partitions
Bk ✓ {1, . . . ,S} and Cl ✓ {1, . . . ,T}, k = 1 . . .K, l = 1 . . .L such that all the elements of the ‘biclusters’
(ast)s2Bk,t2Cl are homogeneous in a certain sense. The measure of homogeneity of the biclusters depends
on the specific application. The method received renewed attention when Cheng and Church [6] applied
it to gene expression data. Many biclustering algorithms have been developed since (e.g., see [48] and
the references therein). An introductory overview of clustering algorithms for gene expression data can
be found in the lecture notes [45]. The information bottleneck (IB) method, which can be viewed as a
uni-directional information-theoretic variant of biclustering, was successfully applied to gene expression
data as well [46].

In 2003, Dhillon et al. [10] adopted an information-theoretic approach to biclustering. They used
mutual information to characterize the quality of a biclustering. Specifically, for the special case when
the underlying matrix represents the joint probability distribution of two discrete random variables X and
Y , i.e., ast = P{X = s,Y = t}, their goal was to find clustering functions f : {1, . . . ,S}! {1, . . . ,K} and
g : {1, . . . ,T}! {1, . . . ,L} that maximize I

�
f (X);g(Y )

�
for specific K and L. This idea was successfully

employed in numerous research papers since, e.g., [20, 30, 35, 47], where mutual information is typically
estimated from samples.

In the present work, we investigate a theoretical extension of the approach in [10], where we consider
blocks of n i.i.d. sources and Sn, Kn, Tn, and Ln scale exponentially in the blocklength n. The resulting
information-theoretic biclustering problem turns out to be equivalent to hypothesis testing against
independence with multi-terminal data compression [23] and to a pattern recognition problem [52]. Both
these problems are not yet solved in general (for a survey on the hypothesis testing problem, see [24]).
The pattern recognition problem has been extensively studied on doubly symmetric binary and jointly
Gaussian sources.

A special case of the information-theoretic biclustering problem is given by the IB problem, studied in
[18], based on the IB method [49]. This problem is solved in terms of a single-letter characterization and
is known to be equivalent to source coding under logarithmic loss. A generalization to multiple terminals,
the CEO problem under logarithmic loss [8], is currently only solved under specific Markov constraints.

1.2 Contributions

The aim of the this paper is to characterize the achievable region of the information-theoretic biclustering
problem, its extensions and special cases, and connect them to known problems in network information
theory. This problem is fundamentally different from ‘classical’ distributed source coding problems like
distributed lossy compression [13, Chapter 12]. Usually, one aims at reducing redundant information, i.e.,
information that is transmitted by multiple encoders, as much as possible, while still guaranteeing correct
decoding. By contrast, in the biclustering problem we are interested in maximizing this very redundancy.
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In this sense, it is complementary to conventional distributed source coding and requires adapted proof
techniques.

More specifically, the main contributions are as follows.

• We formally prove the equivalence of the information-theoretic biclustering, the hypothesis test-
ing [23], and the pattern recognition problem [52] (Theorem 3.4) and connect it to the IB prob-
lem [18, 49] (Proposition 6.2).

• We extensively study the doubly symmetric binary source (DSBS) as a special case (Section 5).
In order to perform this analysis, we require stronger cardinality bounds than the ones usually
obtained using the convex cover method [13, Appendix C].

• We are able to improve upon the state-of-the-art cardinality bounding techniques by combining the
convex cover method with the perturbation method [13, Appendix C] and leveraging ideas similar
to [37], which allow us to restrict our attention to the extreme points of the achievable region. The
resulting bounds (Proposition 4.3) allow for the use of binary auxiliary random variables in the
case of binary sources.

• We show that [52, Conjecture 1] does not hold (Propositions 5.3 and 5.4).

• Based on a weaker conjecture (Conjecture 5.2), we argue that there is indeed a gap between the
outer and the inner bound for a DSBS. (Conjecture 5.1).

• We propose an extension of the CEO problem under an information constraint, studied in [8],
which requires multiple description (MD) coding [14] (see [21] for applications) to account for the
possibility that descriptions are not delivered. Using tools from submodularity theory and convex
analysis, we are able to provide a complete single-letter characterization of the resulting achievable
region (Theorem 7.3), which has the remarkable feature that it allows to exploit rate that is in
general insufficient for successful typicality decoding.

1.3 Notation and conventions

For a total order < on a set E (cf. [41, Definition 1.5]) and e 2 E we will use the notation =e := {e0 2 E :
e0 = e} and accordingly for w, < and v. For example, given the total order < on {1,2,3} with 3 < 1 < 2,
we have =3 = {1,2}, =1 = {2} and =2 =?.

We will use the shorthand [l :k] := {l, l + 1, . . . ,k� 1,k}. The notation 1A, A, conv(A), and |A|
is used for the indicator, topological closure, convex hull, and cardinality of a set A, respectively.
When there is no possibility of confusion we identify singleton set with its element, e.g., we write
{1,2,3}\1 = {2,3}. Let R+and R� be the set of non-negative and non-positive reals, respectively.

We denote random quantities and their realizations by capital and lowercase letters, respectively.
Furthermore, vectors are indicated by bold-face type and have length n, if not otherwise specified.
Random variables are assumed to be supported on finite sets and unless otherwise specified, the same
letter is used for the random variable and for its support set, e.g., Y takes values in Y and X3 takes
values in X3. Given a random variable X , we write pX for its probability mass function (pmf), where the
subscript might be omitted if there is no ambiguity. The notation X ⇠ p indicates that X is distributed
according to p and X ⇠ B(p) and Y ⇠ U(Y) denote a Bernoulli distributed random variable X with
parameter p 2 [0,1] and a uniformly distributed random variable Y on its support set Y . We use E[X ]
and P{A} for the expectation of the random variable X and the probability of an event A, respectively.
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XXX Enc. 1 (rate R1)

YYY Enc. 2 (rate R2)

nµ 6 I
�

f (XXX);g(YYY )
�

f (XXX)

g(YYY )

Figure 1: Biclustering of two memoryless sources.

Subscripts indicate parts of vectors, e.g., xxxA := (xi)i2A for a vector xxx = (x1,x2, . . . ,xn) and A ✓ [1:n].
We further use the common notation xxx j

i := xxx{i,..., j}, xxx j := xxx j
1. If a vector is already carrying a subscript,

it will be separated by a comma, e.g., xxx5
3,1 = (xxx3)5

1 = (xxx3)5. Let 000 denote the all-zeros vector and
eeei = (ei,1,ei,2, . . . ,ei,n) 2 Rn the ith canonical base vector, i.e., ei, j = 1i( j). We use the notation of [9,
Chapter 2] for information-theoretic quantities. In particular, given random variables (X ,Y,Z) and
pmfs p and q, H(X), H(X |Y ), I(X ;Y ), I(X ;Y |Z), and D(pkq) denote entropy, conditional entropy,
mutual information, conditional mutual information, and Kullback-Leibler divergence, respectively. All
logarithms in this paper are to base e and therefore all information theoretic quantities are measured
in nats. The notation h2(p) := �p log p� (1� p) log(1� p) is used for the binary entropy function,
a⇤b := a(1�b)+(1�a)b is the binary convolution operation and the symbol � denotes binary addition.
The notation X ��� Y ��� Z indicates that X , Y , and Z form a Markov chain in this order and X ? Y
denotes that X and Y are independent random variables. Slightly abusing notation we consider ? to be
a degenerate random variable that is almost surely a constant, such that, e.g., X ���? ��� Y , X ? Y .
To simplify the presentation (cf. [13]) when generating codebooks, we will assume that the codebook
size is an integer. We will use superscript to indicate that a relation follows from a specific equation. For

example, the inequality a
(42)
6 b follows from equation (42).

2. Problem statement

In this section we will introduce the information-theoretic biclustering problem (or biclustering
problem for short) with two sources and provide bounds for its achievable region. A schematic overview
of the problem is presented in Fig. 1. Let (X ,Y ) be two random variables. The random vectors (XXX ,YYY )
consist of n i.i.d. copies of (X ,Y ). Given a block length n 2 N and coding rates R1,R2 2 R+, an
(n,R1,R2)-code consists of two functions f : X n !M1 and g : Yn !M2 such that the finite sets Mk
satisfy log |Mk|6 nRk, k 2 {1,2}. Thus, the coding rates R1 and R2 limit the complexity of the encoders.
In contrast to rate-distortion theory, we do not require a specific distortion measure; rather, we quantify
the quality of a code in pure information-theoretic terms, namely via mutual information. The idea is
to find functions f and g that extract a compressed version of the common randomness in the observed
data XXX and YYY . To this end, we use the normalized mutual information I

�
f (XXX);g(YYY )

�
/n to quantify the

relevance of the two encodings.

DEFINITION 2.1 A triple (µ,R1,R2) is achievable if, for some n 2 N, there exists an (n,R1,R2)-code
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( f ,g) such that

1
n

I
�

f (XXX);g(YYY )
�
> µ. (2.1)

The achievable region R is defined as the closure of the set R of achievable triples.

REMARK 2.1 Note that a standard time-sharing argument shows that R is a convex set (cf. [13, Sec-
tion 4.4]).

We also point out that stochastic encodings cannot enlarge the achievable region as any stochastic
encoding can be represented as the convex combination of deterministic encodings and R is convex.

3. Equivalent problems

The biclustering problem turns out to be equivalent to a hypothesis testing and a pattern recognition
problem. In this section we will clarify this equivalence by showing that the multi-letter regions agree.
These equivalences will provide us with the achievability of R⇤, the ‘multi-letter’ region R⇤ of the
biclustering problem.

DEFINITION 3.1 Let R⇤ be the set of triples (µ,R1,R2) such that there exist n 2 N and random variables
U , V satisfying U ��� XXX ��� YYY ���V and

nR1 > I(U ;XXX), (3.1)
nR2 > I(V ;YYY ), (3.2)
nµ 6 I(U ;V ). (3.3)

Next, we consider the hypothesis testing problem with data compression when testing against
independence [23, Section 6] and the pattern recognition problem [52]. For completeness sake we briefly
describe the problem setups.

DEFINITION 3.2 (Hypothesis testing against independence) Given the potentially dependent sources
(X ,Y ), define the independent random variables (X ,Y )⇠ pX ⇥pY . An (n,R1,R2) hypothesis test consists
of an (n,R1,R2)-code ( fn,gn) and a set An ✓ M1 ⇥M2, where M1 and M2 are the ranges of fn
and gn, respectively. The type I and type II error probabilities of ( fn,gn,An) are defined as an :=
P
��

fn(XXX),gn(YYY )
�
2An

 
and bn := P

��
fn(XXX),gn(YYY )

�
/2An

 
, respectively. A triple (µ,R1,R2) is HT-

achievable if, for every e > 0, there is a sequence of (n,R1,R2) hypothesis tests ( fn,gn,An), n 2 N such
that

lim
n!•

an 6 e, (3.4)

lim
n!•

�1
n

logbn > µ. (3.5)

Let RHT denote the set of all HT-achievable triples.

DEFINITION 3.3 (Pattern recognition) Let
�
XXX(i),YYY (i)

�
be n i.i.d. copies of (X ,Y ), independently gener-

ated for each i 2N. A triple (µ,R1,R2) is said to be PR-achievable if, for any e > 0, there is some n 2N,
such that there exists an (n,R1,R2)-code ( f ,g) and a function f : (M1)enµ ⇥M2 ! [1:enµ ] with

P
�

W = f
�
C,g(YYY (W ))

� 
> 1� e, (3.6)
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where C := f (XXX(i))i2[1:enµ ] is the compressed codebook and
�
XXX(i),YYY (i)

�
i2N ? W ⇠ U([1:enµ ]). Let

RPR denote the set of all PR-achievable triples.

REMARK 3.1 The variant of the inner bound for the pattern recognition problem stated in [52, Theorem 1]
is flawed. To see this, note that (using the notation of [52]) the point (Rx = 0,Ry = b,Rc = b) is contained
in Rin (choose U =V =?) for any b > 0 even if the random variables X and Y are independent. But this
point is clearly not achievable in general. However, the region Rin defined in the right column of [52,
p. 303] coincides with our findings and the proof given in [52, Appendix A] holds for this region.

The biclustering, hypothesis testing and pattern recognition problems are equivalent in the sense that
their ‘multi-letter’ regions agree. The proof of this result is given in Appendix A.1.

THEOREM 3.4 R=R⇤ =RHT =RPR.

4. Bounds on the achievable region

The following inner and outer bound on the achievable region follow from the corresponding results on
the hypothesis testing and pattern recognition problems.

THEOREM 4.1 We have Ri ✓R where

Ri :=
[

U,V

�
(µ,R1,R2) : R1 > I(U ;X), R2 > I(V ;Y ), µ 6 I(U ;V )

 
, (4.1)

with auxiliary random variables U , V satisfying U ��� X ��� Y ���V .

THEOREM 4.2 We have R✓Ro, where

Ro :=
[

U,V

�
(µ,R1,R2) : R1 > I(U ;X), R2 > I(V ;Y ),

µ 6 I(U ;X)+ I(V ;Y )� I(UV ;XY )
 
, (4.2)

with U and V any pair of random variables satisfying U ��� X ��� Y and X ��� Y ���V .

Using Theorem 3.4, Theorem 4.1 follows either from [23, Corollary 6], or from [52, Appendix A].
Theorem 4.2 follows from [52, Appendix B] using Theorem 3.4.

The main differences between the outer and the inner bound lie in the Markov conditions, a phe-
nomenon that also occurs with Berger–Tung type bounds (cf. [50, Chapter 7] or [13, Section 12.2]).
Note that Ro and Ri would coincide if the Markov condition U ��� X ��� Y ���V were imposed in the
definition of Ro. The region Ro is convex since a time-sharing variable can be incorporated into U and
V . The inner bound Ri, however, can be improved by convexification.

Numerical evaluation of Ro and Ri requires the cardinalities of the auxiliary random variables to
be bounded. We therefore complement Theorems 4.1 and 4.2 with the following result, whose proof is
provided in Appendix A.2.

PROPOSITION 4.3 Let So and Si be defined like Ro and Ri, respectively, but with the additional
cardinality bounds |U|6 |X | and |V|6 |Y|. We then have conv(So) =Ro and conv(Si) = conv(Ri)✓R.

REMARK 4.1 Note that conv(Si) can be explicitly expressed as

conv(Si) =
[

U,V,Q

�
(µ,R1,R2) : R1 > I(U ;X |Q), R2 > I(V ;Y |Q), µ 6 I(U ;V |Q)

 
, (4.3)
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where U , V , and Q are random variables such that pX ,Y,U,V,Q = pQ pX ,Y pU |X ,Q pV |Y,Q, |U|6 |X |, |V|6 |Y|,
and |Q|6 3.

The cardinality bound |Q| 6 3 follows directly from the strengthened Carathéodory theorem [12,
Theorem 18(ii)] because conv(Ri) is the convex hull of a connected set in R3.

Note that the cardinality bounds in this result are tighter than the usual bounds obtained with the
convex cover method [13, Appendix C], where the cardinality has to be increased by one. We will exploit
this fact with binary sources in Section 5, to show that binary auxiliary random variables suffice. The
smaller cardinality bounds come at the cost of convexification for the outer bound since in contrast to Ro,
the region So is not necessarily convex.

A tight bound on the achievable region can be obtained if µ is not greater than the Gács-Körner
common information (cf. [17, 51, 54]) of X and Y , as stated in the following corollary.

COROLLARY 4.1 If Y = z1(X) = z2(Y ) is common to X and Y in the sense of [51] and 0 6 µ 6 H(Y )
then (µ,R1,R2) 2R if and only if µ 6 min{R1,R2}.

Proof. Theorem 4.2 entails µ 6 min{R1,R2} for any (µ,R1,R2) 2R. With U =V = Y , Theorem 4.1
implies (H(Y ),H(Y ),H(Y )) 2R. Using time-sharing with 000 2R we obtain (µ,µ,µ) 2R for 0 6 µ 6
H(Y ) and hence (µ,R1,R2) 2R if µ 6 min{R1,R2}. ⇤

5. Doubly symmetric binary source

In this section, we analyze the achievable region for a DSBS. The same region (cf. Theorem 3.4) was
previously analyzed in [52] in the context of a pattern recognition problem. We obtain additional
results, disproving [52, Conjecture 1]. In particular, we conjecture that there is a gap between the inner
bound conv(Si) and the outer bound Ro for the DSBS. To support this conjecture, we analyze a region
Sb, previously introduced by the authors of [52], with the property that Sb ✓ Si. However, we prove
conv(Sb) 6=Ro and subsequently conjecture that conv(Sb) = conv(Si), based on numerical evidence.

For this section, let (X ,Y )⇠ DSBS(p) be a DSBS [13, Example 10.1] with parameter p 2 [0,1], i.e.,
X ⇠B

� 1
2
�
, X ? N ⇠B(p), and Y := X �N. The cardinality bounds in Proposition 4.3 will enable us to

use binary auxiliary random variables.
Subsequently we will provide evidence, supporting the following conjecture.

CONJECTURE 5.1. There exists p 2 [0,1], such that conv(Si) 6=Ro.

Let Sb be defined as

Sb :=
[

06a,b6 1
2

�
(µ,R1,R2) : R1 > log2�h2(a),

R2 > log2�h2(b ),
µ 6 log2�h2(a ⇤ p⇤b )

 
. (5.1)

By choosing U = X �N1 and V = Y �N2, where N1 ⇠B(a) and N2 ⇠B(b ) are independent of (X ,Y )
and of each other, it follows that Sb ✓ Si. To illustrate the tradeoff between complexity (R1, R2) and
relevance (µ), the boundary of Sb is depicted in Fig. 2 for p = 0.1.

Based on numerical experiments, we conjecture the following.

CONJECTURE 5.2. For the source (X ,Y )⇠ DSBS(p) with p 2 [0,1] we have conv(Si) = conv(Sb), or
equivalently Si ✓ conv(Sb).
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0.2
0.4 0.2

0.4

log2

log2

0

0.1

0.2

I(X ;Y )

R1

R2

µ

Figure 2: Boundary of Sb for p = 0.1.

The natural, stronger conjecture that Sb = Si already appeared in [52, Conjecture 1, Eq. (14)].
However, there is the following counterexample [5].

PROPOSITION 5.3 For the source (X ,Y )⇠ DSBS(0) we have Sb 6= Si.

Proof. For a 2 [0,1] we define (U,V ) by the binary channels depicted in Fig. 3, satisfying

U X = Y V
0

1

0

1

a

1

0

1�a

1�a 1

0 a

Figure 3: Random variables for the proof of Proposition 5.3.

U ��� X ��� Y ���V . We obtain (µ,R,R) 2 Si with R = I(U ;X) = I(V ;Y ) = h2
� a

2
�
� 1

2 h2(a) and
µ = I(U ;V ) = 2R� a log(2). For a = 0.8 we have µ ⇡ 0.291103 and R ⇡ 0.42281. On the other
hand, we obtain µb := max{µ̂ : (µ̂,R,R) 2 Sb} < 0.285594 using (5.1) with a = b ⇡ 0.07658. As
µb < µ we have (µ,R,R) /2 Sb.

This argument can be verified numerically using interval arithmetic [34]. Code written in the Octave
Programming Language [11] using its interval package [27] can be found at [38]. ⇤

Note that Proposition 5.3 does not impact Conjecture 5.2 as it concerns the case p = 0. For p = 0 we
have X = Y and Corollary 4.1 implies R=

�
(µ,R1,R2) : R1,R2 > 0 and µ 6 min{R1,R2, log2}

 
. It is

easily verified that R= conv(Sb) and thus Conjecture 5.2 holds for p = 0 by Proposition 4.3.
In fact, it can be shown that the entire statement [52, Conjecture 1] does not hold. The second part
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0.675 0.68 0.685 0.69

0.36

0.365

log2

I(X ;Y )

R

µ

µ̂o
µ̂b

Figure 4: Numeric evaluation of µ̂o and µ̂b for p = 0.1.

[52, Conjecture 1, Eq. (15)] claims that conv(Sb) =Ro. However, we shall construct a counterexample
to this claim, showing that Conjecture 5.1 follows directly from Conjecture 5.2.

PROPOSITION 5.4 For the source (X ,Y )⇠ DSBS(0.1), we have conv(Sb) 6=Ro.

To prove Proposition 5.4 we will construct a point (µ,R,R) 2Ro that satisfies (µ,R,R) /2 conv(Sb).
To this end, define the concave functions µ̂b(R) := max{µ : (µ,R,R) 2 conv(Sb)} and µ̂o(R) := max{µ :
(µ,R,R) 2Ro} for R 2 [0, log2]. In order to show conv(Sb) 6=Ro, it suffices to find R̂ 2 [0, log2] with
µ̂b(R̂)< µ̂o(R̂).

We can numerically compute an upper bound for the function µ̂b. For a,b 2 [0, 1
2 ], we calculate

eR1 := log2�h2(a), (5.2)
eR2 := log2�h2(b ), and (5.3)
eµ := log2�h2(a ⇤ p⇤b ) (5.4)

on a suitably fine grid and upper bound the upper concave envelope of the implicitly defined function
eµ(eR1, eR2). Evaluating it at R = eR1 = eR2 yields an upper bound for µ̂b(R).

On the other hand, we can obtain a lower bound for µ̂o by computing (4.2) for specific pmfs that
satisfy the Markov constraints in Theorem 4.2. Note that based on the cardinality bound in Proposition 4.3,
we can restrict the auxiliary random variables U and V to be binary. We randomly sample the binary
pmfs that satisfy the Markov constraints in Theorem 4.2 (but not necessarily the long Markov chain
U ��� X ��� Y ���V ) and in doing so encounter points strictly above the graph of µ̂b. Figure 4 shows the
resulting bounds for p = 0.1 in the vicinity of R = log2. Albeit small, there is clearly a gap between µ̂b
and µ̂o outside the margin of numerical error.

Proof of Proposition 5.4. We observed the largest gap between the two bounds at a rate of R̂ ⇡ 0.675676.
The particular distribution of (U,V ) at this rate, resulting from optimizing over the distributions that
satisfy the Markov constraints in Theorem 4.2 is given in Table 1 for reference. Note that this is an exact
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u v x y P{U = u,V = v|X = x,Y = y}
0 0 0 0 0.995358146217353406525
0 0 0 1 0.00249767559844423319075
0 0 1 0 0.002498344003957310643325
0 0 1 1 0.00034313919194834475
0 1 0 0 0.002142603857654094275
0 1 0 1 0.99500307447656326760925
0 1 1 0 0.000000905921035188556675
0 1 1 1 0.00215611073304415445
1 0 0 0 0.002142603857654094275
1 0 0 1 0.00000157432654826600925
1 0 1 0 0.995002406071050190156675
1 0 1 1 0.00215611073304415445
1 1 0 0 0.000356646067338404925
1 1 0 1 0.00249767559844423319075
1 1 1 0 0.002498344003957310643325
1 1 1 1 0.99534463934196334635

Table 1: Distribution resulting from random search.

conditional pmf (i.e., not a numerical approximation) that satisfies the Markov chains U ��� X ��� Y
and X ��� Y ���V . It achieves I(V ;Y )+ I(U ;X)� I(UV ;XY )⇡ 0.35972 which is D ⇡ 1.985673 ·10�4

above the inner bound, thus proving Proposition 5.4. Using interval arithmetic [34] this claim can be
verified numerically. Code written in the Octave Programming Language [11] using its interval package
[27] can be found at [38]. It uses the distribution given in Table 1.

We firmly believe that a tight characterization of the achievable region requires an improved outer
bound. However, using current information theoretic tools, it appears very challenging to find a manage-
able outer bound based on the full Markov chain U ��� X ��� Y ���V .

REMARK 5.1 Recently, Kumar and Courtade introduced a conjecture [7, 31] concerning Boolean func-
tions that maximize mutual information. Their work was inspired by a similar problem in computational
biology [29]. A weaker form of their conjecture [7, Section IV, 2)], which was solved in [39], corresponds
to a zero-rate/one-bit variant of the binary example studied here.

6. The information bottleneck

The information-theoretic problem posed by the IB method [49] can be obtained as a special case from
the biclustering problem. We will introduce the problem setup and subsequently show how it can be
derived as a special case of Definition 2.1. Note that the definition slightly differs from [10, Definition 1].
However, the achievable region is identical.

DEFINITION 6.1 A pair (µ,R1) is IB-achievable if, for some n 2 N, there exists f : X n ! M1 with
log|M1|6 nR1 and

µ 6 1
n

I( f (XXX);YYY ). (6.1)
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Let RIB be the set of all IB-achievable pairs.

PROPOSITION 6.2 For a pair (µ,R1), the following are equivalent:

1. (µ,R1) 2RIB .

2. (µ,R1, log|Y|) 2R .

3. There exists a random variable U such that U ��� X ��� Y , I(X ;U)6 R and I(Y ;U)> µ .

Proof. The equivalence ‘1 , 2’ holds as Definition 2.1 collapses to Definition 6.1 for R2 = log|Y|. To
show ‘2 , 3’ apply Theorems 4.1 and 4.2 with V = Y . ⇤

The tradeoff between ‘relevance’ and ‘complexity’ can equivalently be characterized by the IB
function (cf. [8, 18]) µIB(R) := sup{µ : (µ,R) 2RIB}. Proposition 6.2 provides

µIB(R) = max
U : I(U ;X)6R
U ���X ���Y

I(U ;Y ). (6.2)

Interestingly, the function (6.2) is the solution to a variety of different problems in information theory. As
mentioned in [18], (6.2) is the solution to the problem of loss-less source coding with one helper [2, 58].
Witsenhausen and Wyner [55] investigated a lower bound for a conditional entropy when simultaneously
requiring another conditional entropy to fall below a threshold. Their work was a generalization of [57]
and furthermore related to [2, 3, 53, 56]. The conditional entropy bound in [55] turns out to be an
equivalent characterization of (6.2). Furthermore, µIB characterizes the optimal error exponent, when
testing against independence with one-sided data compression [1, Theorem 2]. Also in the context of
gambling in the horse race market, (6.2) occurs as the maximum incremental growth in wealth when
rate-limited side-information is available to the gambler [15, Theorem 3].

7. Multiple description CEO problem

In [8, Appendix B] Courtade and Weissman considered a multi-terminal extension of the IB problem, as
introduced in Section 6, the CEO problem under an information constraint. Analogous to how the IB
problem is a special case of the biclustering problem (cf. Proposition 6.2), this CEO problem presents
a special case of a multi-terminal generalization of the biclustering problem [40]. Under a conditional
independence assumption, Courtade and Weissman were able to provide a single letter characterization
of the achievable region. In what follows we will extend this result, by incorporating MD coding for the
CEO problem. Loosely speaking, we require the CEO to obtain valuable information from the message
of just one agent alone. Surprisingly, this extension also permits a single-letter characterization under the
same conditional independence assumption.

In what follows, let (XJ ,Y ) be J + 1 random variables, where J := [1:J], satisfying the Markov
chain Xj ���Y ��� XJ \ j for every j 2 J . An (n,RJ )-code fJ consists of J functions f j : X n

j !M j with
log
��M j

��6 nR j for every j 2 J .

DEFINITION 7.1 A point (n0,nJ ,RJ ) 2 R2J+1 is MI-achievable if for some n 2 N there exists an
(n,RJ )-code fJ such that

1
n

I
�

f1(XXX1), f2(XXX2), . . . , fJ(XXXJ);YYY
�
> n0 and (7.1)

1
n

I
�

f j(XXX j);YYY
�
> n j, for all j 2 J . (7.2)
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Denote the set of all MI-achievable points by RMI.

To shorten notation we will introduce the set of random variables

P⇤ :=

(
UJ ,Q : pQUJ XJ Y = pQ ·pXJ Y · ’

j2J
pUj |XjQ

)
. (7.3)

DEFINITION 7.2 For a total order1 < on J and a set I ✓ J , let the region R(<,I)
MI ✓ R2J+1 be the set of

tuples (n0,nJ ,RJ ) such that there exist random variables (UJ ,?) 2 P⇤ with

R j > I(Uj;Xj
��U= j), j 2 J , (7.4)

R j > I(Uj;Xj), j 2 I, (7.5)
n j 6 I(Uj;Y ), j 2 J , (7.6)

n j 6 I(Uj;Y
��U= j), j /2 I, (7.7)

n0 6 I(UJ ;Y ). (7.8)

REMARK 7.1 The purpose of the order < is to determine the order of the messages for successive
decoding. Equivalently, Definition 7.2 could be rephrased in terms of a permutation of J in place of a
total order.

We are now able to state the single-letter characterization of RMI, the proof of which is provided in
Appendix A.3.

THEOREM 7.3 We have RMI = conv
⇣S

<,I R
(<,I)
MI

⌘
, where the union is over all total orders on J and

all sets I ✓ J .

For J = 2, we have RMI = conv
⇣
R(1)

MI [R(2)
MI [R(3)

MI

⌘
, where (n0,nJ ,RJ ) 2 R(i)

MI iff, for some
(UJ ,?) 2 P⇤, the following inequalities are satisfied

R(1)
MI : R(2)

MI : R(3)
MI :

n1 6 I(Y ;U1) n1 6 I(Y ;U1|U2) n1 6 I(Y ;U1) (7.9)
n2 6 I(Y ;U2|U1) n2 6 I(Y ;U2) n2 6 I(Y ;U2) (7.10)
n0 6 I(Y ;U1U2) n0 6 I(Y ;U1U2) n0 6 I(Y ;U1U2) (7.11)
R1 > I(U1;X1) R1 > I(U1;X1|U2) R1 > I(U1;X1) (7.12)
R2 > I(U2;X2|U1) R2 > I(U2;X2) R2 > I(U2;X2). (7.13)

REMARK 7.2 Note that the total available rate of encoder 2 is R2 = I(X2;U2|U1) to achieve a point
in R(1)

MI. Interestingly, this rate is in general less than the rate required to ensure successful typicality
decoding of U2. However, n2 = I(Y ;U2|U1) can still be achieved.

REMARK 7.3 On the other hand, fixing the random variables U1, U2 in the definition of R(i)
MI shows

another interesting feature of this region. The achievable values for n1 and n2 vary across i 2 {1,2,3}
and hence do not only depend on the chosen random variables U1 and U2, but also on the specific rates
R1 and R2.

1For the notation regarding total orders refer to Section 1.3.
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It is worth mentioning that by setting n j = 0 for j = 1,2, . . . ,J, the region RMI reduces to the rate
region in [8, Appendix B].

The following proposition shows that R(<,I)
MI is computable, at least in principle. The given cardinality

bound is not optimal, but it implies R(<,I)
MI =R(<,I)

MI .

PROPOSITION 7.4 The region R(<,I)
MI remains unchanged if the cardinality bound

��U j
�� 6
��Xj
��+4J is

imposed for every j 2 J .

The proof of Proposition 7.4 is provided in Appendix A.4.

8. Summary and discussion

We introduced a multi-terminal generalizations of the IB problem, termed information-theoretic biclus-
tering. Interestingly, this problem is related to several other problems at the frontier of statistics and
information theory and offers a formidable mathematical complexity. Indeed, it is fundamentally different
from ‘classical’ distributed source coding problems where the encoders usually aim at reducing, as
much as possible, redundant information among the sources while still satisfying a fidelity criterion. In
the considered problem, however, the encoders are interested in maximizing precisely such redundant
information.

While an exact characterization of the achievable region is mathematically very challenging and still
remains elusive, we provided outer and inner bounds to the set of achievable rates. We thoroughly studied
the special case of two symmetric binary sources for which novel cardinality bounding techniques were
developed. Based on numerical evidence we formulated a conjecture that entails an explicit expression
for the inner bound. This conjecture provides strong evidence that our inner and outer bounds do not
meet in general. We firmly believe that an improved outer bound, satisfying the adequate Markov chains,
is required for a tight characterization of the achievable region.

Furthermore we considered an MD CEO problem which surprisingly permits a single-letter character-
ization of the achievable region. The resulting region has the remarkable feature that it allows to exploit
rate that is in general insufficient to guarantee successful typicality encoding.

The interesting challenge of the biclustering problem lies in the fact that one needs to bound the mutual
information between two arbitrary encodings solely based on their rates. Standard information-theoretic
manipulations seem incapable of handling this requirement well.
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A. Proofs

A.1 Proof of Theorem 3.4

To prove R✓R⇤, assume (µ,R1,R2) 2R and choose n, f and g according to Definition 2.1. Defining
U := f (XXX) and V := g(YYY ) yields inequalities (3.1)–(3.3) and satisfies the required Markov chain.

The inclusions R⇤ ✓RHT and R⇤ ✓RPR follow by applying the achievability results [23, Corollary 6]
and [52, Theorem 1], respectively, to the vector source (XXX ,YYY ).

Assuming (µ,R1,R2) 2 RHT, choose an arbitrary e > 0 and pick an (n,R1,R2) hypothesis test
( fn,gn,An) such that an 6 e and � logbn > n(µ�e). We apply the log-sum inequality [9, Theorem 2.7.1]
and obtain for any e 0 > 0, provided that e is small enough and n is large enough,

I
�

f (XXX);g(YYY )
�
> (1�an) log

1�an

bn
+an log

an

1�bn
> n(µ � e 0), (A.1)

which implies (µ,R1,R2) 2R.
Similarly, assume (µ,R1,R2) 2RPR and for an arbitrary e > 0 and sufficiently large n 2 N pick an

(n,R1,R2)-code ( f ,g) and f satisfying (3.6). Then (using the notation of Definition 3.3),

I
�

f (XXX);g(YYY )
�
= I
�
C;g(YYY (W ))

��W
�

(A.2)

> I
�
C;W

��g(YYY (W ))
�

(A.3)

> nµ �H
�
W
��f
�
C,g(YYY (W ))

��
(A.4)

(3.6)
> nµ �h2(e)� enµ. (A.5)

The equality in (A.2) holds as XXX(i)? YYY ( j) for i 6= j, (A.3) follows from W ?C, and (A.4) follows from
W ? YYY (W ), the fact that H(W ) = nµ , and the data processing inequality [9, Theorem 2.8.1]. Fano’s
inequality [9, Theorem 2.10.1] was used in (A.5). This shows (µ,R1,R2) 2R as e was arbitrary.

A.2 Proof of Proposition 4.3

We start with the proof of conv(So) =Ro.
For fixed random variables (X ,Y ) define the set of pmfs (with finite, but arbitrarily large support)

Q := {pU,X ,Y,V : U ��� X ��� Y,X ��� Y ���V}, (A.6)

and the compact set of pmfs with fixed alphabet size

Q(a,b) := {pU,X ,Y,V 2Q : |U|= a, |V|= b}. (A.7)

Define the continuous vector valued function FFF := (F1,F2,F3) as

F1(pU,X ,Y,V ) := I(X ;U)+ I(Y ;V )� I(UV ;XY ), (A.8)
F2(pU,X ,Y,V ) := I(U ;X), (A.9)
F3(pU,X ,Y,V ) := I(V ;Y ). (A.10)
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We can now write Ro = FFF(Q)+O and So = FFF
�
Q(|X |, |Y|)

�
+O where O := (R� ⇥R+ ⇥R+).

Since Ro is convex, we may define the extended real function y(lll ) := infxxx2Ro lll · xxx and obtain [22,
Theorem 2.2, 3.]

conv(Ro) =Ro =
\

lll2R3

n
xxx 2 R3 : xxx ·lll > y(lll )

o
. (A.11)

From the definition of Ro, we have y(lll ) =�• if lll /2O, and y(lll ) = infp2Q lll ·FFF(p) otherwise. This
shows, that

Ro =
\

lll2O

n
xxx 2 R3 : xxx ·lll > y(lll )

o
(A.12)

and using the same argument, one can also show that

conv(So) =
\

lll2O

n
xxx 2 R3 : xxx ·lll > ey(lll )

o
, ey(lll ) = min

p2Q(|X |,|Y|)
lll ·FFF(p). (A.13)

We shall now prove that y(lll ) = ey(lll ) for lll 2O. For arbitrary lll 2O and d > 0, we can find random
variables (eU ,X ,Y, eV )⇠ ep 2Q with lll ·FFF(ep)6 y(lll )+d . By compactness of Q(a,b) and continuity of
FFF , there is p 2Q(|eU|, |eV|) with

lll ·FFF(p) = min
p̂2Q(| eU |,|eV|)

lll ·FFF(p̂)6 lll ·FFF(ep)6 y(lll )+d . (A.14)

We now show that there exists p̂ 2Q(|X |, |Y|) with

lll ·FFF(p̂) = lll ·FFF(p). (A.15)

As a consequence of the inequalities F1 6 F2 and F1 6 F3 we have lll ·FFF(p) = 0 if l1 +max{l2,l3}> 0.
Thus, we only need to show (A.15) for lll 2O with l1 +l2 < 0 and l1 +l3 < 0. To this end we use the
perturbation method [19, 28] and perturb p, obtaining the candidate

(Û ,X ,Y,V̂ )⇠ p̂(u,x,z,v) = p(u,x,z,v)
�
1+ ef(u)

�
. (A.16)

We require

1+ ef(u)> 0, for every u 2 U , (A.17)
E[f(U)] = 0, (A.18)

E[f(U)|X = x,Y = z] = 0, if p(x,z)> 0. (A.19)

The conditions (A.17) and (A.18) ensure that p̂ is a valid pmf and (A.19) implies p̂ 2 Q. Observe
that there is an e0 > 0 for any f , such that (A.17) is satisfied for e 2 [�e0,e0]. Furthermore, (A.19) is
equivalent to

E[f(U)|X = x] = 0, for every x 2 X (A.20)

due to the Markov chain U ��� X ��� Y . Note also that (A.20) already implies (A.18). If |U|> |X |+1
there is a non-trivial solution to (A.20), which means there exists f 6⌘ 0 such that (A.17)–(A.19) are
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satisfied. We have

lll ·FFF(p̂) = l1

h
I(X ;U)� I(UV ;XY )+H(Y )+ eHf (U)� eHf (UX)

� eHf (UV )+ eHf (UXYV )+H(V̂ )�H(YV̂ )
i

+l2[I(X ;U)+ eHf (U)� eHf (UX)]

+l3[H(Y )+H(V̂ )�H(YV̂ )]. (A.21)

Here, we used the shorthand Hf (UX) :=�Âu,x p(u,x)f(u) logp(u,x) and analogous for other combina-
tions of random variables. By (A.14), we have ∂ 2

∂e2 lll ·FFF(p̂)
��
e=0 > 0. Observe that

∂
∂e
�
H(V̂ )�H(YV̂ )

�
=

∂
∂e Â

z,v
p̂(z,v) log

p̂(z,v)
p̂(v)

(A.22)

= Â
z,v

∂ p̂(z,v)
∂e

log
p̂(z,v)
p̂(v)

+
∂ p̂(z,v)

∂e
�

p̂(z,v) ∂ p̂(v)
∂e

p̂(v)
(A.23)

and consequently,

∂ 2

∂e2 lll ·FFF(p̂) = (l1 +l3)
∂ 2

∂e2 (H(V̂ )�H(YV̂ )) (A.24)

= (l1 +l3)Â
z,v

✓
∂ p̂(z,v)

∂e

◆2 1
p̂(z,v)

�2
∂ p̂(z,v)

∂e
∂ p̂(v)

∂e
1

p̂(v)
+

✓
∂ p̂(v)

∂e

◆2 p̂(z,v)
p̂(v)2 . (A.25)

Here we already used that ∂ 2p̂(v)
∂e2 ⌘ ∂ 2p̂(z,v)

∂e2 ⌘ 0. It is straightforward to calculate

∂ p̂(v)
∂e

= p(v)E[f(U)|V = v], (A.26)

∂ p̂(z,v)
∂e

= p(z,v)E[f(U)|V = v,Y = z], (A.27)

p̂(z,v)|e=0 = p(z,v), (A.28)
p̂(v)|e=0 = p(v), (A.29)

and thus, taking into account that l1 +l3 < 0,

0 > Â
z,v

p(z,v)
�
E[f(U)|V = v,Y = z]�E[f(U)|V = v]

�2
, (A.30)

which implies for any (z,v) 2 Y⇥V with p(z,v)> 0,

Â
u

p(u|z,v)f(u) = Â
u

p(u|v)f(u). (A.31)
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From (A.31) we can conclude

H(V̂ )�H(YV̂ ) = Â
z,v

p̂(z,v) log
p̂(z,v)
p̂(v)

(A.32)

= Â
z,v,u

p(u,z,v)(1+ ef(u)) log
Âû p(û,z,v)

�
1+ ef(û)

�

Âû p(û,v)
�
1+ ef(û)

� (A.33)

= Â
z,v,u

p(u,z,v)(1+ ef(u)) log
p(z,v)

�
1+ e Âû p(û|z,v)f(û)

�

p(v)
�
1+ e Âû p(û|v)f(û)

� (A.34)

(A.31)
= Â

z,v,u
p(u,z,v)(1+ ef(u)) log

p(z,v)
p(v)

(A.35)

= Â
z,v

p(z,v) log
p(z,v)
p(v)

+ e Â
z,v,u

f(u)p(u,z,v) log
p(z,v)
p(v)

(A.36)

= H(V )�H(YV )+ eHf (V )� eHf (YV ), (A.37)

where we used

Hf (V ) :=�Â
u,v

p(u,v)f(u) logp(v), (A.38)

Hf (YV ) :=� Â
u,z,v

p(u,z,v)f(u) logp(z,v). (A.39)

Substituting in (A.21) shows that lll ·FFF(p̂) is linear in e . And by the optimality of p it must be constant.
We may now choose e maximal, i.e., such that there is at least one u 2 U with p(u)(1+ ef(u)) = 0.
This effectively reduces the cardinality of Û by at least one and may be repeated until |Û |= |X | (as then
f ⌘ 0). The same process can be carried out for V and yields p̂ 2Q(|X |, |Y|) such that (A.15) holds.

Using (A.14) and (A.15) we obtain

y(lll )6 ey(lll )6 lll ·FFF(p̂)6 y(lll )+d . (A.40)

As d > 0 was arbitrary, we proved y(lll ) = ey(lll ), which implies Ro = conv(So) using (A.12) and (A.13).
We find Ro = conv(So) by writing

Ro = conv(So) = conv(FFF(Q(|X |, |Y|))+O) (A.41)
= conv(So) = conv(FFF(Q(|X |, |Y|)))+O (A.42)
✓ FFF(Q)+O (A.43)
=Ro, (A.44)

where (A.42) follows from Lemma A.3. The relation (A.43) is a consequence of Q(|X |, |Y|)✓Q and
the convexity of FFF(Q).

In order to prove conv(Si) = conv(Ri), we will only show the cardinality bound |U| 6 |X |. The
corresponding bound for |V| follows analogously. We note that the weaker bounds |U| 6 |X |+1 and
|V|6 |Y|+1 can be obtained directly using the convex cover method [13, Appendix C], [2, 59]. Define
the continuous vector-valued function

FFF(peU ,eX ,eY ,eV ) :=
�
I(eU ; eV ), I(eX ; eU), I(eY ; eV )

�
, (A.45)
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and the compact, connected sets of pmfs

Q :=
n

peU ,eX ,eY ,eV : peU ,eX ,eY ,eV = peU |X pX ,Y peV |Y ,
eU =

⇥
0: |X |

⇤
, eV =

⇥
0: |Y|

⇤o
, (A.46)

eQ :=
n

peU ,eX ,eY ,eV 2Q : eU =
⇥
1: |X |

⇤o
. (A.47)

To complete the proof of the proposition, it suffices to show

conv
�
FFF(Q)

�
✓ conv

�
FFF( eQ)

�
, (A.48)

since we then have with O := (R�⇥R+⇥R+),

conv(Ri) = conv
�
FFF(Q)+O

�
(A.49)

= conv
�
FFF(Q)

�
+O (A.50)

(A.48)
✓ conv

�
FFF( eQ)

�
+O (A.51)

= conv
�
FFF( eQ)+O

�
(A.52)

= conv(Si), (A.53)

where (A.50) and (A.52) follow from Lemma A.3. The region FFF(Q)✓R3 is compact [41, Theorem 4.22].
Therefore, its convex hull conv

�
FFF(Q)

�
is compact [4, Corollary 5.33] and can be represented as an inter-

section of halfspaces in the following manner [22, Proposition 2.2, 3.]: Defining V (lll ) := maxxxx2FFF(Q) lll ·xxx
for lll = (l1,l2,l3) 2 R3, we have

conv
�
FFF(Q)

�
=

\

lll2R3

n
xxx 2 R3 : lll · xxx 6V (lll )

o
. (A.54)

With the same reasoning we obtain

conv
�
FFF( eQ)

�
=

\

lll2R3

n
xxx 2 R3 : lll · xxx 6 eV (lll )

o
, (A.55)

where eV (lll ) := maxxxx2FFF( eQ) lll ·xxx. We next show eV (lll )>V (lll ) which already implies (A.48) due to (A.54)
and (A.55).

Let ttt = (tx)x2X\x0 be |X |�1 test functions tx(peX ) := peX (x) for all but one x 2X . Choose any lll 2R3

and fix (U,X ,Y,V )⇠ p 2Q that achieve lll ·FFF(p) =V (lll ). Define the continuous function

f (peX ) := l1(H(V )�H(eV ))+l2(H(X)�H(eX))+l3I(Y ;V ) (A.56)

where (eV ,eY , eX) ⇠ pV |Y pY |X peX . The point
�
(pX (x))x2X\x0 ,V (lll )

�
lies in the convex hull of the com-

pact [36, Theorem 26.5] and connected [41, Theorem 4.22] set (ttt, f )
�
Q
�
. Therefore, by the strengthened

Carathéodory theorem [12, Theorem 18(ii)], |X | points suffice, i.e., there exists a random variable U 0

with |U 0|= |X | and thus pU 0,X ,Y,V 2 eQ, such that EU 0
⇥

f (pX |U 0( · |U 0))
⇤
= lll ·FFF(pU 0,X ,Y,V ) =V (lll ). This

shows eV (lll )>V (lll ).
By applying the same reasoning to V , one can show that |V|= |Y| also suffices.



DISTRIBUTED INFORMATION-THEORETIC CLUSTERING 19 of 30

A.3 Proof of Theorem 7.3

We will prove Theorem 7.3, by showing an inner and an outer bound (Lemmas A.1 and A.2, respectively)
and subsequently prove tightness.

LEMMA A.1 We have R(<,I)
MI ✓RMI for any I ✓ J and any total order < on J .

Proof. In part, the proof of this lemma closely follows the proof of [25, Theorem 1]. We will use Te(X)
to denote the e typical sequences [25, Section III].

Pick a total order < on J , a set I ✓ J , (UJ ,?) 2 P⇤, and (n0,nJ ,RJ ) satisfying (7.4)–(7.8). We
will use typicality coding and deterministic binning to obtain a code. Letting R̂ j = I(Uj;Xj

��U= j), we
verify for A=w j, j 2 J , and any B ✓A, that

Â
j2B

R̂ j = Â
j2B

I(Uj;Xj
��U= j) (A.57)

> Â
j2B

I
�
Uj;XB

��U= j,UA\B
�

(A.58)

= I
�
UB;XB

��UA\B
�
. (A.59)

Following the proof of [25, Theorem 1] and applying the conditional typicality lemma [25,
Lemma 3.1.(iv)], we can thus for any e > 0 and n large enough obtain an (n, R̂J + e)-code f̂J and
for any A = w j, j 2 J , a decoding function gA, such that, P{SA} > 1� e , where SA is the ‘success’
event

SA := {(YYY ,XXXJ ,gA � f̂A(XXXA)) 2 Te(Y,XJ ,UA)}. (A.60)

For j /2 I, we set f j := f̂ j, but for j 2 I, we let f j be typicality encoding without binning, in total yielding
an (n,RJ + e)-code. Moreover, for n large enough and j 2 I, we find decoding functions g j, such that
P
�
S j
 
> 1� e also for the ‘success’ events

S j := {(YYY ,XXXJ ,g j � f j(XXX j)) /2 Te(Y,XJ ,Uj)}. (A.61)

To shorten notation, let Wj = f j(XXX j) and Ŵj := f̂ j(XXX j) for j 2 J . Pick an arbitrary2 e 0 > 0. Provided
that n is large enough and e small enough, we have for any A=w j ( j 2 J ),

1
n

I(YYY ;WA)>
1
n

I
�
YYY ;ŴA

�
(A.62)

> 1
n

I
�
YYY ;gA(ŴA)

�
(A.63)

= H(Y )� 1
n

H
�
YYY
��gA(ŴA)

�
(A.64)

> H(Y )� 1
n

H
�
YYY ,1SA

��gA(ŴA)
�

(A.65)

= H(Y )� 1
n

H
�
1SA

��gA(ŴA)
�
� 1

n
H
�
YYY
��gA(ŴA),1SA

�
(A.66)

> H(Y )� e 0 � 1
n
(1� e)H

�
YYY
��gA(ŴA),SA

�
� eH(Y ) (A.67)

2In what follows, we will routinely merge expressions that can be made arbitrarily small (for n large and e sufficiently small)
and bound them by e 0.
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> H(Y )� e 0 � 1
n

H
�
YYY
��gA(ŴA),SA

�
(A.68)

> H(Y )� e 0 � 1
n Â

uuuA
P
�

gA(ŴA) = uuuA

��SA

 
log|Te(Y |UA = uuuA)| (A.69)

> H(Y )�H(Y |UA)� e 0 (A.70)
= I(UA;Y )� e 0. (A.71)

Here, (A.62) and (A.63) follow from the data processing inequality [9, Theorem 2.8.1], we applied the
entropy bound [9, Theorem 2.6.4] in (A.69), and the cardinality bound for the set of conditionally typical
sequences [25, Lemma 3.1.(v)] in (A.70). In particular, for A= J we obtain

1
n

I(YYY ;WJ )> I(UJ ;Y )� e 0
(7.8)
> n0 � e 0. (A.72)

For j 2 J and A== j we obtain the following chain of inequalities, where (A.77) and (A.78) will be
justified subsequently.

1
n

I(YYY ;Wj)>
1
n

I
�
YYY ;Ŵj

�
> 1

n
I
�
YYY ;Ŵj

��ŴA

�
(A.73)

=
1
n

I
�
YYY ;ŴjŴA

�
� 1

n
I
�
YYY ;ŴA

�
(A.74)

(A.71)
> I(UAUj;Y )� e 0 � 1

n
I
�
YYY ;ŴA

�
(A.75)

= I(UAUj;Y )� e 0 � 1
n

I
�
XXXA;ŴA

�
+

1
n

I
�
XXXA;ŴA

��YYY
�

(A.76)

> I(UAUj;Y )� e 0 � I(XA;UA)+H(XA|Y )�
1
n

H
�
XXXA

��ŴA,YYY
�

(A.77)

> I(UAUj;Y )� e 0 � I(XA;UA)+H(XA|Y )�H(XA|UA,Y ) (A.78)

= I(Uj;Y
��UA)� e 0 (A.79)

(7.7)
> n j � e 0. (A.80)

Equality in (A.76) follows from the Markov chain ŴA ��� XXXA ��� YYY . In (A.77), we used that for e small
enough and n large enough, we have

1
n

I
�
XXXA;ŴA

�
=

1
n

H
�
ŴA

�
(A.81)

6 1
n Â

j2A
H
�
Ŵj
�

(A.82)

6 Â
j2A

⇣
I(Uj;Xj

��U= j)+ e
⌘

(A.83)

6 I(UA;XA)+ e 0, (A.84)

where (A.82) follows from the chain rule for entropy [9, Theorem 2.2.1] and the data processing
inequality [9, Theorem 2.8.1] and (A.83) follows from the entropy bound [9, Theorem 2.6.4] and the
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fact that fJ is an (n, R̂J + e)-code. The inequality (A.78) can be derived similar to (A.71), as for n large
enough and e small enough,

1
n

H
�
XXXA

��ŴA,YYY
�
6 1

n
H
�
XXXA

��gA(ŴA),YYY
�

(A.85)

6 1
n

H
�
XXXA,1SA

��gA(ŴA),YYY
�

(A.86)

6 e 0+ 1
n

H
�
XXXA

��gA(ŴA),YYY ,SA

�
(A.87)

6 e 0+ 1
n Â

uuuA,yyy
P
�

gA(ŴA) = uuuA,YYY = yyy
��SA

 
log|Te(XA|UA,Y = uuuA,yyy)| (A.88)

6 e 0+H(XA|UA,Y ). (A.89)

For j 2 I, we have similarly to (A.71) that

1
n

I(YYY ;Wj)>
1
n

I
�
YYY ;g j(Wj)

�
(A.90)

= H(Y )� 1
n

H
�
YYY
��g j(Wj)

�
(A.91)

> H(Y )� 1
n

H
�
YYY ,1S j

��g j(Wj)
�

(A.92)

> H(Y )� 1
n

H
�
1S j

�
� 1

n
H
�
YYY
��g j(Wj),1S j

�
(A.93)

> H(Y )� e 0 � 1
n

H
�
YYY
��g j(Wj),S j

�
(A.94)

> H(Y )� e 0 � 1
n Â

uuu j

P
�

gA(Wj) = uuu j
��S j
 

log
��T(Y |Uj = uuu j)

�� (A.95)

> H(Y )� e 0 �H(Y
��Uj) (A.96)

= I(Uj;Y )� e 0
(7.6)
> n j � e 0. (A.97)

Combining (A.72), (A.80) and (A.97) we see that (n0 +e 0,nJ +e 0,RJ +e) 2RMI, completing the proof
as e , e 0 were arbitrary. ⇤
LEMMA A.2 If (n0,nJ ,RJ ) 2RMI, then for all i 2 J and A✓ J ,

Â
j2A

R j �ni > I(XA;UA|Y Q)� I
�
Y ;Ui\A

��Q
�
, (A.98)

Â
j2A

R j > I(XA;UA|Y Q), and (A.99)

Â
j2A

R j �n0 > I(XA;UA|Y Q)� I
�
Y ;UJ \A

��Q
�
, (A.100)

for some random variables (UJ ,Q) 2 P⇤.

Proof. For (n0,nJ ,RJ ) 2RMI we apply Definition 7.1, choosing an (n,RJ )-code fJ for XJ and define
Uj := f j(XXX j) for j 2 J . In the following, let either A = J , or A = { j} for j 2 J . Slightly abusing
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notation, we define nA := n j for A= { j} and nA := n0 for A= J . We thus have

1
n

I(UA;YYY )> nA. (A.101)

With Uj,i := (Uj,XXXi�1
j,1 ) and Qi := (YYY i�1,YYY n

i+1) we have for every B ✓ J ,

n Â
j2B

R j > H(UB) (A.102)

= I(UB;XXXB) (A.103)
= I(UB;XXXB,YYY ) (A.104)
= I(UB;YYY )+ I(UB;XXXB|YYY ) (A.105)

= I(UAUB;YYY )� I
�
UA\B;YYY

��UB

�
+ I(UB;XXXB|YYY ) (A.106)

= I(UA;YYY )+ I
�
UB\A;YYY

��UA

�
� I
�
UA\B;YYY

��UB

�
+ I(UB;XXXB|YYY ) (A.107)

(A.101)
> nnA+ I

�
UB\A;YYY

��UA

�
� I
�
UA\B;YYY

��UB

�
+ I(UB;XXXB|YYY ) (A.108)

> nnA� I
�
UA\B;YYY

�
+ I(UB;XXXB|YYY ) (A.109)

=
n

Â
i=1

⇥
nA� I

�
UA\B;Yi

��YYY i�1�+ I
�
UB;XB,i

��YYY XXXi�1
B

�⇤
(A.110)

>
n

Â
i=1

⇥
nA� I

�
UA\B,i;Yi

��Qi
�
+ I
�
UB;XB,i

��YYY XXXi�1
B

�⇤
(A.111)

=
n

Â
i=1

⇥
nA� I

�
UA\B,i;Yi

��Qi
�
+ I(UB,i;XB,i|YiQi)

⇤
. (A.112)

The result now follows by a standard time-sharing argument. Note that the required Markov chains and
the independence constraints are satisfied. ⇤

The following result is a simple corollary of Lemma A.2 and will suffice for us.

COROLLARY A.1 For any (n0,nJ ,RJ ) 2RMI there are random variables (UJ ,Q) 2 P⇤ with

R j > 0, for all j 2 J , (A.113)

Â
j2A

R j �n0 > I(XA;UA|Y Q)� I
�
Y ;UJ \A

��Q
�
, for all A✓ J , (A.114)

R j �n j > I(Xj;Uj
��Y Q), for all j 2 J , (A.115)

n j 6 I(Y ;Uj
��Q), for all j 2 J . (A.116)

In the following proof, we will make use of some rather technical results on convex polyhedra,
derived in Appendix A.5.

Proof of Theorem 7.3. Assume (n0,nJ ,RJ ) 2RMI. We can then find (UJ ,Q) 2 P⇤ such that (A.113)–
(A.116) hold. We define (en0,enJ ) :=�(n0,nJ ) to simplify notation. It is straightforward to check that
the inequalities (A.113)–(A.116) define a sequence of closed convex polyhedra H( j) in the variables
(RJ ,en0,enJ ) that satisfy Assumptions 1 and 2 of Lemma A.8. H(0) is defined by (A.113) and (A.114)
alone, and for j 2 [0:J] the polyhedron H( j) is given in the K + j variables (RJ ,en0,en1,en2, . . . ,en j) by
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adding constraints (A.115) and (A.116) for each j 2 [1: j]. The set H(0) is a supermodular polyhedron
[16, Section 2.3] in the K variables (RJ ,en0) on (K,2K) with rank function

J(A) =

(
0, K /2A,

I
�
XA\K ;UA\K

��Y Q
�
� I
�
Y ;UJ \A

��Q
�
, K 2A,

(A.117)

where supermodularity follows via standard information-theoretic arguments. By the extreme point
theorem [16, Theorem 3.22], every extreme point of H(0) is associated with a total order < on K. Such
an extreme point is given by

R(<)
j = 0 for j < K,

R(<)
j = I(Uj;Xj

��U= jQ) for j = K,

n(<)
0 = I(Y ;U=K |Q)� I(Y ;U<K |Y Q). (A.118)

Assumption 3 of Lemma A.8 is now verified by

R(<)
j 6 I(Xj;Uj

��Y Q)+ I(Y ;Uj
��Q) = I(Xj;Uj

��Q). (A.119)

By applying Lemma A.8 we find that every extreme point of H(J) is given by a subset I ✓ J and an
order < of K as

R(<,I)
j = I(Xj;Uj

��Q), j 2 I, (A.120)

R(<,I)
j = 0, j /2 I and j < K, (A.121)

R(<,I)
j = I(Uj;Xj

��U= jQ), j /2 I and j = K, (A.122)

n(<,I)
j = I(Uj;Y

��Q), j 2 I, (A.123)

n(<,I)
j =�I(Uj;Xj

��Y Q), j /2 I and j < K, (A.124)

n(<,I)
j = I(Uj;Y

��U= jQ), j /2 I and j = K, (A.125)

n(<,I)
0 = I(Y ;U=K |Q)� I(Y ;U<K |Y Q). (A.126)

For each q 2 Q with P{Q = q} > 0 let the point (n(<,I,q)
0 ,n(<,I,q)

J
,R(<,I,q)

J
) be defined by

(A.120)–(A.126), but given {Q = q}. By substituting Uj ! ? if j /2 I and j < K, we see that
(n(<,I,q)

0 ,n(<,I,q)
J

,R(<,I,q)
J

) 2R(<,I)
MI and consequently (n(<,I)

0 ,n(<,I)
J

,R(<,I)
J

) 2 conv
⇣
R(<,I)

MI

⌘
. Defin-

ing the orthant O := {(n0,nJ ,RJ ) : n0 6 0,nJ 6 000,RJ > 000}, this implies

(nK,RJ ) 2 conv

 
[

<,I

conv
⇣
R(<,I)

MI

⌘!
+O = conv

 
[

<,I

R(<,I)
MI

!
+ conv(O) (A.127)

= conv

 
[

<,I

R(<,I)
MI +O

!
(A.128)

= conv

 
[

<,I

R(<,I)
MI

!
, (A.129)
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where (A.128) follows from [43, Theorem 1.1.2] and in (A.129) we used that R(<,I)
MI +O =R(<,I)

MI by
definition. Together with Lemma A.1 and the convexity of RMI we obtain

RMI ✓ conv

 
[

<,I

R(<,I)
MI

!
✓RMI. (A.130)

Note that RMI is convex by a time-sharing argument.
It remains to show that conv

⇣S
<,I R

(<,I)
MI

⌘
is closed. Using Proposition 7.4, we can write R(<,I)

MI =

FFF(<,I)(P 0
⇤)+O, where P 0

⇤ := {pY,XJ ,UJ : (UJ ,?) 2 P⇤,
��U j
��=
��X j
��+4J , j 2 J } is a compact subset of

the probability simplex and FFF(<,I) is a continuous function, given by the definition of R(<,I)
MI , (7.4)–(7.8).

We can thus write

conv

 
[

<,I

R(<,I)
MI

!
= conv

 
[

<,I

FFF(<,I)(P 0
⇤)+O

!
, (A.131)

which is closed by Lemma A.3.

A.4 Proof of Proposition 7.4

Pick arbitrary j, j 2 J . For nonempty B ✓ J with j 2 B we can write H(Xj
��UB) = EUj

⇥
f j,B
�
pXj |Uj( ·

|Uj)
�⇤

as well as H(Y |UB) = EUj

⇥
gB

�
pXj |Uj( · |Uj)

�⇤
, where

f j,B
�
pXj |Uj( · |u j)

�
:= H

�
Xj
��UB\ j,Uj = u j

�
, (A.132)

gB

�
pXj |Uj( · |u j)

�
:= H

�
Y
��UB\ j,Uj = u j

�
. (A.133)

Observe that f j,B and gB are continuous functions of pXj |Uj( ·
��u j). Apply the support lemma [13,

Appendix C] with the functions f j,B and gB for all j 2 J , j 2 B ✓ J , and
��X j
��� 1 test functions,

which guarantee that the marginal distribution pXj does not change. We obtain a new random variable
Û j with H(Xj|UB\ jÛ j) = H(Xj|UB) and H(Y |UB\ jÛ j) = H(Y |UB). By rewriting (7.4)–(7.8) in terms
of conditional entropies, it is evident that the defining inequalities for R(<,I)

MI remain the same when
replacing Uj by Û j. The support of Û j satisfies the required cardinality bound3

|Û j|6
��X j
���1+ J2J�1 +2J�1 (A.134)

6
��X j
��+4J . (A.135)

The same process is repeated for every j 2 J .

A.5 Results on convex polyhedra

We start this appendix with a simple lemma, which will be used in several proofs.

LEMMA A.3 For a compact set C ✓ Rn and a closed, convex set B ✓ Rn,

A := conv(C+B) = conv(C)+B =A. (A.136)

3There are J ways to choose j and 2J�1 ways to choose B.



DISTRIBUTED INFORMATION-THEORETIC CLUSTERING 25 of 30

Proof. We have A= conv(C)+ conv(B) = conv(C)+B by [43, Theorem 1.1.2] and the convexity of B.
Note that conv(C) is compact by [22, Theorem 2.3.4]. A is the sum of a compact set and a closed set and,
hence, closed [42, Exercise 1.3(e)]. ⇤

Let H be the convex polyhedron H := {xxx2Rn : AAAxxx> bbb} for an m⇥n matrix AAA=(aaa(1),aaa(2), . . . ,aaa(m))
T

and bbb 2 Rm, where aaaT
( j) is the jth row of AAA. In this section we will use the notation of [22]. In particular,

we shall call a closed convex set line-free if it does not contain a (straight) line. The characteristic cone
of a closed convex set C is defined as cc(C) := {yyy : xxx+lyyy 2 C for all l > 0} (xxx 2 C arbitrary) and ext(C)
is the set of all extreme points of C, i.e., points xxx 2 C that cannot be written as xxx = lyyy+(1�l )zzz with
yyy,zzz 2 C, yyy 6= zzz and l 2 (0,1).

LEMMA A.4 A point yyy is in cc(H) if and only if AAAyyy > 000.

Proof. If AAAyyy > 000, xxx 2 H and l > 0, AAA(xxx+lyyy) > AAAxxx > bbb. On the other hand, for aaaT
( j)yyy < 0, we have

aaaT
( j)(xxx+lyyy)< b j for l >

b j�aaaT
( j)xxx

aaaT
( j)yyy

> 0. ⇤

LEMMA A.5 If, for every i 2 [1:n], there exists j 2 [1:m] such that eeei = aaa( j) and for every j 2 [1:m],
aaa( j) > 000, then H is line-free and cc(H) = Rn

+.

Proof. For any yyy 2 Rn
+, clearly AAAyyy > 000 and hence yyy 2 cc(H) by Lemma A.4. If yyy /2 Rn

+ we have yi < 0
for some i 2 [1:n] and choose j 2 [1:m] such that aaa( j) = eeei, resulting in aaaT

( j)yyy = yi < 0. To show that H
is line-free assume that xxx+lyyy 2H for all l 2 R. This implies ±yyy 2 cc(H), i.e., yyy = 000. ⇤
DEFINITION A.1 A point xxx is on an extreme ray of the cone cc(H) if the decomposition xxx = yyy+ zzz with
yyy,zzz 2 cc(H) implies that yyy = l zzz for some l 2 R.

It is easy to see that the points on extreme rays of O are given by xxx = leeei for l > 0 and i 2 [1:n].
Define A(xxx) := { j 2 [1:m] : aaaT

( j)xxx = b j}. We say that exactly n0 linearly independent inequalities are
satisfied with equality at xxx, if AAAxxx > bbb and (aaa( j)) j2A(xxx) has rank n0.

LEMMA A.6 xxx 2 ext(H) if and only if exactly n linearly independent inequalities are satisfied with
equality at xxx.

Proof. Assuming that less than n linearly independent inequalities are satisfied with equality at xxx, we
find 000 6= ccc ? (aaa( j)) j2A(xxx) and thus xxx± eccc 2H for a small e > 0, showing that xxx /2 ext(H).

Conversely assume xxx /2 ext(H), i.e., xxx = lxxx0 + (1� l )xxx00 for l 2 (0,1) and xxx0,xxx00 2 H, xxx0 6= xxx00.
For any j 2 A(xxx), we then have laaaT

( j)xxx
0+(1�l )aaaT

( j)xxx
00 = b j, which implies aaaT

( j)xxx
0 = aaaT

( j)xxx
00 = b j and

therefore 000 6= xxx0 � xxx00 ? (aaa( j)) j2A(xxx). ⇤
LEMMA A.7 Assuming that H is line free and that exactly n� 1 linearly independent inequalities
are satisfied with equality at xxx. Then either xxx = lccc+(1�l )ddd where l 2 (0,1) and ccc,ddd 2 ext(H) or
xxx = ccc+ddd where ccc 2 ext(H) and ddd 6= 000 lies on an extreme ray of cc(H).

Proof. We obtain 000 6= rrr ? (aaa( j)) j2A(xxx). Define l1 := inf{l : xxx+l rrr 2H} and l2 := sup{l : xxx+l rrr 2H}.
Clearly l1 6 0 6 l2. As H is line free, we may assume without loss of generality l1 =�1 (note that
xxx /2 ext(H)) and set ccc = xxx� rrr. We now have ccc 2 ext(H) as otherwise ccc� errr 2H for some small e > 0.

If l2 < •, define ddd = xxx+l2rrr, which yields ddd 2 ext(H) and xxx = lccc+(1�l )ddd with l = l2
l2+1 . Note

that l2 6= 0 as xxx /2 ext(H).
If l2 = • we have xxx� ccc = rrr 2 cc(H). We need to show that rrr is also on an extreme ray of cc(H).
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Assuming rrr = rrr0+ rrr00 with rrr0,rrr00 2 cc(H) yields aaaT
( j)(rrr

0+ rrr00) = 0, which implies aaaT
( j)rrr

0 = aaaT
( j)rrr

00 = 0 for
every j 2A(xxx) by Lemma A.4. ⇤

For each j 2 [0:J], define the closed convex polyhedron H( j) := {xxx 2 RK+ j : AAA( j)xxx > bbb( j)}, where
AAA( j) is a matrix and bbb( j) a vector of appropriate dimension. We make the following three assumptions:

1. AAA( j) and bbb( j) are defined recursively as

AAA( j) :=

0

@
AAA( j�1) 000

000T 1
eeeT

j 1

1

A, bbb( j) =

0

B@
bbb( j�1)

c( j)
1

c( j)
2

1

CA, (A.137)

where c( j)
1 and c( j)

2 are arbitrary reals.

2. Each entry of AAA(0) equals 0 or 1 and for all k 2 K at least one row of AAA(0) is equal to eeeT
k . Due to

Assumption 1, this also implies that each entry of AAA( j) is in {0,1} and for all k 2 [1:K + j] at least
one row of AAA( j) is equal to eeeT

k .

3. For any extreme point xxx 2 ext(H(0)) and any j 2 J , assume x j 6 c( j)
2 � c( j)

1 .

LEMMA A.8 Under Assumptions 1 to 3, for every j 2 [0:J] and every extreme point yyy 2 ext(H( j)) there
is an extreme point xxx 2 ext(H(0)) and a subset I j ✓ [1: j] such that yK = xK and for every j 2 J ,

y j =

(
x j, j /2 I j,

c( j)
2 � c( j)

1 , j 2 I j,
(A.138)

and for every j 2 [1: j],

yK+ j =

(
c( j)

2 � x j, j /2 I j,

c( j)
1 , j 2 I j.

(A.139)

Proof. For every j 2 J , H( j) is line free by Assumption 2 and Lemma A.5 and can be written [22,
Lemma 6, p. 25] as H( j) = cc(H( j))+ conv

⇣
ext(H( j))

⌘
. Lemma A.5 also implies cc(H)( j) =O.

Let us proceed inductively over j 2 [0:J]. For j = 0 the statement is trivial. Given any yyy 2 ext(H( j)),
we need to obtain xxx 2 ext(H(0)) and I j such that yyy is given according to (A.138) and (A.139). Let
zzz = yyyK+ j�1

1 be the truncation of yyy. Exactly K + j linear independent inequalities of AAA( j)yyy > bbb( j) are
satisfied with equality by Lemma A.6, which is possible in only two different ways:

• Construction I: Exactly K + j�1 linear independent inequalities of AAA( j�1)zzz > bbb( j�1) are satisfied
with equality, i.e., zzz 2 ext(H( j�1)) by Lemma A.6, and at least one of

yK+ j > c( j)
1 , (A.140)

y j + yK+ j > c( j)
2 , (A.141)

is satisfied with equality.
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As zzz 2 ext(H( j�1)), there exists xxx 2 ext(H(0)) and I j�1 such that (A.138) holds for j 2 J and
(A.139) holds for j 2 [1: j�1] by the induction hypothesis. In particular y j = x j. Assuming
that (A.141) holds with equality, we have yK+ j = c( j)

2 � x j. Thus, the point xxx together with
I j = I j�1 yields yyy from (A.138) and (A.139). Equality in (A.140) implies equality in (A.141) by
Assumption 3.

• Construction II: Exactly K + j�2 linear independent inequalities of AAA( j�1)zzz > bbb( j�1) are satisfied
with equality and (A.140) and (A.141) are both satisfied with equality as well. Additionally, these
K + j inequalities together need to be linearly independent. This can occur in two different ways
by Lemma A.7.

Assume zzz = lxxx+(1�l )xxx0 for xxx,xxx0 2 ext(H( j�1)), xxx 6= xxx0 and l 2 (0,1). This implies yK+ j = c( j)
1

and y j = lx j +(1�l )x0j = c( j)
2 �c( j)

1 , which by Assumption 3 already implies x j = x0j = c( j)
2 �c( j)

1 .
Thus, (A.140) and (A.141) are satisfied (with equality) for every l 2 [0,1] and yyy cannot be an
extreme point as it can be written as a non-trivial convex combination.

We can thus focus on the second option which is that zzz is on an extreme ray of H( j�1), i.e.,
zzz = xxx+leee j0 for some xxx 2 ext(H( j�1)), l > 0 and j0 2 [1:K + j�1]. If j0 6= j, (A.140) and (A.141)
are satisfied for all l > 0 and thus yyy cannot be an extreme point because it can be written as a
non-trivial convex combination. For j0 = j the point xxx with I j = I j�1[ j yields the desired extreme
point.

⇤
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