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Abstract

We study a fictitious domain decomposition method for a nonlinearly bonded struc-
ture. Starting with a strongly convex unconstrained minimization problem, we intro-
duce an interface unknown such that the displacement problems on each subdomain
become uncoupled in the saddle-point equations. The interface unknown is eliminated
and a Uzawa conjugate gradient domain decomposition method is derived from the
saddle-point equations of the stabilized Lagrangian functional. To avoid interface fit-
ted meshes we use a fictitious domain approach, inspired by XFEM, which consists
in cutting the finite element basis functions around the interface. Some numerical
experiments are proposed to illustrate the efficiency of the proposed method.

Keywords: Domain decomposition; bonded structure; saddle-point problem; elastic-
ity.

1 Introduction

A bonded structure consists of two elastic adherents bonded by a thin adhesive layer. In
real world applications, bonded structures can be encountered in aircraft industrie (com-
posite structure, e.g., metal/polymer); civil engineering (concrete block/mortar); geology
(granite/clay or quartzite/magma). To avoid numerical difficulties due the geometrical and
mechanical differences between the adhesive and the adherents, simplified models obtained
by asymptotic analysis are used. In such models, the adhesive layer desapears, replaced by
a transmission condition. We refer to [5, 24] and references therein for asymptotic analysis
of bonded structures. With simplified models, the domain decomposition approach applies
in a natural way since the subdomains and the interface are already defined [18, 11].

In this paper we study a bonded structure composed of linear elastic adherents and
a nonlinear adhesive layer. Our model generalizes the linear model studied in [12, 11]
and the nonlinear model studied in [5, 6]. Starting with a strongly convex unconstrained
minimization problem, we introduce an interface unknown such that the displacement
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2 MODEL PROBLEM 2

problems on each subdomain become uncoupled if the multiplier is known. Then we
eliminate the auxiliary unknown to obtain a reduced Lagrangian functional. We derive a
Uzawa conjugate gradient algorithm based on the saddle-point equations of the stabilized
Lagrangian functional. For our domain decomposition method, we use a fictitious domain
approach to avoid the generation of compatible meshes. The fictitious domain method
we use was initiated by [16] for the Poisson equation (see also [4, 7, 15]) and allows the
use of different degrees of freedom for the interface multiplier and the subdomains. The
approach is inspired by XFEM [22] since it consists partially in cutting the finite element
basis function around the interface. But unlike XFEM, the finite element function spaces
are not enriched with singular functions, even though [1] shows a equivalence between both
methods.

The paper is organized as follows. In Section 2, we described the model problem. In
Section 3, we derive the dual problem and a Uzawa-type domain decomposition algorithm
in a continuous level. In Section 4 we introduce a standard finite element discretization
and a Uzawa conjugate gradient algorithm. In Section 5 we present the stabilized fictitious
domain discretization and the corresponding Uzawa conjugate gradient algorithm. Finally
in Section 6, we carry out some numerical experiments to illustrate the behavior of the
proposed method.

2 Model problem

Ω1

Ω2

Γ

Figure 1: A bonded structure : Ω1 and Ω2 sub-domains (adherents), Γ interface (thin
adhesive layer)

We consider, in R2, a system of two isotropic (linear) elastic bodies Ω1 and Ω2, bonded
along their common boundary Γ by a thin adhesive layer, see Figure 1. The common
boundary Γ is assumed to be nonempty surface of positive measure. Let ui be the dis-
placement field of the body Ωi. We set u = (u1,u2) the displacement field of the bonded
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structure and [u] = (u1−u2)|Γ the displacement jump across Γ. Under small deformations
assumption, constitutive equations are, for each body Ωi,

σi(ui) = 2µiεi(ui) + λi(div(ui))IR2 ,

εi(ui) =
1

2

(
∇ui +∇u>i

)
,

where µi and λi are the Lamé constants for Ωi. We assume that each body Ωi is subjected
to applied body forces f i and, for simplicity, Dirichlet boundary conditions are taken on
a part of its boundary Γi, with meas(Γi) > 0. With the above assumptions, the local
equilibrium equations, for the bonded structure, are

−div σi(ui) = f i, in Ωi, i = 1, 2 (2.1)

ui = 0, on Γi, i = 1, 2, (2.2)

σi(ui)ni = (−1)i
∣∣K[u]

∣∣p−2
K2[u], i = 1, 2 on Γ. (2.3)

Eq. (2.3) is the transmission conditions, modelling the thin adhesive layer, in which ni is
the unit outward normal to Ωi, p ∈ [2, +∞[, |·| is the Euclidean norm, andK is the bonding
tensor assumed to be constant, bounded, symmetric and strictly positive. The transmission
condition (2.3) generalized the transmission conditions studied in [5, 11, 18, 17, 6, 24].
Indeed, if p = 2 we find the linear transmission condition studied in [11, 18, 17], i.e.

σi(ui)ni = (−1)iK̃[u], i = 1, 2,

with K̃ = K2. If K = κIR2 we recover the model studied in [5, 6, 24], i.e.

σi(ui)ni = (−1)iκ̃
∣∣[u]
∣∣p−2

[u], i = 1, 2,

with κ̃ = κp.
Let us define, for i = 1, 2, the subspaces

Vi =
{
vi ∈ (H1(Ωi))

2; vi = 0 on Γi
}

and the forms

ai(ui,vi) =

∫
Ωi

σi(ui) : ε(vi) dx; ui,vi ∈ Vi (2.4)

fi(vi) =

∫
Ωi

fi · vi dx; vi ∈ Vi,

assuming that fi ∈ (L2(Ωi))
2. We set V = V 1 × V 2 and

a(u,v) =

2∑
i=1

ai(ui,vi),
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f(v) =
2∑
i=1

f i(vi).

The scalar product over Γ is denoted by (·, ·)Γ. The variational formulation of the problem
(2.1)-(2.3) is therefore:

Find u = (u1,u2) ∈ V 1 × V 2 such that

a(u,v) +
(∣∣K[u]

∣∣p−2
K[u],K[v]

)
Γ

= f(v), ∀v ∈ V . (2.5)

using the symmetry property of K.
For the derivation of the domain decomposition method, we need a minimization for-

mulation of (2.5). To this end, we introduce the total potential energy of the adherents

J(v) =
1

2
a(v,v)− f(v). (2.6)

The thin adhesive layer is characterized by the following non quadratic potential energy

JΓ(v) =
1

p

∫
Γ
|K[v]|pdΓ. (2.7)

The bonded structure problem (2.5) can be formulated as the following minimization
problem.

Find u ∈ V such that

J(u) + JΓ(u) ≤ J(v) + JΓ(v), ∀v ∈ V (2.8)

The functional J + JΓ being strictly convex, coercive and Gâteaux-differentiable, we
have the following classical theorem (see e.g., [10, 21]).

Theorem 2.1. The minimization problem (2.8) has a unique solution u verifying (2.5).

3 Dualization and Lagrangian formulation

To simplify the nonlinear structure of (2.8) by decoupling the elasticity subproblems, we
have to introduce an auxiliary interface unknown linked to u through a linear constraint.
To handle this constraint, we use a Lagrange multiplier and reduce (2.8) to a saddle-point
problem.

3.1 Constrained optimization formulation

To transform the unconstrained minimization problem (2.8) into a constrained minimiza-
tion problem we introduce the (interface) auxiliary unknown φ = K[u]. We then obtain

Find (u,φ) ∈ V ×Lp(Γ) such that

J(u) + JΓ(φ) ≤ J(v) + JΓ(ϕ), ∀(v, ϕ) ∈ V ×Lp(Γ), (3.1)
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K[u]− φ = 0, (3.2)

where the interface functional is now

JΓ(φ) =
1

p

∫
Γ
|φ|pdΓ.

With (3.1)-(3.2), we associate the Lagrangian functional

L(u,φ;λ) = J(v) + JΓ(φ) + (K[u]− φ,λ)Γ (3.3)

such that the solution to (3.1)-(3.2) reduces to the following saddle-point problem

Find (u,φ;λ) ∈ V ×Lp(Γ)×Lq(Γ) such that

L(u,φ;µ) ≤ L(u,φ;λ) ≤ L(v,ϕ;λ), ∀(v,ϕ;µ) ∈ V ×Lp(Γ)×Lq(Γ), (3.4)

where q is such that 1/p+ 1/q = 1.

Theorem 3.1. The saddle-point problem (3.4) has a unique solution (u,φ;λ) in V ×
Lp(Γ)×Lq(Γ) with (u,φ) solution of (3.1)-(3.2) and λ = |K[u]|p−2K[u].

Proof. Since J+JΓ is strictly convex and the constraints are linear, the saddle point exists
and is unique (see, e.g., [9, §.III.3] or [23, §28]). The saddle-point (u,φ,λ) of L is solution
of the following Euler-Lagrange equations∑

i

ai(ui,vi) =
∑
i

f i(vi)− (λ,K[v])Γ, ∀v ∈ V , (3.5)

(|φ|p−2φ,ϕ)Γ = (λ,ϕ)Γ, ∀ϕ ∈ Lq(Γ) (3.6)

(µ,K[u]− φ)Γ = 0, ∀µ ∈ Lq(Γ). (3.7)

From(3.7) we get φ = K[u]. Substituting this result in (3.6) we obtain the optimal value
of λ.

The main advantage of the Lagrangian formulation is that, if λ is known then (3.5) is
uncoupled and

(λ,K[v])Γ = (Kλ, [v])Γ,

K being symmetric. Then (3.5) can be set in each subdomain independently, that is

ai(ui,vi) = f i(vi) + (−1)i(Kλ,vi)Γ, ∀vi ∈ Vi, i = 1, 2.

As in [6], we can set ϕ← λ and ϕ← φ in (3.6) to get

|φ|p−2φ · λ = |λ|2, (3.8)

|φ|p = λ · φ. (3.9)

Using (3.9) in Eq. (3.8) we obtain

|φ| = |λ|1/(p−1)
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and
φ = λ/|λ|(p−2)/p−1. (3.10)

The terms involving φ in L become (q = p/(p− 1))

1

p

∫
Γ
|φ|pdΓ =

1

p

∫
Γ
|λ|qdΓ,∫

Γ
λ · φdΓ =

∫
Γ
|λ|qdΓ,

such that the Lagrangian functional (3.3) becomes

L(u,λ) = J(u) + (λ,K[u])Γ −
1

q

∫
Γ
|λ|qdΓ. (3.11)

The saddle-point of the reduced Lagrangian (3.11) is the solution of the reduced Euler-
Lagrange equations

ai(ui,vi) = f i(vi) + (−1)i(Kλ,vi)Γ, ∀vi ∈ Vi, (3.12)

(|λ|q−2λ,µ)Γ = (K[u],µ)Γ, ∀µ ∈ Lq(Γ). (3.13)

Our domain decomposition method is based on the reduced Lagrangian functional (3.11)
through its saddle-point equations (3.12)-(3.13).

3.2 Dual problem

The dual problem of (3.1)-(3.2) is obtained by eliminating the primal unknown u. To this
end we assume that u = u(λ) is solution of the uncoupled sub-problems

ai(ui,vi) = f i(vi) + (−1)i(Kλ,vi)Γ, ∀vi ∈ Vi, i = 1, 2; (3.14)

that is, ∑
i

ai(ui,vi) =
∑
i

f i(vi)− (λ,K[v])Γ, ∀vi ∈ Vi. (3.15)

Setting vi ← ui in (3.15) and substituting the result in (3.11) we get the dual functional

J∗(λ) = −1

q

∫
Γ
|λ|qdΓ− 1

2

∑
i

ai(ui(λ),ui(λ)). (3.16)

The dual problem is therefore

Find λ ∈ Lq(Γ) such that

J∗(λ) ≥ J∗(µ), ∀µ ∈ Lq(Γ). (3.17)

Note that the bilinear forms ai are coercive, i.e., there exists mi > 0 such that

mi ‖ ui ‖H1(Ωi)≤ ai(ui,ui), ∀ui ∈ Vi.
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It follows that, from (3.14) and the compact embedding of H1(Ω) into Lq(Γ),

‖ u ‖H1(Ω)≤ c ‖ λ ‖Lq(Γ), ∀λ ∈ Lq(Γ), (3.18)

where c is a positive constant. On the other hand, ai is continuous, i.e., there exists ni > 0
such that

ai(ui,ui) ≤ ni ‖ ui ‖H1(Ωi), ∀ui ∈ Vi. (3.19)

We deduce from (3.18)-(3.19) that J∗(λ)→ −∞ as ‖ λ ‖Lq(Γ)→ +∞. Then J∗ is strictly
concave and coercive for p ≥ 2. If follows that (3.17) as unique solution ( see, e.g., [10, 21]).

3.3 Domain decomposition algorithm

We easily deduce, from (3.15), that the mapping λ 7→ u(λ) is linear and u(λ+ρµ) = u+ρw
with w the solution of the sensitivity problem

ai(wi,vi) = (−1)i(Kµ,vi)Γ, ∀vi ∈ Vi, i = 1, 2. (3.20)

Then the first directional derivative of J∗ is given by

∂

∂λ
J∗(λ) · µ = −(|λ|q−2λ,µ)Γ −

∑
i

ai(ui,wi).

Setting vi ← ui in (3.20) we obtain

∂

∂λ
J∗(λ) · µ = −(|λ|q−2λ,µ)Γ + (K[u],µ)Γ.

Hence the gradient of the dual functional

γ := ∇J∗(λ) = K[u]− |λ|q−2λ, ∀λ ∈ Lq(Γ). (3.21)

With the gradient available, we can design a maximization algorithm for J∗ of the form

λk+1 = λk + ρkµ
k,

where µk is a search direction, that is, verifying

∂

∂λ
J∗(λ) · µ > 0.

If p = 2, then Lq(Γ) = L2(Γ) is a Hilbert space. A search direction can be computed
from (3.21). If p > 2, then Lq(Γ) is no more a Hilbert space but a search direction can be
constructed using a Riesz mapping from Lq(Γ) to Lp(Γ) (see, e.g., [6, 8]).

After computing the search direction, we have to determine the step size ρ∗ by solving
(for ρ)

0 =
∂

∂λ
J∗(λ+ ρµ) · µ =

(
K[u] + ρK[w]− |λ+ ρµ|q−2(λ+ ρµ),µ

)
Γ
. (3.22)
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For p = q = 2, a straightforward calculation yields to

ρ∗ = −
(K[u]− λ,µ)Γ

(K[w]− µ,µ)Γ

.

If p > 2, (3.22) is strongly nonlinear and a numerical method for nonlinear equations must
be used.

A continuous domain decomposition algorithm that generates a maximizing sequence
for J∗ is described in Algorithm 1. A detailed and discrete version will be given in the
next section.

Algorithm 1 Uzawa-type domain decomposition method.
Assuming that λk is known

• Compute the search direction µk

• Solve, for wk = (w1,w2) ∈ V1 × V2 , the uncoupled sensitivity subproblems

ai(w
k
i ,vi) = (−1)i(Kµk,vi)Γ, ∀vi ∈ Vi, i = 1, 2.

• Compute the step size ρk by solving (3.22)

• Update the unknowns: λk+1 = λk + ρkµ
k and uk+1

i = uki + ρkw
k
i , for i = 1, 2.

4 Finite element approximation

We assume that Ωi has a polygonal Lipschitz-continuous boundary, so it can be entirely
triangulated. We also assume that Γ = ∂Ω1 ∩ ∂Ω2 is a straight line. Let Th = T1h ∪T2h be
a triangulation of Ω = Ω1∪Ω2, consisting of triangles T not crossing the bonding interface
Γ. We also assume that the meshes match on Γ, i.e., the nodes opposite to one another
have the same coordinates so that the solution jump [u] can be computed easily. We define
finite element spaces of displacements

Vih =
{
v ∈ C0(Ωi)

2; v|T ∈ P1(T )2, ∀T ∈ Tih; v = 0 on Γi
}
⊂ Vi, i = 1, 2,

where P1(T ) is the space of polynomials of degree ≤ 1 on T . The triangulation Th induces
on Γ a decomposition Ih into intervals I. We then define the finite element space for the
interface unknowns

Λh =
{
λh ∈ C0(Γ)2; λh|I ∈ P1(I)2, ∀I ∈ Ih

}
⊂ Lq(Γ).

The space Λh will be the space of the interface Lagrange multipliers. Since Λh ⊂ L2(Γ),
we can work in L2(Γ) as in [12]. In [6], it is shown that the convergence obtained in L2(Γ)
with Λh is also valid for Lq(Γ).
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For λh ∈ Λh, the discrete dual functional is then

J∗(λh) = −1

q

∫
Γ
|λh|qdΓ− 1

2

∑
i

ai(uih(λh),uih(λh)), (4.1)

where uih(λh) ∈ Vih is the solution of the discrete (uncoupled) displacement subproblems

ai(uih,vih) = f i(vih) + (−1)i(Kλh,vih)Γ, ∀vih ∈ Vih. (4.2)

For a search direction µh ∈ Λh, the discrete uncoupled sensitivity subproblems are

ai(wih,vih) = (−1)i(Kµh,vih)Γ, ∀vih ∈ Vih, i = 1, 2.

In the discrete setting, a search direction is computed from (3.21). Since J∗ is a general
nonlinear functional, one of the best search direction is a conjugate gradient direction. For
the Fletcher-Reeves version, the conjugate gradient is constructed as follows, at iteration
k.

βk = ‖ γk+1
h ‖2L2(Γ)‖ γ

k
h ‖−2

L2(Γ)
, (4.3)

µk+1
h = γk+1

h + βkµ
k
h. (4.4)

After computing the search direction, we have to determine the step size ρk by solving (for
ρ) a discrete version of (3.22) , i.e.(

K[uh] + ρK[wh]− |λh + ρµh|q−2(λh + ρµh),µh
)

Γ
= 0.

As in [6], we use the following fixed-point procedure

ρn+1 =
(K[uh]− |λh + ρnµh|q−2λh,µh)Γ

(K[wh]− |λh + ρnµh|q−2µh,µh)Γ
, n ≥ 0. (4.5)

With the results above, the Uzawa conjugate gradient domain decomposition for a
bonded structure is described in Algorithm 2.

5 Fictitious domain approach

To avoid the generation of meshes which coincide on the interface, we chose the fictitious
domain approach in which the choice of the degrees of freedom for the multiplier on Γ is
made independently of the mesh. The fictitious domain used here has been first introduced
by Haslinger and Renard [16] for the Poisson problem.

5.1 Interface mesh

We set Ω = Ω1∪Ω2 and let T be a triangulation of Ω using piecewise linear finite elements
which are independent of the location of the interface Γ. In practice, the triangulation Th
is generated without taking into account the interface Γ. Let T be a triangle intersected by
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Algorithm 2 Uzawa conjugate gradient domain decomposition method.
Step 0. λ0

h is given, compute u0
h = (u0

1h,u
0
2h) ∈ V1h × V2h such that

ai(u
0
ih,vih) = f i(vih) + (−1)i(Kλ0

h,vih)Γ, ∀vihi ∈ Vih, i = 1, 2.

γ0
h = K[u0

h]− |λ0
h|q−2λ0

h

µ0
h = γ0

h

Step k ≥ 0. Assuming that λkh is known

• Solve, for wk
h = (w1h,w2h) , the uncoupled sensitivity subproblems

ai(w
k
ih,vih) = (−1)i(Kµkh,vih)Γ, ∀vih ∈ Vih, i = 1, 2.

• Compute the step size ρk using (4.5)

• Update the unknowns

λk+1
h = λkh + ρkµ

k
h

uk+1
ih = ukih + ρkw

k
ih, i = 1, 2.

• Gradient : γk+1
h = K[uk+1

h ]− |λk+1
h |q−2λk+1

h

• Conjugate gradient direction: µk+1
h = γk+1

h + βkw
k
h

βk =‖ γk+1
h ‖2‖ γkh ‖−2

the interface and thus consists of two sub-elements T1 = Ω1∩K and T2 = Ω2∩K. Assume
that T = {a, b, c}, with a, b ∈ Ω1 and c ∈ Ω2. Following [7, 15], T is split into two copies
T1 = {a1, b1, c1} and T2 = {a2, b2, c2}, using fictitious nodes c1 ∈ Ω1 and a2, b2 ∈ Ω2. We
then obtain two independent meshes, one completely covering Ω1 and the other completely
covering Ω2.

For the displacement field approximation, the triangles that are not crossed by Γ are
handled in the standard way. For a triangle Ti crossed by Γ the displacement field is
approximated by uh(x) =

∑
φj(x)Hi(x)uj , where φj are the standard piecewise linear

basis functions, uj are nodal values and Hi is the Heaviside function

Hi(x) =

{
1 if x ∈ Ωi

0 if x 6∈ Ωi.

Let us consider some discrete spaces Ṽ h⊂ (H1(Ω))2 and Λ̃h ⊂ (L2(Ω))2 defined by

Ṽh =
{
vh ∈ C0(Ω̄)2 | vh|Γ0

= 0, vh|T ∈ P1(T ), ∀T ∈ Th
}
,
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Λ̃h =
{
µh ∈ C0(Ω̄)2 | µh|T ∈ P1(T ), ∀T ∈ Th

}
,

where Γ0 = Γ1 ∪ Γ2, and P1(T ) is the space of polynomials of degree ≤ 1 on T . We then
define V ih and Λh as the restriction of Ṽh and Λ̃h to Ωi and Γ, i.e.

Vih := Ṽh|Ωi
, Λh := Λ̃h|Γ.

Unlike the fictitious method with distributed Lagrange multipliers (see, e.g., [13, 14]),
the Lagrange multiplier nodes are the intersection of Γ with the edges of the triangles
crossed.

5.2 Stabilization

The assumption uh(λh) is the solution of

ai(uih,vih) = f i(vih)− (Kλh, [vh])Γ, ∀vih ∈ Vih,

used for the derivation of the domain decomposition Algorithm 2 implies that

−Kλh = σ1(u1h) · n1 = −σ2(u2h) · n2

that is
λh = −K−1σ1(u1) · n1 = K−1σ2(u2h) · n2. (5.1)

To ensure the convergence of the Lagrange multiplier for any interface configuration,
Barbosa-Hughes [2, 3] propose to add, to the Lagrangian functional, an additional "penalty"
term which takes into account (5.1). We then consider the following Lagrangian functional,
for α > 0,

Lα(uh,λh) = L(uh,λh)− α
2

∫
Γ
|λh+K−1σ1(u1h)n1|2dΓ− α

2

∫
Γ
|λh−K−1σ2(u2h)n2|2dΓ,

(5.2)
where L is the reduced Lagrangian functional (3.11). Since the additional terms in (5.2)
are quadratic, the dual functional, the gradient and the optimal step size can be computed
easily, following the same procedure as in Section 3.

Computing the first derivatives of (5.2), we obtain the saddle point equations

Find (uh,λh) ∈ Vh ×Λh such that

aα(uh,vh) + bα(vh,λh) = f(vh), ∀vh ∈ Vh, (5.3)

bα(uh,µ)− c(λh,µh) = 0, ∀µh ∈ Λh, (5.4)

where

aα(uh,vh) =
∑
i

a(uih,vih)− α
∑
i

(
K−1σi(uih)ni,K

−1σi(vih)ni
)

Γ
(5.5)
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bα(λh,vh) = (λ,K[vh])Γ − α
∑
i

(−1)i(K−1σi(vih)ni,λh)Γ

c(λh,µh) = 2α(λh,µh)Γ

The negative quadratic term in (5.5) deteriorates the coerciveness of the bilinear form aα
if α is too large. Assuming that uh(λh) is the solution of (5.3) , we obtain the stabilized
sensitivity problem

aα(uh,vh) = −
(
µh,K[vh] + α

∑
i

(−1)iK−1σi(vih)ni
)

Γ
, ∀vh ∈ Vh, (5.6)

and the stabilized dual functional

J∗α(λh) = −1

2
aα(uh,uh)− 1

q

∫
Γ
|λh|qdΓ− α

∫
Γ
|λh|2dΓ.

The fixed-point scheme (4.5) for the optimal stepsize becomes

ρ0 = −
(K[uh]− 2αλh,µh)Γ

(K[wh]− 2αµ,µ)Γ

, (5.7)

ρn+1 = −
(
K[uh]− (2α+ |λh + ρnµh|q−2)λh,µh

)
Γ

(K[wh]− (2α+ |λh + ρnµh|q−2)µh,µh)Γ

, n ≥ 0 (5.8)

The initial step size ρ0 corresponds to the quadratic case (i.e. p = 2).

5.3 Stabilized domain decomposition algorithm

To simplify the presentation of the algorithm, we set

aαi(uih,vih) = ai(uih,vih)− α
(
K−1σi(uih)ni,K

−1σi(vih)ni
)

Γ

bαi(λh,vih) =
(
Kλh,vih + αK−1σi(vih)ni

)
Γ
,

so that the subdomain problems can be written

aαi(uih,vih) = f(vih) + (−1)ibαi(λh,vih), ∀vih ∈ V ih, i = 1, 2.

The stabilized Uzawa conjugate gradient domain decomposition method for a nonlinearly
bonded structure is described in Algorithm 3.

6 Numerical experiments

We now study the numerical behavior of Algorithm 3. We have implemented Algorithm 3
in MATLAB, using vectorized assembling functions and the mesh generator provided in
[19, 20], on a computer running Linux (Ubuntu 16.04) with 3.00GHz clock frequency and
32GB RAM. The test problem used is designed in order to illustrate the numerical behavior
of the algorithms more than to model actual bonded structures.
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Algorithm 3 Stabilized Uzawa conjugate gradient domain decomposition method.
Step 0. α > 0 and λ0

h is given, compute u0
h = (u0

1h,u
0
2h) ∈ V1h × V2h such that

aαi(u
0
ih,vih) = f(vih) + (−1)ibαi(λ

0
h,vih), ∀vih ∈ Vih, i = 1, 2.

Compute γ0
h ∈ Λh such that

(γ0
h, γ̃h)Γ =

(
K[u0

h]− (2α+ |λ0
h|q−2)λ0

h, γ̃
)

Γ
, ∀γ̃h ∈ Λh.

Initial search direction: µ0
h = γ0

h

Step k ≥ 0. Assuming that λkh, ukh, µ
k are known

• Solve, for wk
h , the uncoupled sensitivity subproblems

aαi(wih,vih) = (−1)ibαi(µ
k
h,vih), ∀vih ∈ Vih, i = 1, 2.

• Compute the step size ρk using (5.7)-(5.8)

• Update the unknowns

λk+1
h = λkh + ρkµ

k
h

uk+1
ih = ukih + ρkw

k
ih, i = 1, 2.

• New gradient: γk+1
h = K[uk+1

h ]− (2α+ |λk+1
h |q−2)λk+1

h .

• New direction: µk+1
h = γk+1

h + βkw
k
h with βk =‖ γk+1

h ‖2‖ γkh ‖−2.

The test problem used is illustrated in figure 2, derived from [18]. The adherents and
the interface are

Ω1 = (−10, 0)× (0, 50), Ω2 = (0, 10)× (0, 50), Γ = {0} × (0, 50).

The materials are isotropic and the materials constants of the adherents are

E1 = 50000MPA, ν1 = 0.3, E2 = 25000MPA ν2 = 0.3.

There are no volume forces, i.e. f i = 0 for i = 1, 2. On Γi, Dirichlet boundary conditions
ui = 0 are prescribed while Γσi is subjected to surface traction

σi(ui)ni = −100

(
0
1

)
on Γσi , i = 1, 2,

with ni the unit outward normal. The bonding tensor K, modelling the thin adhesive
layer, is given by

K =
(E∗)1/p

2(1 + ν∗)

[
(1−ν∗)
1−2ν∗ 0

0 1

]
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where E∗ = 1800MPA and ν∗ = 0.35. Note that Kp → 0 when p→ +∞.

Ω1

Γ1

Γσ2Γσ1

Ω2

Γ2

Γ

-
x1

6
x2

Figure 2: Geometry of the bonded structure problem

6.1 Implementation details

We use the following stopping criterion for Algorithm 3

‖ γkh ‖L2(Γ)< 10−5 ‖ γ0
h ‖L2(Γ) .

For the step size, we stop the fixed-point scheme if the relative error on ρn becomes smaller
than 10−10. Without a suitable λ0

h, the number of iterations required by Algorithm 3 could
becomes prohibitive, for p > 2. We use the following procedure for the initialization step
of the algorithm. We first solve

aαi(ũih,vih) = f(vih), ∀vih ∈ Vih, i = 1, 2.

Then we compute the initial value of the Lagrange multiplier using Theorem 3.1, i.e.

λ0
h = |K[ũh]|p−2K[ũh]

We use the following formula (derived from[7]) for the stabilization parameter

α = 10−10h
1− 2ν̃

Ẽ

where h is the mesh size, ν̃ = max(ν1, ν2) and Ẽ = max(E1, E2).
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p = 2 p = 3 p = 4 p = 10

Figure 3: Deformed configurations for various values of p, obtained using standard FEM

6.2 Standard FEM Versus Fictitious domain decomposition

We first consider a discretization with a uniform mesh composed of 20× 51 nodes and 101
interface nodes. We also consider a standard FEM discretization with 2× 1658 nodes and
105 interface nodes. In Figure 3-4 we plot the deformed configurations obtained with both
approaches. One can notice that both methods produce the same results and the bondng
effect disappears for large values of p. Figure 5, representing the interface normal stress,
confirms that the bonding effect disappears for large values of p.

p = 2 p = 3 p = 4 p = 10

Figure 4: Deformed configurations for various values of p, obtained using the proposed
fictitious domain decomposition method

6.3 Scalability

To study the numerical behavior of the proposed fictitious domain decomposition method,
the initial mesh of Figure 4 is successively refined to produce meshes with 40×101, 80×201,
160 × 401 and 320 × 801 nodes. We report in Table 1 the number of iterations and the
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CPU time (in Seconds) versus the number of unknowns. We first notice that the number of
iterations, for a fixed value of p, is virtually independent of the mesh size. We also notice
that the number of iterations is strongly related to the value of p. For p = 2, the functional
J+JΓ is quadratic and strongly convex, then the conjugate gradient algorithm theoretically
converges in a finite number of steps. For p > 2, J + JΓ is a general nonlinear functional
and the conjugate gradient converges, theoretically, in infinite number of iterations.

Figure 5: Normal stress distribution on Γ

Mesh nodes p = 2 p = 3 p = 4 p = 10
m× n IT CPU IT CPU IT CPU IT CPU
20× 51 8 0.06 61 0.13 299 0.42 21 0.09
40× 101 8 0.07 61 0.25 352 1.41 21 0.13
80× 201 8 0.28 64 1.51 455 9.99 21 0.61
160× 401 8 2.09 59 10.78 379 65.33 21 4.35
320× 801 8 13.14 74 84.96 408 450.11 21 27.49

Table 1: Performance of Algorithm 3: number of iterations (IT) and CPU times in Seconds
(CPU).

7 Conclusion

We have studied a fictitious domain decomposition method for a nonlinearly bonded struc-
ture. Numerical experiments show that the proposed method is numerically scalable, with
respect to the mesh size for a fixed value of p. For p = 2 or for large values of p, the
number of iterations required for convergence is relatively small. For other values of p, the
number of iterations required for convergence can become large, since the convergence of
the conjugate gradient method in a finite number of iterations is no longer guaranteed for
general non linear functions. Further work is underway to improve the proposed Uzawa
conjugate gradient method by using preconditioning and restart techniques.
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