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Abstract

Improvements in Earth observation by satellites allow for imagery of ever higher temporal and spatial resolution. Leveraging this data for agricultural monitoring is key for addressing environmental and economic challenges. Current methods for crop segmentation using temporal data either rely on annotated data or are heavily engineered to compensate the lack of supervision. In this paper, we present and compare datasets and methods for both supervised and unsupervised pixel-wise segmentation of satellite image time series (SITS). We also introduce an approach to add invariance to spectral deformations and temporal shifts to classical prototype-based methods such as K-means and Nearest Centroid Classifier (NCC). We show this simple and highly interpretable method leads to meaningful results in both the supervised and unsupervised settings and significantly improves the state of the art for unsupervised classification of agricultural time series on four recent SITS datasets \cite{17, 27, 28, 59}. Our complete code is available at https://github.com/ElliotVincent/AgriITSC.
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1. Introduction

With risks of food supply disruptions, constantly increasing energy needs, population growth and climate change, the threats faced by global agriculture production are plenty \cite{35, 42}. Monitoring crop yield production, controlling vegetal health and growth, and optimizing crop rotations are among the essential tasks to be carried out at both national and global scales. Because regular ground-based surveys are challenging, remote sensing has very early on appeared as the most practical tool \cite{23}.

Thanks to public and commercial satellite launches such
as ESA's Sentinel constellation [1, 12], NASA's Landsat [60] or Planet’s PlanetScope constellation [4, 55], Earth observation is now possible at both high temporal frequency and moderate spatial resolution, typically in the range of 10m/pixel. Sensed data can thus be processed as satellite image time series (SITS) at either the image or pixel level. In particular, several recent agricultural SITS datasets [17, 27, 28, 47, 59] make such data available to the machine learning community, mainly for improving crop type classification.

In this paper, we focus on methods approaching SITS segmentation as multivariate time series classification (MTSC) by considering multi-spectral pixel sequences as the data to classify. While this excludes some methods, such as [17] which explicitly leverages the extent of individual parcels, it enables us to extensively evaluate more general MTSC methods that have not yet been applied to agricultural SITS classification. We give particular attention to unsupervised methods as well as interpretability, which we believe would be appealing for extending results beyond well annotated geographical areas.

Our contributions are twofold. First, we benchmark approaches on four recent SITS datasets [17, 27, 28, 59] in both the supervised and unsupervised settings. State-of-the-art supervised methods [16, 54, 62] are typically complex and require vast amounts of labeled data, i.e., time series with accurate crop labels. We show that, while they provide strong accuracy boosts on datasets with limited domain gap between train and test data, they do not improve over the simple nearest centroid classification baseline on the more challenging DENETHOR [28] dataset. K-means clustering [33] and its variant [40, 63] using dynamic time warping (DTW) measure - instead of euclidean distance - are the strongest baselines [44] in the unsupervised setting.

Second, we adapt the deep transformation-invariant (DTI) clustering [36] to SITS classification by designing a transformation module corresponding to time warping. While deep unsupervised methods rely either on representation learning or pseudo-labeling, our method learns deformable prototypical sequences (Figure 1) by optimizing a reconstruction loss. Prototypes are multivariate time series, typically representing a type of crop, and that can be deformed to model intra-class variabilities. Following [31], we present results with prototypes learned with and without supervision, as extensions of the nearest centroid classifier [10] or the K-means clustering [33], depending on the case.

2. Related Work

We first review methods specifically designed for SITS classification which are typically supervised and may take as input complete images or individual pixel sequences. When each pixel sequence is considered independently, SITS classification can be seen as a specific case of MTSC, for which both supervised and unsupervised approaches exist, which we review next. Finally, we review transformation-invariant prototype-based classification approaches which we extend to SITS classification in this paper.

Supervised satellite image time series classification. Deep networks for SITS classification either take individual pixel sequences [2, 16, 18, 20] or series of images [17, 39, 46] as input. While treating images as a whole may undeniably improves pattern learning for classification as the model can access spatial context information, we focus our work on pixel sequences, which allows us to present a simpler and less restrictive framework that can generalize better to various forms of input data. We evaluate our approach on four recent datasets of agricultural geospatial data [17, 27, 28, 59].

Supervised multivariate times series classification. Methods achieving MTSC can be divided in two subgroups: whole series-based techniques and feature-based techniques. Whole series-based methods includes nearest-neighbor search - where the closest neighbor is computed either using Euclidian distance [10] or DTW [52] - and prototype-based approaches that model a template for each class of the dataset [50, 51] and classify an input at inference by assigning it to the nearest prototype. Feature-based classifiers include bag-of-patterns methods [48, 49], shapelet-based techniques [5, 30] and deep encoders like 1D-CNNs [22, 54] or LSTMs [20, 25, 62].

Unsupervised multivariate time series classification. The classical approach to multivariate time series clustering is to apply K-means [33] to the raw time series. DTW has been shown to improve upon K-means for time series clustering in the particular case of SITS [40, 63]. DTW is used during both steps of K-means: the assignment is performed under DTW and the centroids are updated as the DTW-barycenter averages of the newly formed clusters.

Approaches to multivariate time series clustering often work on improving the representation used by K-means. Methods either extract hand-crafted features [41, 43, 57] or apply principal component analysis [29, 53]. In [41], mean-shift [9] is used to segment the image into potential individual crops and K-means features are the means of the spectral bands and the smoothness, area and elongation of the obtained segments. [24] reproduces this multi-step scheme but instead (i) applies mean-shift segmentation to a feature map encoded by a 3D spatio-temporal deep convolutional autoencoder, (ii) takes the median of the spectral bands over a segment as a feature representation, and (iii) uses hierarchical clustering to classify each segment. Other deep approaches that perform unsupervised classification of
time series either use pseudo-labels to train neural networks in a supervised fashion [19, 21] or focus on learning deep representations on which clustering can be performed with standards algorithms [15, 56]. DTIC [19] iteratively trains a TempCNN [39] with pseudo-labeling and performs K-means on the learned features to update the pseudo-labels.

Methods that perform deep unsupervised representation learning and clustering simultaneously [8, 61] are promising for time series classification. Although some recent works [15, 56] train supervised classifiers using these learned features on temporal data as input, to the best of our knowledge, no method designed for time series performs classification in a fully unsupervised manner.

Transformation-invariant prototype-based classification. The DTI framework [36] jointly learns prototypes and prototype-specific transformations for each sample. Each prototype is associated with a transformation network, which predicts transformation parameters for every sample and thus enables the prototype to better reconstruct them. The resulting models can be used for downstream tasks such as classification [31, 36], few-shot segmentation [32] and multi-object instance discovery [37] and be trained with or without supervision. To the best of our knowledge, the DTI framework has never been applied to the case of time series, for which classifiers need to be invariant to some temporal distortions. Previous works bypass this concern using DTW to compare the samples to classify [40, 50] or by applying a transformation field to a selection of control points to distort the time series. Specific to agricultural time series, [38] leverages the fact that temperature is the main factor of temporal variations and uses thermal positional encoding of the temporal dimension to account for temperature change from a year (or location) to another. We use the DTI framework to instead learn the alignment of samples to the prototypes. [51] explores a similar idea for generic univariate time series, but, to the best of our knowledge, our paper is the first to perform both supervised and unsupervised transformation-invariant classification for agricultural satellite time series.

3. Method

In this section, we explain how we adapt the DTI framework [36] to pixel-wise SITS classification. First, we explain our model and network architecture (Sec. 3.1). Second, we present our training losses in the supervised and unsupervised cases and give implementation and optimization details (Sec. 3.2).

Notation. We use bold letters for multivariate time series (e.g., \( \mathbf{a}, \mathbf{A} \)), brackets \([\cdot]\) to index time series dimensions and we write \( a_{1:N} \) for the set \( \{a_1, \ldots, a_n\} \).

3.1. Model

Overview. An overview of our model is presented in Figure 2. We consider a pixel time series \( \mathbf{x} \) in \( \mathbb{R}^{T \times C} \) of temporal length \( T \) with \( C \) spectral bands and we reconstruct it as a transformation of a prototypical time series. We will consider a set of \( K \) prototypical time series \( \mathbf{P}_{1:K} \), each one being a time series \( \mathbf{P}_k \in \mathbb{R}^{T \times C} \) of same size as \( \mathbf{x} \) and each intuitively corresponding to a different crop type.

We consider a family of multivariate time series transformations \( \mathcal{T}_\beta : \mathbb{R}^{T \times C} \rightarrow \mathbb{R}^{T \times C} \) parametrized by \( \beta \). Our main assumption is that we can faithfully reconstruct the sequence \( \mathbf{x} \) by applying to a prototype \( \mathbf{P}_k \) a transformation \( \mathcal{T}_{g_k(\mathbf{x})} \) with some input-dependent and prototype-specific parameters \( g_k(\mathbf{x}) \).
We denote by \( \mathbf{R}_k(\mathbf{x}) \in \mathbb{R}^{T \times C} \) the reconstruction of the time series \( \mathbf{x} \) obtained using a specific prototype \( \mathbf{P}_k \) and the prototype-specific parameters \( g_k(\mathbf{x}) \):

\[
\mathbf{R}_k(\mathbf{x}) = T_{g_k(\mathbf{x})}(\mathbf{P}_k).
\]  

(1)

Intuitively, a prototype corresponds to a type of crop (wheat, oat, etc) and a given input should be best reconstructed by the prototype of the corresponding class. For this reason, we want the transformations to only account for intra-class variability, which requires defining an adapted transformation model.

Transformation model. We have designed a transformation model specific to SITS and based on two transformations: an offset along the spectral dimension and a time warping.

The ‘offset’ transformation allows the prototypes to be shifted in the spectral dimension to best reconstruct a given input time series (Figure 3a). More formally, the deformation with parameters \( \beta_{\text{offset}} \) in \( \mathbb{R}^C \) applied to a prototype \( \mathbf{P} \) can be written as:

\[
T_{\beta_{\text{offset}}}(\mathbf{P}) = \beta_{\text{offset}} + \mathbf{P},
\]  

(2)

where the addition is to be understood channel-wise.

The ‘time warping’ deformation aims at modeling intra-class temporal variability (Figure 3b) and is defined using a thin-plate spline [3] transformation along the temporal dimension of the time series. More formally, we start by defining a set of \( M \) uniformly spaced landmark time steps \( \{t_1, \ldots, t_M\}^T \). Given \( M \) target time steps \( \beta^{tw} = (\beta^{tw}_1, \ldots, \beta^{tw}_M)^T \), we denote by \( h_{\beta^{tw}} \) the unique 1D thin-plate spline that maps each \( t_m \) to \( t'_m = t_m + \beta^{tw}_m \). Now, given an input pixel time series \( \mathbf{x} \) and \( \beta^{tw} \in \mathbb{R}^M \), we define the time warping deformation applied to a prototype \( \mathbf{P} \) as:

\[
T_{\beta^{tw}}(\mathbf{P})[t] = \mathbf{P}[h_{\beta^{tw}}(t)],
\]  

(3)

for \( t \in [1, T] \). Note that the offset is time-independent and that the time warping is channel-independent.

To define our full transformation model, we compose these two transformations, which leads to reconstructions:

\[
\mathbf{R}_k(\mathbf{x}) = T_{\beta_{\text{offset}}} \circ T_{\beta^{tw}}(\mathbf{P}_k), \quad \text{with} \quad (\beta_{\text{offset}}, \beta^{tw}) = g_k(\mathbf{x}).
\]  

(4)

Architecture. We implement the functions \( g_{1:K} \) predicting the transformation parameters as a neural network composed of a shared encoder, for which we use the convolutional network architecture proposed by [58], and a final linear layer with \( K \times (C + M) \) outputs followed by the hyperbolic tangent (tanh) function as activation layer. We interpret this output as \( K \) sets of \( (C + M) \) parameters for the transformations of the \( K \) prototypes. By design, these transformation parameters take values in \([-1, 1]\). This is adapted for the offset transformation since we normalize the time series before processing, but not for the time warping. We thus multiply the outputs of the network corresponding to the time warping parameters so that the maximum shift of the control time step corresponds to a week. We choose \( M \) for each dataset so that we have a landmark time-step every month. In the supervised case, we choose \( K \) equal to the number of crop classes in each dataset and we set \( K \) to 32 in the unsupervised case.

3.2. Losses and training

We learn the prototypes \( \mathbf{P}_{1:K} \) and the deformation prediction networks \( g_{1:K} \) by minimizing a mean loss on a dataset of \( N \) multivariate pixel time series \( \mathbf{x}_{1:N} \). We define this loss below in the supervised and unsupervised scenarios.

Unsupervised case. In this scenario, our loss is composed of two terms. The first one is a reconstruction loss and corresponds to the mean squared error between the input time series and the transformed prototype that best reconstructs it for all pixels \( \mathbf{x} \) of the studied dataset:

\[
\mathcal{L}_{\text{rec}}(\mathbf{P}_{1:K}, g_{1:K}) = \frac{1}{NTC} \sum_{i=1}^{N} \min_{k} \left\| \mathbf{x}_i - \mathbf{R}_k(\mathbf{x}_i) \right\|_2^2.
\]  

(5)

The second loss is a regularization term, which prevents high frequencies in the learned prototypes. Indeed, the time warping module allows interpolations between prototype values at consecutive time steps \( t \) and \( t + 1 \), and our network could thus use temporal shifts together with high-frequencies in the prototypes to obtain better reconstructions. To avoid these unwanted high-frequency artifacts, we add a total variation regularization [45]:

\[
\mathcal{L}_{\text{tv}}(\mathbf{P}_{1:K}) = \frac{1}{K(T-1)C} \sum_{k=1}^{K} \sum_{i=1}^{T-1} \left\| \mathbf{P}_k[t+1] - \mathbf{P}_k[t] \right\|_2.
\]  

(6)

The full training loss without supervision is thus:

\[
\mathcal{L}_{\text{unsup}}(\mathbf{P}_{1:K}, g_{1:K}) = \mathcal{L}_{\text{rec}}(\mathbf{P}_{1:K}, g_{1:K}) + \lambda \mathcal{L}_{\text{tv}}(\mathbf{P}_{1:K}),
\]  

(7)

with \( \lambda \) a scalar hyperparameter set to 0.01 in all our experiments.

Supervised case. In the supervised scenario, we choose \( K \) as the true number of classes in the studied dataset, and set a one-to-one correspondence between each prototype and one class. We leverage this knowledge of the class labels to define two losses. Let \( y_i \in \{1, \ldots, K\} \) be the class label of input pixel \( \mathbf{x}_i \). First, a reconstruction loss similar
to (5) penalizes the mean squared error between an input and its reconstruction using the true-class prototype:

$$\mathcal{L}_{\text{rec,sup}}(P_{1:K}, g_1:K) = \frac{1}{NTC} \sum_{i=1}^{N} \left\| x_i - R_{g_i}(x) \right\|_2^2. \quad (8)$$

Second, in order to boost the discriminative power of our model, we add a contrastive loss [31] based on the reconstruction error:

$$\mathcal{L}_{\text{cont}}(P_{1:K}, g_1:K) = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \frac{\exp \left(- \left\| x_i - R_{g_i}(x) \right\|_2^2 \right)}{\sum_{k=1}^{K} \exp \left(- \left\| x_i - R_k(x) \right\|_2^2 \right)} \right). \quad (9)$$

We also use the same total variation regularization as in the unsupervised case, and the full training loss under supervision is:

$$\mathcal{L}_{\text{sup}}(P_{1:K}, g_1:K) = \mathcal{L}_{\text{rec,sup}}(P_{1:K}, g_1:K) + \mu \mathcal{L}_{\text{tv}}(P_{1:K}) + \nu \mathcal{L}_{\text{cont}}(P_{1:K}, g_1:K), \quad (10)$$

with $\mu$ and $\nu$ two hyperparameters equal to 0.01 in all our experiments.

Optimization. We use the ADAM [26] optimizer with a learning rate of $10^{-5}$. We train our model following a curriculum modeling scheme [14, 36]: we progressively increase the model complexity by first training without deformation, then adding the time warp deformation and finally the offset deformation. We add transformations when the mean accuracy does not increase in the supervised setting and, in the unsupervised setting, when the reconstruction loss does not decrease, after 1500 iterations. Note that the contrastive loss is only activated at the end of the curriculum in the supervised setting.

4. Experiments

4.1. Datasets

We consider four recent open-source datasets on which we evaluate our method and multiple baselines. Details about these datasets can be found in Table 1.

PASTIS [17]. This dataset contains Sentinel-2 satellite patches within the French metropolitan area, acquired from September 1, 2018 to October 31, 2019. Each image time series contains a variable number of images that can show clouds and/or shadows. We pre-process the dataset and remove most of the cloudy/shadowy pixels using a classical thresholding approach on the blue reflectance [7]. We consider each of the pixels of the 2433 $128 \times 128$ image time series as independent time series, except those corresponding to the ‘void’ class, leading to 36M times series. Each is labeled with one of 19 classes (including a background, i.e., non-agricultural class). We follow the same 5-fold evaluation procedure as described in [17], with at least 1km separating images from different folds to ensure distinct spatial coverage between them.

TimeSen2Crop [59]. This dataset is also built from Sentinel-2 satellite images, but covering Austrian agricultural parcels and acquired between September 3, 2017 and September 1, 2018. It does not provide images but directly 1M pixel time series of variable lengths. We pre-process these time series by removing the time-stamps associated to the ‘shadow’ and ‘clouds’ annotations provided in the dataset. Each time series is labeled with one of 16 types of crops. We follow the same train/val/test splitting as in [59] where each split covers a different area in Austria.

SA [27]. This dataset is built from images from the PlanetScope constellation of Cubesats satellite covering agricultural areas in South Africa, and contains daily time series from April 1, 2017 to November 31, 2017. Acquisitions...
are fused using Planet Fusion\(^1\) to compensate for possible missing dates, clouds or shadows so that the provided data consists in clean daily image time series. The dataset contains 4151 single-field images time series from which we extract 102M pixel time series. Each time series is labeled with one of 5 types of crops. We keep the same train/test splitting of the data and reserve 15% of the train set for validation purposes. We make sure that the obtained train and validation set do not have pixel time series extracted from the same field image.

**DENETHOR\(^{[28]}\).** This dataset is also built from Cubesats images but covers agricultural areas in Germany. The training set is built from daily time series acquired from January 1, 2018 to December 31, 2018, while the test set is built from time series acquired from January 1, 2019 to December 31, 2019. The time shift between train and test sets makes this dataset significantly more challenging than the three previous ones. Similar to SA, the dataset has been pre-processed to provide clean daily time series. It contains 4561 single-field images time series from which we extract 47M independent pixel time series. Each time series is labeled with one of 9 types of crops. Again, we use the original splits of the data, with 15% of the training set kept for validation. All splits cover distinct areas in Germany.

### Missing data.

Our method, as presented in Section 3, is designed for uniformly sampled constant-sized time series. While DENETHOR and SA time series have been pre-processed to obtain such regular data, PASTIS and TimeSen2Crop have at most a data point every 5 days due to a lower revisit frequency, and additional missing dates because of clouds or shadows. To handle such non-regularly sampled time series, we propose a simple interpolation scheme to transform raw time series into complete time series and an associated adaptation of our losses.

Let us consider a specific time series, acquired over a period of length \(T\) but with missing data. We define the associated raw time series \(x_{\text{raw}} \in \mathbb{R}^{T \times C}\) by setting zero values for missing time steps and the associated binary mask \(m_{\text{raw}} \in \{0, 1\}^T\), equal to 0 for missing time stamps and 1 otherwise. We define the interpolated time series \(x\) extracted from \(x_{\text{raw}}\) and \(m_{\text{raw}}\) through Gaussian filtering for \(t \in [1, T]\) by:

\[
x[t] = \frac{1}{m[t]} \sum_{t'=1}^{T} G_{t, \sigma}[t'] \cdot x_{\text{raw}}[t'],
\]

with

\[
G_{t, \sigma}[t'] = \exp \left( -\frac{(t' - t)^2}{2\sigma^2} \right),
\]

where \(\sigma\) is a hyperparameter set to 7 days in our experiments. We also define the associated interpolated mask \(m\) for \(t \in [1, T]\) by:

\[
m[t] = \sum_{t'=1}^{T} G_{t, \sigma}[t'] \cdot m_{\text{raw}}[t'],
\]

for \(t \in [1, T]\) and with the same hyperparameter \(\sigma\).

Using directly this interpolated time series to compute our mean square errors would lead to large errors, because data might be missing for long time periods. Thus, we modify the losses \(L_{\text{rec}}\) and \(L_{\text{rec, aug}}\) by replacing the reconstruction error between a time series \(x\) and reconstruction \(R\),

\[
\frac{1}{TC} \left\| x - R \right\|_2^2 = \frac{1}{C} \sum_{t=1}^{T} \left\| x[t] - R[t] \right\|_2^2,
\]

in Equations (5) and (8) by a weighted mean squared error:

\[
\frac{1}{C} \sum_{t=1}^{T} \sum_{t'=1}^{T} m[t] \left\| x[t] - R[t'] \right\|_2^2.
\]

This adapted loss gives more weight to time stamps \(t\) corresponding to true data acquisitions.

### 4.2. Quantitative evaluation

We validate our approach in two setups: supervised (classification) and unsupervised (clustering). In

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Country</th>
<th>(T)</th>
<th>(C)</th>
<th>(K)</th>
<th>Train/Test shift</th>
<th>Satellite(s)</th>
<th>Daily</th>
<th>Split size (x 10^6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PASTIS (^{[17]})</td>
<td>France</td>
<td>406</td>
<td>10</td>
<td>19</td>
<td>Spat.</td>
<td>Sentinel 2</td>
<td>x</td>
<td>7.3</td>
</tr>
<tr>
<td>TimeSen2Crop (^{[59]})</td>
<td>Austria</td>
<td>363</td>
<td>9</td>
<td>16</td>
<td>Spat.</td>
<td>Sentinel 2</td>
<td>x</td>
<td>0.8</td>
</tr>
<tr>
<td>SA (^{[27]})</td>
<td>South Africa</td>
<td>244</td>
<td>4</td>
<td>5</td>
<td>Spat.</td>
<td>PlanetScope</td>
<td>✓</td>
<td>60.1</td>
</tr>
<tr>
<td>DENETHOR (^{[28]})</td>
<td>Germany</td>
<td>365</td>
<td>4</td>
<td>9</td>
<td>Spat. &amp; Temp.</td>
<td>PlanetScope</td>
<td>✓</td>
<td>20.6</td>
</tr>
</tbody>
</table>

Table 1. **Comparison of studied datasets.** The datasets we study cover different regions (France, Austria, South Africa and Germany). We distinguish between datasets where train and test splits differs only spatially (Spat.) and where they differ both spatially and temporally (Spat. & Temp.). Time series can have daily data (✓) or missing data (✗). Additionally, we report the length of the time series \(T\), the number of spectral bands \(C\) and the number of classes \(K\). The last column shows the split sizes as train | val | test, except for PASTIS where we follow the 5-fold procedure described in \(^{[17]}\) and we show the size of each of the folds.
this section, we first compare our method to top-performing supervised methods proposed in the literature for MTSC (Sec. 4.2.1). We then demonstrate that our method outperforms the K-means baseline on all four datasets (Sec. 4.2.2) thanks to the design choices for our time series deformations.

4.2.1 Time series classification

The purpose of this section is to benchmark classic and state-of-the-art MTSC methods for crop classification in SITS data. Results are summarized in Table 2, where the different methods are:

- **NCC [13]**. The nearest centroid classifier (NCC) assigns to a test sample the label of the closest class average time series using the Euclidean distance. We also report the extension of NCC with our method to add invariance to time warping and sequence offset, as well as adding our contrastive loss.

- **1NN [10] and 1NN-DTW [50]**. The first nearest neighbor algorithm assigns to a test sample the label of its closest neighbor in the train set, with respect to a given distance. This algorithm is computationally costly and, since the datasets under study typically contain millions of pixel time series, we search for neighbors of test samples in a random 0.1% subset of the train set and report the average over 5 runs with different subsets. We evaluate the nearest neighbor algorithm using the Euclidean distance (1NN) as well as using the dynamic time warping (1NN-DTW) measure on the TimeSen2Crop dataset which is small enough to compute it in a reasonable time.

- **MLSTM-FCN [25]**. MLST-FCN is a two-branch neural network concatenating the outputs of an LSTM and a 1D-CNN to better encode time series. We use a non-official PyTorch implementation\(^2\) of MLSTM-FCN.

- **TapNet [62]**. TapNet uses a similar architecture to MLSTM-FCN to learn a low-dimensional representation of the data. Additionally, [62] learns class prototypes in this latent space using the softmin of the euclidian distances of the embedding to the different class prototypes as classification scores. We use the official PyTorch implementation\(^3\) with default parameters.

- **OS-CNN [54]**. The Omni-Scale CNN is a 1D convolutional neural network that has shown ability to robustly capture the best time scale because it covers all the receptive filed sizes in an efficient manner. We use the official implementation\(^4\) with default parameters.

- **MLP+LTAE [16]**. The Lightweight Temporal Attention Encoder (LTAE) is an attention-based network. Used along with a Pixel Set Encoder (PSE) [18], LTAE achieves good performances on images. To adapt it to time series, we instead use a MLP as encoder. We refer to this method as MLP+LTAE and we use the official PyTorch implementation\(^5\) of LTAE.

- **UTAE [18]**. In addition to SITS methods, we also report the scores of U-net with Temporal Attention Encoder (UTAE) on PASTIS dataset. This method leverages complete (constant-size) images. Since it can learn from the spatial context of a given pixel this state-of-the-art image sequence segmentation approach is expected to perform better than pixel-based MTSC approaches and is reported for reference.

We provide two metrics for evaluating classification accuracy: overall accuracy (OA) and mean accuracy (MA). OA is computed as the ratio of correct and total predictions:

\[
OA = \frac{TP + TN}{TP + TN + FP + FN}, \tag{16}
\]

where TP, TN, FP and FN correspond to true positive, true negative, false positive and false negative, respectively. MA is the class-averaged classification accuracy:

\[
MA = \frac{1}{K} \sum_{k=1}^{K} OA(\{x_i | y_i = k\}). \tag{17}
\]

It is important to note that the datasets under consideration show a high degree of imbalance, making MA a more appropriate and informative metric for evaluating classification performance. For this reason, OA scores are shown in grey in Table 2, 3 and 4.

Results on the DENETHOR dataset are qualitatively very different from the results on the other datasets. We believe this is because DENETHOR has train and test splits corresponding to two distinct years. We thus analyze it separately.

**Results on PASTIS, TimeSen2Crop and SA.** As expected, since UTAE can leverage knowledge on the spatial context of each pixel, it achieves the best score on PASTIS dataset by 2.1% in overall accuracy and 8.2% in mean accuracy. Our improvements over the NCC method [13] - adding time warping deformation, offset deformations and contrastive loss (9) - consistently boost the mean accuracy (MA). The improvement obtained by adding transformation modeling comes from a better capability to model the data, as confirmed by the detailed results reported in the left part of Table 4, where one can see the reconstruction error (i.e.

\[^2\]\text{github.com/time-seriesAI/tsai}\)
\[^3\]\text{github.com/xuczhang/tapnet}\)
\[^4\]\text{github.com/Wensi-Tang/OS-CNN}\)
\[^5\]\text{github.com/VSainteuf/lightweight-temporal-attention-pytorch}\)
Results on DENETHOR. Because the data we use is highly dependent on weather conditions, subsets acquired on distinct years follow significantly different distributions [28]. Because of their complexity, other methods struggle to deal with this domain shift. In this setting, our extension of NCC to incorporate specific meaningful deformations achieves better performances than all the other MTSC methods we evaluated. However, adding the contrastive loss significantly degrades the results. We believe this is again due to the temporal domain shift between train and test data. This analysis is supported by results reported in Table 4 which show that on the validation set of DENETHOR, which is sampled from the same year as the training data, adding the constrastive loss significantly boost the results, similar to the other dataset. One can also see again on DENETHOR the benefits of modeling the deformations in term of reconstruction error. Note these results emphasize the need for more multi-year datasets to reliably evaluate the potential of automatic methods for practical crop segmentation scenarios, for which our deformation modeling approach seems to provide significant advantages.

4.2.2 Time series clustering

In this section, we demonstrate clear boosts provided by our method on the four SITS datasets we study. We compare our method to other clustering approaches applied on learned features or directly on the time series. Our results are summarized in Table 3 and the different methods are detailed below:

- **K-means [6]**. We apply the classic K-means algorithm on the multivariate pixel time series directly. Clustering is performed on all splits (train, val and test). Then we determine the most frequently occurring class in each cluster, considering training data only. The result is used as label for the entire cluster. We use the gradient descent version [6] K-means with empty cluster reassignment [8, 36].

- **K-means-DTW [40]**. The K-means algorithm is applied in this case with a dynamic time warping measure instead of the usual Euclidean distance. To this end, we use the differentiable Soft-DTW [11] version of DTW and its Pytorch implementation [34].

- **USRL [15] + K-means.** USRL is an encoder trained in an unsupervised manner to represent time series by a 320-dimensional vector. We train USRL on all splits of each dataset, then apply K-means in the feature space. We use the official implementation⁶ of USRL with de-

![Table 2. Performance comparison for classification on all datasets.](image)
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Table 3. Performance comparison for clustering on all datasets. We report for our method and competing methods the number of trainable parameters (#param), the accuracy (OA) and the mean class accuracy (MA). K-means clustering is run with 32 clusters for all datasets with different periods (right) from the others (left). K-means-DTW is tested on TimeSen2Crop dataset only, due to the expensive cost of the algorithm. We separate with a vertical line the DENETHOR datasets where train and test splits are acquired during different periods (right) from the others (left). K-means-DTW is tested on TimeSen2Crop dataset only, due to the expensive cost of the algorithm.

<table>
<thead>
<tr>
<th>Method</th>
<th>#param (x1000)</th>
<th>PASTIS OA↑</th>
<th>MA↑</th>
<th>TimeSen2Crop OA↑</th>
<th>MA↑</th>
<th>SA OA↑</th>
<th>MA↑</th>
<th>DENETHOR OA↑</th>
<th>MA↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means-DTW [40]</td>
<td>520</td>
<td>—</td>
<td>—</td>
<td>40.5</td>
<td>26.8</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>USRL [15]+K-means</td>
<td>290</td>
<td>63.9</td>
<td>20.4</td>
<td>34.9</td>
<td>23.6</td>
<td>60.9</td>
<td>48.6</td>
<td>54.0</td>
<td>46.4</td>
</tr>
<tr>
<td>DTAN [51]+K-means</td>
<td>646</td>
<td>65.6</td>
<td>21.4</td>
<td>47.7</td>
<td>29.3</td>
<td>60.5</td>
<td>48.6</td>
<td>46.3</td>
<td>36.9</td>
</tr>
<tr>
<td>K-means [6]</td>
<td>520</td>
<td>69.0</td>
<td>29.8</td>
<td>49.5</td>
<td>32.5</td>
<td>61.9</td>
<td>47.8</td>
<td>57.2</td>
<td>48.5</td>
</tr>
<tr>
<td>+ time warping</td>
<td>1 209</td>
<td>69.1</td>
<td>30.4</td>
<td>52.3</td>
<td>36.0</td>
<td>64.1</td>
<td>51.7</td>
<td>57.6</td>
<td>51.1</td>
</tr>
<tr>
<td>+ offset</td>
<td>1 373</td>
<td>67.7</td>
<td>28.6</td>
<td>52.0</td>
<td>35.5</td>
<td>63.6</td>
<td>50.4</td>
<td>58.5</td>
<td>52.6</td>
</tr>
</tbody>
</table>

We evaluate all methods with $K = 32$ clusters.

Our method outperforms all the other baselines on the four datasets, always achieving the best mean accuracy. In particular, our time warping transformation appears to be the best way to handle temporal information when clustering agricultural time series. Indeed, DTAN+K-means leads to a significantly less accurate clustering than simple K-means. It confirms that temporal information is crucial when clustering agricultural time series: aligning temporally all the sequences of a given dataset leads to a loss of discriminative information. The same conclusion can be drawn from the results of K-means-DTW on TimeSen2Crop. In contrast, our time warping appears as constrained enough to both reach satisfying scores and account for the temporal diversity of the data.

Using an offset transformation on the spectral intensities consistently results in improved sample reconstruction using our prototypes, as demonstrated in Table 4. However, it only increases classification scores for DENETHOR. We attribute this improvement to the offset transformation’s ability to better handle the domain shift between the training and testing data on the DENETHOR dataset. The results on the other datasets suggest that this transformation accounts for more than just intra-class variability, leading to less accurate classification scores.

4.3. Qualitative evaluation

We show in Figure 4 our prototypes and how they are deformed to reconstruct a given input. For each class of the SA dataset, we show an input time series that has been correctly assigned to its corresponding prototype by our model trained with supervision but without $L_{cont}$. We see that the inputs are best reconstructed by a prototype of their class. Looking at any of the columns, we see that prototypes of other classes can also be deformed to reconstruct a given input, but only to a certain extent. This confirms that the transformations considered are simple enough so that the reconstruction power of each prototype is limited, but powerful enough to allow the prototypes to adapt to their input.

Figure 5 shows the 32 prototypes learned by our unsupervised model on SA, grouped by assigned label. For each prototype, we show an example input sample whose best reconstruction is obtained using this particular prototype and the obtained corresponding reconstruction. We see that prototypes are not equally assigned to classes, with class Canola having 14 prototypes and class Small Grain Gazing only having 1. This is due to the high imbalance of the classes in the datasets and different intra-class variabilities. Inside a class, different prototypes account for intra-class variability beyond what our deformations can model.

5. Conclusion

We have presented an approach to learning invariance to transformations relevant for time series using deep learning, and demonstrated how it can be used to perform both supervised and unsupervised pixel-based classification of agricultural SITS. We perform our analysis on four recent public datasets with diverse characteristics and covering different countries. Our method significantly improves the performance of NCC and K-means on all datasets, while keeping their interpretability. We show it improves the state of the art on the DENETHOR dataset for classification, and on all datasets for clustering. Additionally, we provide a benchmark of MTSC classification approaches for agricultural SITS classification.
Figure 4. **Reconstructions from different prototypes.** We show the reconstructions of input samples (columns) from SA [27] by learned prototypes (lines) in the supervised setting without $L_{cont}$. Selected prototypes (frames) correspond to the lowest reconstruction error.

Table 4. **Detailed evaluation of our method.** We show the impact of the increasing complexity of our modeling for reconstruction and accuracy on all datasets in both the supervised and unsupervised settings. Note that learning raw prototypes boils down to the NCC method [10] in the supervised setting and to the K-means algorithm [33] in the unsupervised setting.

<table>
<thead>
<tr>
<th></th>
<th>Supervised</th>
<th></th>
<th>Unsupervised</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Val</td>
<td>Test</td>
<td>Train</td>
<td>Test</td>
</tr>
<tr>
<td></td>
<td>OA↑ MA↑</td>
<td>$L_{rec}$</td>
<td>OA↑ MA↑</td>
<td>$L_{rec}$</td>
</tr>
<tr>
<td>Raw prototypes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ time warping</td>
<td>57.3 50.0</td>
<td>4.43</td>
<td>56.5 48.4</td>
<td>4.46</td>
</tr>
<tr>
<td>+ offset</td>
<td>56.8 53.7</td>
<td>4.00</td>
<td>56.2 51.4</td>
<td>4.04</td>
</tr>
<tr>
<td>+ $L_{cont}$</td>
<td>55.0 55.7</td>
<td>2.57</td>
<td>55.3 53.8</td>
<td>2.65</td>
</tr>
<tr>
<td>Raw prototypes</td>
<td>74.8 61.3</td>
<td>2.90</td>
<td>73.7 59.1</td>
<td>3.00</td>
</tr>
<tr>
<td>+ time warping</td>
<td>57.4 51.2</td>
<td>4.89</td>
<td>57.4 49.5</td>
<td>4.36</td>
</tr>
<tr>
<td>+ offset</td>
<td>56.0 51.2</td>
<td>4.64</td>
<td>59.9 52.3</td>
<td>4.15</td>
</tr>
<tr>
<td>+ $L_{cont}$</td>
<td>56.9 51.8</td>
<td>3.50</td>
<td>57.3 55.0</td>
<td>3.49</td>
</tr>
<tr>
<td>Raw prototypes</td>
<td>74.5 64.4</td>
<td>3.46</td>
<td>78.5 70.5</td>
<td>3.46</td>
</tr>
<tr>
<td>+ time warping</td>
<td>54.8 50.0</td>
<td>3.43</td>
<td>51.3 46.4</td>
<td>4.62</td>
</tr>
<tr>
<td>+ offset</td>
<td>57.5 53.9</td>
<td>2.93</td>
<td>54.5 49.7</td>
<td>4.13</td>
</tr>
<tr>
<td>+ $L_{cont}$</td>
<td>63.5 58.0</td>
<td>1.34</td>
<td>60.6 50.0</td>
<td>2.01</td>
</tr>
<tr>
<td>Raw prototypes</td>
<td>71.0 64.7</td>
<td>1.89</td>
<td>62.3 54.9</td>
<td>2.66</td>
</tr>
<tr>
<td>+ time warping</td>
<td>68.3 58.0</td>
<td>3.89</td>
<td>61.3 55.5</td>
<td>4.58</td>
</tr>
<tr>
<td>+ offset</td>
<td>70.1 59.5</td>
<td>3.52</td>
<td>62.4 56.9</td>
<td>4.21</td>
</tr>
<tr>
<td>+ $L_{cont}$</td>
<td>77.3 64.9</td>
<td>2.39</td>
<td>59.8 62.9</td>
<td>3.55</td>
</tr>
<tr>
<td></td>
<td>85.1 75.5</td>
<td>3.00</td>
<td>56.5 54.2</td>
<td>4.35</td>
</tr>
</tbody>
</table>

Figure 4. **Reconstructions from different prototypes.** We show the reconstructions of input samples (columns) from SA [27] by learned prototypes (lines) in the supervised setting without $L_{cont}$. Selected prototypes (frames) correspond to the lowest reconstruction error.
Figure 5. **Learned prototypes on SA.** We show the 32 prototypes learned on the SA dataset [27] (first column) in the unsupervised setting with time warping and offset deformations. For each prototype, we show an example time series of the corresponding class from the test set that is best reconstructed by it (second column) along with its reconstruction by our model (third column).
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