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Abstract—This work reports LFI experiments carried out on
custom CMOS 65nm digital test gates, aiming at tuning the
parameters of a compact electrical model. Like in previous works,
we observed a difference in behavior in the induced faults when
using nanosecond and picosecond range laser pulse duration.
However, our experimental results showed that the laser-sensitive
areas were restricted to the PMOS transistors for ns laser pulses,
contrary to what was previously stated in the literature. For ps
pulse duration, these works outline the sensitivity of both the
NMOS and PMOS of an SRAM cell following the theoretical
model of LFI. These experiments help to calibrate the parameters
of a compact electrical model, allowing the simulation of LFI
attacks (using SPICE-like CAD tools). This compact model is
built upon previous works, with simplifications to facilitate its
use. Once tuned, simulations using the proposed compact model
exhibit a good correlation with the experimental results.

Index Terms—Laser fault injection, Electrical simulation, Elec-
trical model, SRAM, Voltage transient

I. INTRODUCTION

An electronic integrated circuit (IC) can be subjected to
two types of faults: those caused by natural disturbances,
or intentional faults. While the first type is caused by the
environment to which the device is exposed [1], the second
is usually caused for a specific purpose, such as a third party
seeking to extract secret information [2].

Among the diverse types of physical attacks to which an
IC is exposed, there are fault injection attacks (FIA) [3], [4].
This type of attack is based on disturbing the normal operation
of the circuit by inducing computational faults inside it [5],
[6]. Several techniques for inducing faults in ICs are already
known and studied [3], [7]-[9].

In this context, laser pulse sources are used because of
their high temporal and spatial resolution [10]. In [11] was
shown the possibility of inducing faults in SRAM memory
cells. It exposed the need to understand laser fault injection
(LFI) attacks to design robust ICs. Since then, models and
methodologies for simulating the effects of laser illumination
on ICs have started to be developed.

This paper introduces a new model for simulating laser
illumination phenomena in ICs at the electrical level. This
model follows the methodology of a compact model [12],
aiming at using known equations or elaborating new ones
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that allow performing simulations with a satisfactory level of
precision and that are faster than more complex models.

II. STATE OF THE ART OF LASER SHOT EFFECTS ON ICS
A. Effects of a Laser Shot on a PN Region

Transient electrical currents can be induced in an IC by its
exposure to ionizing radiation or even by laser beams passing
through the device [13], [14]. For a fault eventually to occur,
this depends on several parameters such as the amplitude of
the transient current (or photoelectric current, I pj, named after
the charge generation mechanism), its location in the circuit
logic and the handled input data.

B. Effects of a Laser Shot in a CMOS Inverter

A MOS transistor is composed of at least two PN junctions
(drain and source), this makes such a device have regions
sensitive to photocurrent induction. Fig. 1 shows the currents
that can be induced in a CMOS inverter depending on its input.

(a) NMOS sensitive drain. (b) PMOS sensitive drain.
Fig. 1. Electrical model of laser-induced currents applied to a CMOS inverter.

Assuming that the input of the inverter is equal to the logical
value ’0’, and the output is *1’ (Fig. 1(a)), the equivalent
output capacitance (Cpqq) is fully charged. In this case, the
drain of the NMOS is the most laser-sensitive location in the
inverter. By illuminating this region with a laser, because there
is a reverse biased PN junction, an induced current (Ipy) flows
from the drain of the NMOS to the Pgypstrate- When the input
is ’1’ (Fig. 1(b)), the susceptible part of the inverter is the drain
of the pPMOS. In Fig. 1(a) (resp. Fig. 1(b)), a part of the Ipy,
discharges (resp. charges) Cp,qq. Then, the output switches
temporarily to a low voltage (resp. high voltage). This causes
what is called Single Event Transient, or SET.

C. Effects of a Laser Shot on an SRAM Memory

The SRAM memory cell has been the subject of many works
studying laser attacks [15]-[17]. It is composed of two cross-
coupled inverters and two access transistors (Fig. 2).
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Fig. 2. Schematic of an SRAM cell with its laser-sensitive regions.

The two inverters are formed by transistor pairs M1/MO0O
and M4/M3, respectively. Transistors M5 and M6 are the
access transistors. The two inverters operate to store the value
of a single bit. If wr (signal to the gate of M5 and M6) is
set to ’0’, the memory is in a hold state, storing the internal
value. If wr is equal to ’1°, a value can be written in (or read
from) the memory through the data and datab lines.

In Fig. 2 four theoretical zones in the inverters are high-
lighted, two in each of them. An SET induced in one of these
sensitive areas will propagate through both inverters, inverting
its stored value (a phenomenon called Single Event Upset,
SEU). The colors red and blue are used to differentiate the
type of fault the SRAM is exposed to in that region. In red
are highlighted the zones that are sensitive to a bit-set: i.e.
the change of the bit stored from ’0° to ’1° after a laser
shot. In blue, by contrast, the sensitive zones to a bit-reset
are highlighted (when a bit "1’ stored in memory becomes
0’ after a laser shot). In theory, there is also the possibility
of bit-flip regions, which are regions sensitive to bit-set and
bit-reset faults at the same time [16]. Two other theoretical
sensitive zones are associated with the access transistors.

III. EXPERIMENTAL STUDY OF LASER EFFECTS ON ICS

Experimental tests were performed to better understand the
effects of laser illumination on ICs and to help the development
of a compact electrical model for LFI simulations. A test chip
containing different SRAM memories and basic gates, such as
inverters and buffers, was used. It was manufactured at a 65 nm
CMOS technology node, and it has a 1.2V power supply.

The experimental tests were conducted with laser sources
with pulse durations (d,) in a range of ps and ns, and with
wavelengths of 1,030 nm and 1,064 nm, respectively. The spot
diameter used in all experiments was set to 1 um.

A. Experimental Results - LFI on inverters

Our first LFI tests were performed on single inverters. The
inverters’ output signals pass through buffers and MUX gates
before reaching the IC output pin. Hence, to observe SETs, it
is necessary for the inverter’s output voltage to reach the MOS
devices’ threshold voltage of the next structure in the circuit.
To accomplish this, many tests were performed varying the
laser power (Pjqser) and dp, as well as the shot coordinates.
For this structure, no SET was observed during experiments.
This result was expected for a ps range pulse. In fact, ps pulses
induce short SETs that are filtered out by the chip output pads
limited bandwidth.

B. Experimental Results - LFI on buffers

Further LFI experiments on buffer gates (made of two close
inverters connected in serial) revealed the propagation of SETS
for laser pulses in the ns range.

By mapping the region where the buffer is located, it was
possible to observe SETs, especially in the region where the
P-type transistors are located. The location that presented a
longer SET duration was chosen for the LFI tests. The tests
were carried out for different Pyzc, and dp.

Fig. 3 provides the waveforms' of the induced SETs for
Pigser = 1.8W and d), ranging from 100ns to 2,000ns. At
100ns, no SET is induced. A threshold d,, has to be crossed,
then SETs are induced with a duration growing with that of
the laser pulse. Using the same experimental settings on single
inverters did not produce any SET. This is due to compound
effects: the laser shot induces Ipj;, on the drains of the OFF
transistors of the two buffer’s inverters (which are both in the
laser effect area). A single Ipy, is not able to generate an SET,
while the addition of their effects on both inverters of a buffer
is. This underlines the importance of taking into account all
the laser-sensitive areas of a logic gate.

Fig. 4 reports the SETs induced for a 2,000 ns laser pulse
with Pjgscr ranging from 1.2W to 2.3W. At 1.2W no SET
is induced, while at 1.3 W a threshold is reached, and an SET
is generated (in red). However, it takes a delay greater than
1,200 ns for the SET to appear as the induced Ipy, is relatively
low and hence takes time to force the buffer output to a faulty
value. The resulting SET lasts less than 800ns. As Py 18
increased, longer SETs are induced.

C. Experimental Results - LFI on SRAM cells

Experimental tests were also conducted on SRAM cells of
various dimensions. Fig. 5 depicts the layout of the most
compact SRAM, as well as its theoretical laser-sensitive zones.

The SRAM tests are performed by reading the stored data
after each laser shot. Fig. 6 depicts a laser fault map obtained
for Pigser = 2.1 W and a 50ns laser pulse.

Only two laser-sensitive zones were found instead of the
four theoretical zones shown in Fig. 5. In addition, these
zones are centered on the two PMOS devices of the cell, as
if its NMOS were not sensitive to laser illumination. This
phenomenon of missing sensitive zones when targeting an
SRAM cell with ns range laser pulses was already reported
by [17]. However, contrarily with our results, they identified
the PMOS as the non-sensitive transistors. It should be noted,
however, that this previous work is based on experimental tests
of a commercial cMOS 0.35 um technology, for which the
layout was unknown, hence NMOS may have been confused
with PMOS.

Furthermore, confirming the results of [17], we effectively
observed the four theoretical SEU-sensitive zones when using
d, = 30ps, as presented in Fig. 7.

"Note that the SET voltage scale is reversed for ease of comparison with
the simulations results of section V because the measured waveform is an
inverted image of the buffer output while simulation results report directly
the buffer output voltage.
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Fig. 3. Experimental results of LFI in a buffer for different pulse durations.
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Fig. 5. Layout of the SRAM used for LFI experiments.
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Fig. 6. SRAM LFI map at 2.1 W and 50ns pulse duration.

[17] explains this phenomenon by underlying that ps
laser pulses have a smaller effect area, hence limiting the
compound effects of Ip;,. Longer pulses, in the ns range, have
a larger effect area that creates compound effects responsible
for masking the sensitivity of the SRAM NMOS (a mechanism
that can be used to design LFI-hardened SRAMs [18]).

IV. DEVELOPMENT OF A COMPACT MODEL USED FOR
SIMULATING LASER BEAM EFFECTS ON ICS

A. Previous Models for Simulating Laser Effects on ICs

Simulation of laser effects on ICs can be considered at three
different abstraction levels: physical, analog and logical. In
our work, we focused on analog electrical simulation that can
provide sufficient accuracy at describing LFI while avoiding
the huge computational load of physical simulation. A SPICE
model for LFI was introduced in [19], [20]. This model is based
on a current source that is defined by the empirical Eq. 1:

Iph_peak = (axV +b)x Qgauss(z,y) X S Q)
where all parameters were defined experimentally using 90 nm
cMoOs technology node MOSFETs (cf. [19] for a thorough
explanation of each parameter). This model proved to be
satisfactory for this technology and d,, in the ns range. In [21],
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Fig. 4. Experimental results of LFI in a buffer for different laser powers.
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Fig. 7. SRAM LFI map at 25nJ and 30 ps pulse duration.

two different electrical models were proposed: one for short
laser pulses and another for long pulses. Another approach
was presented in [17], also based on Eq. 1 and experimental
tests, certain parameters were modified to allow simulating
laser effects with d,, of the order of ns and ps.

B. Proposed Compact Model

This paper introduces a new compact model for LFI electri-
cal simulation. A compact model should, as much as possible,
efficiently describe the phenomenon under study while allow-
ing easy implementation in simulators. For this purpose, it was
chosen to develop this model in Verilog-A [12].

The model starts from the idea of adding current sources
modeling [p, in each PN region of a circuit exposed to LFI, it
is derived from Eq. 1. It is intended to consider the compound
effects of the Ip; induced at various sensitive nodes by a
single laser shot. To do so, it considers the target topology at
the layout level to set the parameters of the /pj sources.

One of the main additions or changes to Eq. 1 is that
parameters a and b are calculated using a new Flgser Eff
parameter. Pj,scr gy is defined as the effective laser power
achieved in the PN region. It is calculated using the spatial
extension of the laser effect (parameter ogqyss that now
models the Pj,q., distribution in space, and no longer the
amplitude of Ipp). To model ogqyss and add the effect of d),
to the equation, a 344455 parameter was added to the agquss
equation. Fig. 10 graphically presents the equation of Ipj used
and the equations of its parameters. rspo¢ is the laser spot
radius and d the distance from the spot to the considered PN
junction.

In Fig. 10, two curves are given: the first (left) depicts the
relation between 344,55 and dp,, and the second (right) presents
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Fig. 8. Simulation results of LFI in a buffer for different pulse durations.
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Fig. 10. Main parameters that compose the proposed compact model.

two examples of avgquss as a function of the distance from the
PN region to the laser shot location (for d, = 30ps and d,, =
50 ns). All the compact model parameters were calibrated from
the experiments reported in section III. The compact model
parameters are tuned progressively and iteratively by this
fitting process. One aim of our approach was to demonstrate
that it can be done from experiments carried out on digital
gates (i.e. without the need for analog measures on dedicated
test elements [20]).

Another addition to the proposed model was a parameter
tcl that controls the rise time of the Ipj, depending on the
Piaser_gypy- It is added separately from the main equation of
the proposed model, and it is a novelty regarding previous
models.

V. SIMULATION RESULTS WITH THE COMPACT MODEL

This section reports the simulation results with the proposed
compact model. They were performed for the buffer of section
III. Fig. 8 and Fig. 9 depict the output voltage of the simulated
buffer. They can be directly compared to the waveforms in
Fig. 3 and Fig. 4 to ascertain the quality of the compact model.

Fig. 8 depicts the simulated LFI at 1.8 W for different d,.
As for the practical experiments, no SET was induced for d),
= 100ns. Simulations with longer duration pulses generated
SETs results similar to the experimental ones (see Fig. 3).

Fig. 9 illustrates the effect of Py 4., on the induced SET for
dp = 2,000 ns. The same power threshold of 1.3 W is observed.
It also shows a decreasing delay in generating an SET as Pjgser
is increased. These results are similar to what was observed
experimentally (see Fig. 4).
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Fig. 9. Simulation results of LFI in a buffer for different laser powers.

Though accurate, the obtained compact model can still be
improved using the experiments carried out on the SRAM cell,
especially to tune the parameters used for ps range laser pulse
duration. As the SRAM is a more complex structure with more
sensitive zones and an internal feedback loop, it may further
improve the model’s accuracy (despite a more difficult fitting
process).

VI. CONCLUSIONS

This work extends and confirms some aspects of previ-
ous LFI works. Among them, it experimentally showed the
phenomenon of sensitive zones of an SRAM memory being
hidden using laser pulses with duration in the ns range. This
phenomenon had already been observed for older technologies
[17]. However, we highlight that the hidden zones are related
to NMOS transistors (not to PMOS as previously assumed).
These results underline the importance of considering the
duration of the laser pulses in LFI attack, as different sensitive
zones were revealed for ns and ps range pulses. This shows
that the currents induced in the P-type regions may be more
relevant in the process of inducing faults (it may be related to
the IR-drop effects induced by laser illumination [22]).

The main goal of our wok was to introduce a new compact
model for simulating the effects of LFI on ICs. This new com-
pact model exhibits accurate results between experiments and
simulation for ns range laser pulses (on a buffer manufactured
in 65nm CMOS technology). The modeling of the rise slope
of the induced Ip;, current is a key point, being something
not seen in previous models or discussed in previous works
about laser fault injections. The compact model parameters
were tuned thank to LFI experiments carried out on simple
logic gate of the targeted technology.

The next steps regarding the proposed compact model is to
refine its parameters through additional experimental results
with SRAM memories and conduct new simulations with
different structures in order to evaluate its overall accuracy.
If validated with satisfactory results, this model can be imple-
mented in an IC design flow aiming at manufacturing robust
devices when facing laser illumination.

The proposed compact model, being experimentally cal-
ibrated, will allow satisfactory results in this technology,
but will eventually have to be recalibrated when applied to
different technologies. The calibration can be done through
digital cells, which makes this process straightforward.
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