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A Quantitative Exploration of Natural Language Processing
Applications for Electricity Demand Analysis

Yun Bai, Simon Camal, Andrea Michiorri

Abstract—The relationship between electricity demand and
weather has been established for a long time and is one of
the cornerstones in load prediction for operation and planning,
along with behavioral and social aspects such as calendars
or significant events. This paper explores how and why the
social information contained in the news can be used better to
understand aggregate population behaviour in terms of energy
demand. The work is done through experiments analysing the
impact of predicting features extracted from national news on
day-ahead electric demand prediction. The results are compared
to a benchmark model trained exclusively on the calendar and
meteorological information. Experimental results showed that
the best-performing model reduced the official standard errors
around 4%, 11%, and 10% in terms of RMSE, MAE, and
SMAPE. The best-performing methods are: word frequency
identified COVID-19-related keywords; topic distribution that
identified news on the pandemic and internal politics; global word
embeddings that identified news about international conflicts.
This study brings a new perspective to traditional electricity
demand analysis and confirms the feasibility of improving its
predictions with unstructured information contained in texts,
with potential consequences in sociology and economics.

Keywords—Electricity demand forecasting; Natural language
processing; Population behaviour; Social events

I. INTRODUCTION

A. Context

Known dependencies characterise electricity demand to
economic activity (e.g., working or non-working days) and
weather (e.g., low or high temperatures). The impact of signifi-
cant social events, such as major sports competitions, has also
been identified along with the recent COVID-19 pandemic.
This work aims to analyze unstructured information present
in news’ textual content to find relationships between social
events and electricity demand using the techniques of Natural
Language Processing (NLP) and numerical predictions.

B. State of the art

The field of text-based forecasting is relatively new and is
being explored deeply by researchers, with a visible acceler-
ation after 2010 and a general interest in price predictions. It
is possible to identify three influential milestones relevant to
this research topic.

Firstly, an earlier expression of the idea could be traced to
[1] where the fundamental concepts of text-based forecasting
were suggested, and tests were carried out for movie revenues
forecasting with the n-grams, part-of-speech n-grams, and
the dependency relations from online movie reviews. The
study showed an improvement in prediction performance and
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considered the mechanisms behind the improvement among
future developments, aiming to understand why specific words
are linked with the predicted variable.

Secondly, it is worth mentioning that the authors of [2]
pointed out a series of important conclusions: i) as in fore-
casting more generally, complex models or methods were
not necessarily more successful than simpler ones; ii) fully
automatic methods benefitted from replicability, speed, and
ease of updating but with the downside of missing more subtle
shades of meaning.

Finally, in [3], textual data were used for improving elec-
tricity demand prediction using weather reports and tweets,
specifically in the context of the sudden demand changes
caused by COVID-19 lockdowns in France and Italy. This
study revealed that calendar and meteorological information
extracted from the text was a beneficial supplement in the
absence of these data sources. The paper also showed that
the sudden relevance of words related to ‘remote working’
in the public discourse was strongly correlated to changes in
electricity demand.

Independently from these three milestones, the text-based
forecasting approach has been tested in several fields such
as bankruptcy and fraud [4], stock prices [5], psychological
disturbances in college students [6], demand for taxi rides [7],
short term apartment rentals [8], street crime [9], COVID-19
evolution [10], tourism demand from online searches [11], and
crude oil prices [12].

The works above show that in terms of NLP methods,
sentiment analysis and topic modeling are well-established for
extracting textual information, and word embedding, also word
vectorization, acts as an upstream task for NLP applications
such as text classification. The main techniques applied are
summarised following.

Sentiment analysis covers different aspects as introduced
in [13]. Polarity analysis portrays the sentiment tendency
within a sentence. For supervised methods, sentences are
labeled as either negative-positive binary or negative-neutral-
positive ternary categories. Subjectivity analysis quantifies
the amount of personal opinion carried in a sentence. The
higher proportion of personal opinion in a sentence, the more
subjective it is. Emotion analysis is commonly used in social
media analysis, such as Twitter and Weibo, to label sentences
with multiple human emotions such as happy, angry, sad,
disgusted, and scared [14], [15]. Besides that, researchers also
apply advanced neural network models and word embeddings
to complete the model classification task [16], [17], [18].

Topic analysis. Topics are abstract expressions of text con-
tents and topic analysis is a technique to discover the hidden
semantic structures from the text collections. [19]. Essentially,
topic analysis is a dimensionality reduction method. In the
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NLP field, bag-of-words provides vector representations of
text statistically, but it suffers from sparsity. Combined with
Principal Component Analysis (PCA), [20] developed Latent
Semantic Analysis (LSA), which represents documents as
denser vectors and yields principal components, or topics, that
express deeper semantic content. Subsequently, [21] built on
this foundation and studied the Latent Dirichlet Allocation
(LDA), which is currently a popular topic model, and we will
describe it in Section II-A3.

Word vectorization is a technique aiming at mapping
words to vectors in the same space. Word vectors are closer in
distance when they are similar in lexical meaning. Earlier word
vectorization methods were frequency-based, such as one-
hot encoding, index encoding, and Term Frequency-Inverse
Document Frequency (TF-IDF) [22]. Among the recent de-
velopments, Global Vectors (GloVe) and Word2Vec models
are based on the local terms co-occurrence [23], [24]. Also,
other advanced models would pay more attention to the
words for prediction, thus resolving sentence ambiguities and
inferring word meaning. The attention mechanism spawned the
Transformer method, on which pre-trained language models,
such as BERT, are based [25]. These word embeddings are
prediction-based, obtain a higher-level representation of the
text probability distribution, and reduce the dimensionality of
word vectors, yet frequency-based methods struggle to do so.

C. Hypotheses and objectives

The field of NLP application for forecasting, particularly
electricity demand forecasting, is at its beginning, and this
work aims to explore the possibilities and limitations of the
approach. In particular, we consider two following hypotheses:

1) Except for weather and economic activity, electricity
demand is also influenced by social factors visible in
the news.

2) It is possible to quantify textual information and use it
in practice via NLP.

The objectives of this paper are summarised as follows:

1) To verify IF it is possible to extract valuable information
from news to improve electricity demand forecasting.

2) To explore HOW to best treat textual information and
develop a complete forecasting chain that integrates text
and other structured data.

3) To understand WHY we have improved performance and
uncover the mechanisms of this approach.

D. Structure of the paper

In this paper, after Section I where the problem is introduced
with the context, state of the art, and a clarification of the
contributions to knowledge, the methodology is presented
in Section II with an overview of the NLP and forecasting
techniques. Evaluation metrics and model explanations tech-
niques are employed along with the Case study Section II-E.
Results are shown in Section III followed by a discussion in
Section IV, and conclusions are drawn in Section V.

II. METHODOLOGY

An overview of the workflow for this study is described
and visually shown in Figure 1. Firstly, electricity load,
meteorology and economic activity, and news data are acquired
in modules A, B, and C. Then numerical and textual data are
pre-processed in modules D and E. In the case of numeric
data, time series are cleaned and synchronised for i) the target
variable (aggregated electricity demand), ii) ambient temper-
ature, and iii) calendar features (holidays and weekends). To
build the benchmark model in module F, we used the features
from D, including lags, calendars, and temperatures. The first
group of calendar features is represented by the day of the
week and day of the year, embedded through their sine and
cosine, reflecting the multiple seasonality in electric demand.
Additional variables account for weekends and holidays.

Then, textual inputs are pre-processed to create different
numerical input features. Subsection II-A shows the detailed
textual features. It should be noted that some textual features
are redundant for forecasting, and they are filtered out by the
Granger test as suggested in [26], which happens in module
E. The text-based forecasting model is built in module G with
inputs from E and D. Finally, the results of the two models are
evaluated in H with an analysis of errors and the explanation
from the global, local, and causality aspects.

Fig. 1. The forecasting framework of this research.

A. Preprocessing for the text-based model

This section describes the methods used in Module E in 1 to
extract numerical features to be fed to the following machine
learning prediction model from the raw textual data. For tex-
tual data, the pre-processing includes splitting a sentence into
words; converting all letters to lowercase; removing stopwords,
words with less than three letters, and all numbers. All news
is finally transformed into word lists.

This study borrowed three NLP techniques: sentiment and
subjectivity analysis, topic modeling, and text vectorisation,
to capture sentiment scores, topic distributions, and word
embeddings in the news.

1) Simple statistics: Count features include 27 features
counted daily. For each text, the number of words, sentences,



unique words, non-stopping words, the average number of sen-
tences, and the average number of words for all the sentences
each day are calculated. Finally, we made two categorical
features for the proportion of news in the 18 sections on the
BBC website (e.g., Asia, Business, UK Politics, ...).

Word frequencies analysis consists of the words in text
after stop-words and non-words have been removed. To reduce
the number of words, only the most relevant has been selected.
Considering the different volumes of titles (T), descriptions
(D), and text bodies (B), we set separate thresholds σT =
200, σD = 400, σB = 5000, and only words that exceeded
this threshold were included. This resulted in the selection of
respectively 456, 329, and 550 words for T, D, and B.

2) Sentiment and subjectivity analysis: This analysis is
performed with the library TextBlob from Python’s Natural
Language ToolKit (NLTK) [27], widely used in sentiment
analysis and is particularly suitable for corpora without manual
labeling [28], [29], [30]. This algorithm calculates a score
between [-1, 1] for each word according to its negative or
positive meaning. In addition, it calculates a score between
[0, 1] according to its subjectivity, considering the modifying
effect of adjectives and adverbs. In this study, a distribution of
sentiment and subjectivity is calculated for each piece of news.
This distribution is then discretised in five quintiles [0, 0.2),
[0.2, 0.4), [0.4, 0.6), [0.6, 0.8), [0.8, 1]. They also computed
the maximum, minimum, average, and standard deviation for
18 sentiment features.

3) Topic distribution: Topic distribution is analysed through
LDA model, with the objective to obtain a probabilistic
estimation of the belonging of each news article to a specific
topic. LDA is a classical unsupervised topic model that mimics
human writing by assuming a text-generation process. The
LDA model assists in extracting several topics from mass texts
and gives the probability distribution of each text under these
topics. Based on this, the average topic probability distribution
for all daily news is easily obtained. The probability value
under each topic reflects how widespread the daily news is on
that topic and is a noteworthy feature. According to the topic
number selection method in [31], we set the ideal number of
topics as κ and obtained κT = 87, κD = 100, κB = 69 for
each text type.

4) Text vectorisation: This step is to obtain a vectorial
representation of the text according to its content for the
other texts in the corpus through the library GloVe described
in [23]. Thanks to the pre-trained word embeddings based
on a large corpus, the current GloVe not only contains rich
global and local semantic information but also facilitates
our application on a new corpus without repeating the time-
consuming training work.

High-dimensional textual features are extracted and ex-
pressed in this work from the textual dataset by transforming
words into 100-dimensional vectors with GloVe. A text vector
is obtained by averaging all the word vectors in this text.
The position of each element in the text vector is an axis in
the high-dimensional space. We averaged all the text vectors
within a day to get the features.

5) Granger test: The method mentioned above can pro-
duce numerous features, totaling 2026 in the configuration.

However, it is necessary to prevent some of the features from
positively affecting the quality of the forecast. Therefore the
Granger test is done preventively before the training of the
prediction model in module E.

The Granger test is a measure to test whether a stationary
time series X contributes to the forecasting of parameter Y
[32]. It is based on the following autoregressive model:

yt = θ0 +

T∑
i=1

θiyt−i +

T∑
i=1

φixt−i + εt

E(ε) = 0,

(1)

where θi and φi are the lag coefficients of X and Y, and
T is a chosen lag order, which in this paper is 30. The null
hypothesis is

H0 : φ1 = φ2 = ... = φT = 0, (2)

i.e. that the lagged terms of X are independent of Y. This can
be rejected when p < 0.05.

As shown in [26], [33], the Granger test assists in the
selection of text features that are relevant to the forecasting
target. It acts as a dimensionality reduction for the text
features. In these cases, the Granger test is usually performed
unilaterally, but we do not want Y Granger cause X. Therefore,
the experiments in this paper include a bilateral Granger test,
i.e., requiring p2 < 0.05 for the first test and p1 ≥ 0.05 for
the second.

Note that the Granger test used for initial feature filtering
is not an actual causality test, as it involves correlations
between lagged and predicted values, and correlations do not
necessarily lead to causality. We will discuss the causality of
text features and electricity load in more detail in Section IV-C.

B. Forecasting with textual features

Due to the nature of the dataset, the news was available
per day, and it was not possible to distinguish an intra-
day order. Furthermore, the news may refer to events of the
previous days. It was then decided to frame the problem as a
forecasting problem for the day ahead. This section describes
the forecasting algorithm used in Block F and G. The idea
is to verify if textual-based features measured in day d-1 can
provide additional explanation to the behaviour of the demand
in day d+1, considering a prediction calculated in day d+1 in
a valuable time to take decisions (for example for trading or
scheduling).

After an initial comparison with different models, such
as Support Vector Regression and Multilayer Perceptron, the
ExtraTrees algorithm has been selected because of its higher
performance (known in the case of relatively small tabular
datasets) and flexibility. ExtraTrees is an ensemble learning
method within the decision tree paradigm. Like Random For-
est, ExtraTrees creates many decision trees during the training
but randomly samples each tree. The features in the trees are
also randomly selected by splitting values without using the
criterion of optimizing localization, which enables ExtraTrees
to achieve faster computational speed and membership diver-
sity [34]. Current applications of ExtraTrees have emerged in



the field of electricity load forecasting, for example, the peak
load forecasting [35], day-ahead load demand forecasting case
from Spain [36], and medium- and long-term load forecasting
[37].

C. Evaluation

The two regression models in blocks F and G are evaluated
according to the following criteria. Firstly, deterministic eval-
uation metrics are calculated to compare the performance of
the algorithm and the baseline quantitatively. Then an analysis
is carried out to explain the relationship between the features
and demand.

Root Mean Square Error (RMSE), Mean Absolute Error
(MAE), and Symmetric Mean Absolute Percentage Error
(SMAPE) are used in this study, and they are calculated as
follows:

RMSE =

√√√√ 1

H

H∑
i=1

(yi − ŷi)2, (3)

MAE =
1

H

H∑
i=1

‖yi − ŷi‖, (4)

SMAPE =
100%

H

H∑
i=1

‖yi − ŷi‖
‖yi + ŷi‖/2

, (5)

where H is the forecasting horizons and H = 48 for the
half-hourly data in our case. yi and ŷi are truth and forecased
loads at time i.

These metrics are calculated for each time step of the test
dataset, but they are then averaged over a whole yearly period
and noted as rmse,mae, and smape.

D. Models explaination

Previous research has confirmed that well-selected text
features enhance forecasting, yet it is often difficult to explain
this improvement deeply. Explainability is necessary to shed
light on the behaviour of the trained machine learning models,
which otherwise would be completely black boxes. This paper
attempts to explore the mechanisms by which text features
enhance forecasting in terms of i) global, ii) local, and iii)
causality.

Global explainability is analysed through Pearson corre-
lation coefficients. It will not be discussed here due to its
popularity. Local explainability is analised through the Local
Interpretable Model-agnostic Explanation (LIME), whilst ca-
suality is analysed through Double Machine Learning (Double
ML). Both methods are described in the following lines.

1) Local explainability: LIME targets a sample of the
original data and generates a new, normally distributed local
dataset using the current sample [38], [39]. After that, a simple
surrogate model, such as linear regression, is used to fit the
new dataset, yielding a locally interpretable perspective on the
data under perturbation. We can interpret how features in the
current local affect the forecasting by viewing the coefficients
of the features in the linear model.

2) Causation: Previous analysis, such as the Pearson corre-
lation or the LIME model, verified the correlation between the
candidate features and electric demand. Nevertheless, positive
or negative correlations between variables may be the result of
coincidence, and it is known that correlation does not imply
causation [40]. For this reason, a test is proposed to verify
the causality between the features and the target. The so-
called causality is the effect of a particular feature of interest
(Treatment, T) on the predictions (Outcomes, Y), provided that
the rest of the features remain constant (Confounders, X). The
Double ML method helps find the causality between variables
and predictions based on the following partially linear model
[41]:

Y = f(X) + ρ(X)T + ε E(ε|X,T ) = 0, (6)

where f(X) a train model and ρ(X) the treatment effect.
Although ρ(X) is regarded as a function by some studies [42],
we treat it as a constant ρ(X) = τ for simplicity. The next
step is to explore the effect of the text feature T on the output
Y while maintaining the rest of the features X constant. In
this way, it is possible to observe whether, or to what extent,
T causes a change in Y. To estimate ρ(X), the formula 6 is
rewritten in residualised form:

Y − Ŷ = τ(T − T̂ ) + δ E(δ|X,T ) = 0, (7)

in which Ŷ = g(X) and T̂ = h(X) are forecasts of Y and
T. g(X) and h(X) are nuisance functions that can be replaced
by many machine learning methods. In this case, we set f(X),
g(X), and h(X) for all ExtraTrees regressors. The treatment
effect τ can then be obtained with Ordinary Least Squares
(OLS).

E. Datasets

This work uses three datasets covering five years between
June 2016 and May 2021. The first four years are used as
a training set and the last year as a test set. Aggregated
electric demand for the UK is obtained from the ENTSOe
transparency platform [43] along with the official day-ahead
forecasts. Historical Bank holidays and daily temperatures for
the city of London have been taken from commercial websites.
According to [44], we used the observed rather than predicted
temperatures for the convenience of reproducibility.

Previous studies have mainly used keywords for external
texts to filter news related to the forecasting domain [33], [45],
[12]. However, this paper proposes to use the entire volume
of news from British Broadcasting Corporation (BBC) to
explore the impact of broader social events on electricity load
forecasting. Over 80,000 news items were collected, thanks to
the repository [46], which archives [47].

III. RESULTS

A. Benchmark model

A prediction model based on ExtraTrees Regression (ETR)
has been trained on the basic datasets. Grid search and five-
fold cross-validation were used to find the optimal parameters
and avoid overfitting. The performance of the benchmark



model is summarised in Table I, in which different combi-
nations of features are tested: demand D, calendar features
C and temperature T . These are compared with the official
forecasts obtained from the ENTSOe Transparency Platform
ENT SOe.

TABLE I
BENCHMARK MODEL PERFORMANCE

Features rmse(MW) mae(MW) smape(%)

ENT SOe 2800.50 2544.86 7.65
D 2983.05±5.35 2539.25±5.14 7.75±0.01
D + C 2896.49±4.81 2468.48±4.22 7.56±0.01
D + T 2938.40±2.81 2488.93±2.61 7.59±0.01
D + C + T 2800.77±4.84 2374.07±4.39 7.29±0.01

As expected, combining these inputs produces the best per-
formance with moderate gains concerning the official forecasts
over the three deterministic metrics. However, holidays do not
provide improvements. The best improvements range in the
region of 200MW in mae and 4% in smape.

B. Textual features enhanced model

1) Impact of textual features: In this subsection, a new
model is trained with all the features used in the benchmark
model (D, C and T ), and the features extracted from the
textual dataset, here divided in terms of Title (T), Description
(D) and Body (B). The textual features Ft explored in the
step are: Count Features (CF), Words Frequencies (WF),
Sentiment (SE), Topic Distributions (T D), and GloVe Word
Embeddings (GWE) from T, D, and B. The experimental
results are presented in Table II, along with the original and
selected feature numbers after the Granger test in each group.

The results in Table II show that 6 of the 15 sets of
experiments outperform D + C + T . This reflects that some
text features are beneficial for load forecasting. Among these
text features, WF in all three text types reduces forecasting
errors, especially in T. In addition, SE , T D and GWE from B
also improved D + C + T and are better than those in T and
D. From now on these best-performing features are renamed
as follows: WF from T, D, and B are renamed as WFT ,
WFD, and WFB , whilst the other beneficial Fts are SEB ,
T DB , and GWEB .

2) Features combination: The performance improvement
with different textual features combination is tested. This is
done because it is expected that the different textual fea-
tures have considerable overlap, coming from similar texts,
especially if considering the information contained in T, D,
and B. The combinations considered are M0 := WFT ,
M1 := WFT + WFD + WFB , M2 := WFT + SEB ,
M3 := WFT + T DB , M4 := WFT + GWEB , M5 :=
WFT + SEB + T DB , M6 := WFT + SEB + GWEB ,
M7 := WFT + T DB + GWEB , M8 := WFT + SEB +
T DB + GWEB .

For these combinations, results are plotted in Figure 2. Here
it is possible to see how by combiningWFD andWFB with
WFT , the forecasting errors increase. This shows that WFT

is sufficient for forecasting in terms of word frequency.

M2 shows the addition of SEB to reduce the forecasting
errors. GWEB inM4 reduce the error spread in the box plot.
The combinationM6, obtained from SEB and GWEB , brings
together the advantages of both and has the best performance,
which is then used for further analysis.

3) Errors Analysis: Errors are analysed according to dif-
ferent hours and day types. This analysis is carried out on the
model trained with the M6 input combination. In Figure 3,
it is possible to see the difference in terms of rmse, mae
and smape between the benchmark model and the advanced
model with textual features for different hours of the day.
The performance improvement is generally more remarkable
in the first and last hours of the day, usually characterised by
more giant ramps in demand. In Table III, the same analysis
is presented comparing the performance on weekdays and
weekends. The error is more significant on weekends, probably
because of the lower absolute value of the demand, and the
advanced model increases its advantage on weekends.

4) DM-test: The Diebold-Mariano (DM) test was applied
to the forecasts across models to evaluate the differences in
forecast accuracy statistically. The null hypothesis H0 is that
there is no significant difference between the two models. The
alternative hypothesis is that one model is better than another,
given the one-sided situation. With a p-value less than 0.05,
we can infer a better model. We used four models for the DM-
test: the ETR D, benchmark D + C + T in Table I, M0 and
M6 in Figure 2.

Table IV shows the p-values of DM-test for the four models.
The bolded p-values are less than 0.05 where we reject the
null hypothesis and take the model in the column better
than the one in the row. For example, when comparing the
model D + C + T and M0, the p-value is 0.0404 and less
than 0.05. So we found that there is a statistically significant
difference between the forecasting accuracy of modelM0 and
D + C + T , and M0 is superior to D + C + T .

IV. DISCUSSION

In the following subsections IV-A, IV-B, and IV-C, we
would explain the relationships between textual features and
electricity load, from the global, local, and causality views.

A. Global correlations

Although model M6 suggested that the combination of
WFT , SEB , and GWEB is the best-performed, we still list
all the beneficial textual feature groups:WFT ,WFD,WFB ,
SEB , T DB , GWEB . The detailed descriptions are in Table V.

We then measured the correlation between textual features
and loads. Due to a large number of words in WF , we
only mention six of the top 3 with the strongest positive and
negative correlations overall. Besides that, SEB , T DB , and
GWEB were included. Figure 4 illustrates the correlations
scenarios over hours on different seasons, weekdays, and
weekends.

Generally, Figure 4 presents more obvious correlations in
spring, summer, and weekends. Except for seasons corre-
lations, driver-T shows a positive correlation with load in
the dawn and early morning in autumn and winter. The



TABLE II
FORECASTING ERRORS WHEN ADDING Ft INTO MODEL D + C + T

Text Type Ft #Original Ft #Selected Ft rmse(MW) mae(MW) smape(%)

D + C + T —- 0 0 2800.77±4.84 2374.07±4.39 7.29±0.01

T

CF 27 1 2799.65±3.73 2372.63±3.38 7.29±0.01
WF 456 32 2702.23±4.95** 2283.52±4.24** 6.98±0.01**
SE 18 2 2803.73±6.15 2376.81±5.82 7.30±0.02
T D 87 6 2806.27±5.35 2377.14±5.08 7.31±0.01
GWE 100 5 2795.80±4.34 2367.49±2.88 7.27±0.01

D

CF 27 0 2798.81±4.85 2371.95±4.51 7.29±0.01
WF 329 25 2760.65±6.85* 2342.98±6.16* 7.14±0.02*
SE 18 0 2798.81±4.85 2371.95±4.51 7.29±0.01
T D 100 5 2805.32±5.46 2379.75±4.96 7.31±0.01
GWE 100 2 2803.58±5.26 2375.26±4.84 7.30±0.01

B

CF 27 0 2798.81±4.85 2371.95±4.51 7.29±0.01
WF 550 10 2751.40±4.38* 2330.54±3.95* 7.16±0.01*
SE 18 1 2788.45±4.61** 2360.75±4.33** 7.26±0.01**
T D 69 2 2747.51±5.60** 2323.50±5.36** 7.12±0.02**
GWE 100 3 2749.97±2.31** 2327.66±2.43** 7.16±0.01**

# the counting numbers, * better than D + C + T , ** better than D + C + T and best in T, D, and B.

Fig. 2. Errors box plot for the models with textual features combination. The left subplot is for the rmse(MW), the middle one for the mae(MW), and the
right one for the smape(%).

TABLE III
rmse, mae, AND smape ON WEEKDAYS AND WEEKENDS.

Day type rmse(MW) rmse(MW)-T mae(MW ) mae(MW)-T smape(%) smape(%)-T
Weekdays 2846.73 2762.44 2392.79 2313.22 7.23 6.95
Weekends 2623.65 2431.61 2268.61 2089.53 7.29 6.70

TABLE IV
P-VALUES OF DM-TEST RESULTS

D D + C + T M0 M6

D 1.0000 0.0000** 0.0000** 0.0000**
D + C + T 0.9999 1.0000 0.0404* 0.0181*
M0 0.9999 0.9596 1.0000 0.0322*
M6 0.9999 0.9818 0.9678 1.0000

* for 0.01 < p < 0.05, and ** for 0 < p ≤ 0.01

correlation is more pronounced for mps-D in winter. The three
words with negative correlations in Figure 4 are all related

to coronavirus. They show strong negative correlations with
load in the spring and summer, with decreasing correlations
in the subsequent seasons. The coronavirus-related Topic-18
shows similar regularity. We also noticed that the peaks differ
in spring (daytime) and summer (evening). In addition, social
sentiment correlated higher in winter. Among the dimensional
features of GloVe, only Dim-51, train transportation in the
UK, presents a positive correlation with the load in spring and
summer and is more noticeable on weekends. This correlation
is relatively strong in the daytime in spring, and there is a
peak from hour 19h to 22h in summer.



TABLE V
TEXTUAL FEATURES DESCRIPTION

Group Features
WFT Andy, Murray, newspaper, headlines, rules, Ireland, year, NHS, staff, Glasgow, family, home, European, mark, updates,

Paris, say, elections, premier, hit, bomb, second, funeral, talks, Spain, budget, driver, care, sorry, Scotland, job, coronavirus
WFD following, around, Ireland, MPS, least, away, reach, schools, wife, shows, weeks, help, figures, days, lead, Wales,

security, hit, outside, Scotland, Monday, leaders, restrictions, pandemic, coronavirus
WFB coming, power, city, inside, job, ahead, social, strong, return, war
SEB the minimum subjectivity value

T DB
Topic-5 (Politics related to Ireland): Ireland, Northern, Irish, Belfast, DUP, Foster, republic, border, Sinn, Neill
Topic-18 (Coronavirus): covid, coronavirus, pandemic, cummings, Downing, street, question, adviser, Johnson, questions

GWEB
Dim-9 (Weapons): Hossein, warhead, Gangnam, interceptor, missiles, bomb, enriched, clerical, Quds, Ballistic
Dim-51 (transportation): Persia, Ibn, Arriva, Transpennine, Merseyrail, fax, Mesopotamia, BBBofC, Crosscountry,Daren
Dim-69 (Military): ang, corps, Muhammadu, commandant, army, commander, graduated, ante, military, Buhari

Fig. 3. rmse, mae, and smape on different hours. The dashed and solid
lines are forecasting without and with textual features.

B. Local correlations

Figure 5 lists two days with the most negative (2021-02-
20) and positive (2021-01-22) coefficients of driver-T, for
example. Each subplot contains the textual features (y-axis)
and their coefficients (x-axis) of the LIME model. The word
frequencies of coronavirus-T, coronavirus-D, and pandemic-
D serve negative roles on both days. At the same time, the
coefficients of the other features vary, which is reasonable from
a local view.

C. Causality effects

We tested the causality effect of the text features from the
subsection IV-A and IV-B separately concerning each of the
48 half-hours of the coming day’s load. We kept the treatment
affects τs in Formula 7 corresponding to p < 0.05, set the
rest to 0 and plotted the τ distribution of each feature over the
day, as shown in Figure 6.

According to [48], the causality effect around 10% to
20% is significant. In Figure 6, the coefficients are mainly
gathered around 0, indicating a weak causality effect. We
also notice that the causality distributions for some features
are flat. For example, pandemic-D, which shows a negative
causality effect stretched to -30%, is evidence that the word
frequency of ‘pandemic’ in news descriptions causes loads
forecasting negatively. Topic-18, also related to coronavirus,
shows a relatively strong negative correlation with load in
Figure 4. However, in Figure 6, the coefficients for Topic-
18 all stack up around 0. We, therefore, cannot conclude that
there is a robust causal relationship between Topic-18 and
load forecasting. This fact again confirms that correlation and
causality are different aspects.

D. Considerations

This work proceeds by starting with essential forecasting
of the electricity load from the UK with the calendar and
temperature features, continuing to explore the textual features
that are helpful for forecasting. Followed by some statistical
tests to show the significant improvement and analysis of the
explanations in key findings.

There is still room for some discussion. The causality effect
distributions in Figure 6 show that several textual features
have multiple modes, where some modes are centered on
coefficients with absolute value ≥ 10%. For instance, a
negative mode is identified in Dim-9, showing that there
exist conditions that this dimension (related to tensions in the
Middle East and assumed consequences on the oil market)
is predicted to have a negative causal impact on electric-
ity demand. This illustrates the potential of such text-based
features to enrich predictive analysis applied to forecasting
total load at the national or regional level. Another example
is the Dim-69: at the beginning, it was included among the
features selected through the Granger test. However, a second
verification, related to the military, suggests a weak relation
with electric load in the UK and is difficult to observe on
the day ahead time scale. It is then considered that: i) this
feature has, in general, a weak correlation with the load in
every hour of the day, and every season or day category
(as seen in Figure 4, and ii) its causality score in Figure 6
is dense around zero. These facts suggest that Dim-69 has
been identified initially because of spurious correlation and
that further analysis and human evaluation are necessary to
understand the importance of every feature to be fed to the
forecast model.

Generally, a low Pearson correlation corresponds to low
causality, but some cases show high correlation and low
causality, such as Topic-18. This may be due to coincidence,
and we have no evidence that Topic-18 caused the change in
electricity load.

The study depends on the dataset used, containing the
period of the COVID-19 pandemic in the UK. This rare event
influences the results. In the other case, it is good to verify
that the method proposed identified the keywords related to
the COVID-19 pandemic, which show the most relevance for
load variation.

It is possible now to provide answers to the three main
questions listed in Section I-C. The first research question



Fig. 4. Pearson coefficients for textual features and load. Colored grids with p < 0.05 stand for significant Pearson correlations. Blue ones are with a positive
correlation between the feature and the hour. The red ones stand for the negative correlations.

Fig. 5. Feature coefficients from LIME model

asked IF it is possible to extract valuable information from
news in order to improve electricity demand prediction. The
answer is yes, and this can be seen in several results of this
work, such as in Table II, which shows the improvements of
the forecasting algorithm designed on regression, temperature,
and calendar information when adding features extracted from

textual contents. Also, Figure 4 shows the correlation at
different hours, seasons, and day types of the most relevant
textual features. Moreover, the text-based model improves the
official standard by around 4%, 11%, and 10% in terms of
RMSE, MAE, and SMAPE.

The second question was HOW to treat textual information
in order to extract valuable features to improve demand predic-
tion. We would answer the question with the best performance
textual features presented in the experiments: word frequency
counting, sentiment scores, and global word embeddings. In
particular, the last method is expected to be more robust to new
keywords relative to new concepts or events that the public has
not yet experienced.

The third research question posed was to understand WHY
the improved performance was observed and to explain the
phenomena identified. We would explain some key findings
in the word frequency analysis. Firstly, the effect of the recent



Fig. 6. Causality effects from the Double ML in half-hours. The x-axis is
the causality treatment effects, and the y-axis is the textual features.

COVID-19 pandemic appears as keywords. It is thought that
the mechanism identified by the algorithm is related to the
reduced demand due to lockdowns enforced in the years
2020-21. These keywords show obvious negative correlations
and causality effects. Secondly, the news related to Northern
Ireland politics impacts the electricity demand in Topic-5. The
interpretation is that these are a symptom of more generic
political instability or may result from economic problems that
cause a demand reduction. Thirdly, the tension in the Middle
East, identified by Dim-9 mainly related to weapons. It is
hypothesized that international tension in the oil-rich region
may impact the economy and hence the electric load.

The work also has some limitations: Firstly, this work avoids
exploring further consequences of social sciences, economics,
or energy policy findings. The focus is kept on testing the main
hypotheses and producing results that can be explored further.
Secondly, the work is carried out on national aggregated
electric demand, which is a parameter with a relatively stable
pattern. Therefore day-ahead forecast errors are low, and it
is more difficult to identify the effect of the additional data
tested.

V. CONCLUSIONS

This paper studied the link between unstructured textual
information in news and electricity demand. The overall
methodology can be summarised as follows: firstly, textual
information in the news is converted into numerical time
series, including count features, word frequencies, sentiment
scores, topic distributions, and word embeddings according
to different methods of TextBlob, LDA model, and GloVe.
Secondly, after the Granger test aimed at removing spurious
correlations, the rest features are fed to an existing load

forecasting algorithm working with known predictors such
as calendar information and temperature values. Finally, the
performance is compared, and the inputs are analysed to
understand the mechanism of the news affecting electricity
load.

The study was carried out on the datasets of news and
electricity demand related to the United Kingdom for 2016-
2021. In general, reduced performance improvements in the
region of 4%, 11%, and 10% in RMSE, MAE, and SMAPE
are observed. The best-performing method is a feature combi-
nation model with word frequency from news titles, sentiment
scores and GloVe word embeddings from news text bodies.
These features identified keywords relative to the COVID-19
pandemic, the minimum subjectivity of public sentiments, and
international conflicts.

This study, far from closing the subject, opens a new series
of questions to be treated in further research. For example,
the results must be replicated on other datasets (news and
load), possibly in different countries and with different spatial
resolutions, to reduce the average effect present in national
electricity demand. Since the effect of some social events
has a more prolonged impact, it is better to replicate the
study on longer horizons. Other methods for data analysis
and NLP are worth trying; examples are testing n-grams
instead of single keywords and using more complicated deep
networks. Probabilistic forecasting is another research scenario
to benchmark the performance of our proposed approach
against other metrics, such as sharpness, CRPS, and relia-
bility, and to test the method against other challenges, such
as forecasting extreme loads. It is interesting to understand
if the relationship discovered between the textual data and
the electricity demand can also be explained through other
variables, such as economic or criminal activity; Finally, more
fine-grained experiments should focus only on the situations
where the existing methods produce higher errors to verify
if social aspects help reduce significant or potentially more
influential forecast errors.
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