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ABSTRACT

Urban sprawl has significantly changed the land cover of
metropolis and periurban areas. In that regard, the monitor-
ing of impervious surfaces has become crucial to mitigate
their impacts on the hydrology of the watersheds and on
urban micro-climates. At this end, airborne hyperspectral
imaging is very well suited to map the diversity of imper-
vious surfaces over urban areas, both in terms of scale and
of discriminative power. Yet, the diversity of soil materi-
als as well as the similarity between some artificial porous
and impervious classes, is such that active learning methods
are imperative to build optimal ground truths for machine
learning algorithms. Besides, in the context of impervious
surfaces classification, not all classes are of equal interest. In
the present paper, we introduce Probabilistic Breaking Tie, a
query system, built on the state-of-the-art Breaking Tie [1]
heuristic, that leverages class hierarchy as a priori seman-
tic knowledge. Our numerical experiments on the Houston
University data set [2] show that our method significantly
increases the pace at which active learning improves the ac-
curacy metrics over impervious and porous classes. Code is
available at https://github.com/Romain3Ch216/AL4EO.

Index Terms— Hyperspectral imaging, semantic seg-
mentation, impervious surfaces, active learning.

1. INTRODUCTION

In past decades, the urban sprawl has significantly changed
the land cover of metropolis and periurban areas [3]. As
most artificial surfaces have low permeability coefficients
and low albedo, the hydrology of the watersheds as well as
urban micro-climates have undergone major changes [4, 5].
Machine learning algorithms have been rather successful in
producing imperviousness maps from satellite images, such
as the Imperviousness Density product from the European
Copernicus program derived from Sentinel-2 data. However,
the poor spatial and spectral resolutions of Sentinel-2 does
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not enable the distinction of different types of impervious sur-
faces. Scientific studies and urban policies could, although,
benefit from a fine nomenclature of porous and impervious
surfaces. For instance, discriminating impervious materials
based on their permeability coefficient [6], on their ageing [7]
or even on their connection to the sewer system [8], as well
as distinguishing porous classes such as trees, grass or bare
soils could be useful for urban management [9].

Airborne hyperspectral imaging is very well suited to dis-
tinguish such a diversity of materials due to its high spec-
tral and spatial resolutions. However, building training data
sets with such a fine nomenclature is very challenging and re-
quires expensive field campaigns. Consequently, only a lim-
ited number of pixels can be labeled, hence the need to choose
the most informative ones. This is the goal of Active Learning
(AL) methods: an iterative algorithm selects the best pixels to
be labeled [10]. The limitation of AL methods however is that
they give equal importance to each class. In the context of im-
pervious surfaces classification though, we would rather well
recognize impervious roads from porous railways rather than
healthy grass from stressed grass. Therefore, we would like to
avoid the waste of annotations on pixels of little importance.

In this paper, we leverage the natural hierarchical struc-
ture of porous and impervious classes to perform Active
Learning. Our method, Probabilistic Breaking Tie, builds
on the state-of-the-art Breaking Tie [1] heuristic to prioritize
pixels that are informative of the differences between porous
and impervious classes.

Section 2 introduces Probabilistic Breaking Tie in detail.
Section 3 presents the numerical experiments and the results.
We finally conclude in section 4.

2. METHOD

2.1. The Active Learning Framework

Active Learning (AL) algorithms depend on an acquisition
function (also named the query system), an oracle (a user that
labels the data), a number of iterations and a budget of pix-
els to query per iteration. In the following, we denote by Lt



and Ut the labeled and unlabeled sets respectively at step t.
The data points xi ∈ X for all i ∈ {1, . . . , N} are spectral or
spectral-spatial features, where N is the total number of pix-
els. The acquisition function a usually depends on Lt and on
a classifier f that takes an input x and outputs a probability
distribution over C classes. At first, a small training data set
is manually labeled. Then, at each iteration t, a model f is
trained from scratch, and a subset of the unlabeled pool Ut

is selected in order to maximize, or minimize, the acquisition
function. Newly labeled pixels by the oracle are added to the
training data set and the process repeats until the final step is
reached.

2.2. Breaking Tie (BT) [1]

A classifier f : X −→ [0, 1]C outputs a probability distribu-
tion over C classes from a data point x ∈ X . The breaking
tie heuristic for a data point x is a measure of confidence:

aBT (x) = max
i∈(1,...,C)

f(x)i −max
j,j 6=i

f(x)j (1)

where f(x)i denotes the ith coordinate of f(x), ie the esti-
mated probability that x belongs to class i. The function aBT

takes low values when a data point lies near a decision bound-
ary.

2.3. Probabilistic Breaking Tie (PBT)

We introduce Probabilistic Breaking Tie (PBT), an enhance-
ment of Breaking Tie to leverage class hierarchy.

The class hierarchy can be formalized by a tree (cf fig. 1),
where the leaves are classes. Like in [11] and [12], we use
the distance between leaves to encode the semantic similarity
between classes. The lower the distance, the higher the sim-
ilarity. Similarly, the higher the distance, the higher the cost
of confusion. We can now define a cost matrix, for C classes,
as follows: ∀(k, l) ∈ {1, . . . , C}2, k 6= l,

D[k, l] = 10−
maxu,v d(u,v)−d(k,l)

β (2)

where β is a penalty coefficient, d(k, l) is the distance in the
tree between the leaves k and l. d(k, l) is the number of nodes
within the path from leave k to the closest common parent
with leave l. We can note that d(k, l) = d(l, k) because every
leaves are at the same depth in the tree.

This cost matrix is the core element of PBT. The idea
is, instead of selecting b pixels with the lowest Breaking Tie
scores, to sample b points according to a distribution defined
by a weighted version of the Breaking Tie scores, where the
weights are defined by the cost matrix.

Let’s denote X = {xi}i∈(1,...,N) a pool of N points. We
define the PBT acquisition function over a set of points as

follows:

aPBT (X) = { wi · pi∑N
k=1 wk · pk

}i∈(1,...,N) (3)

where, ∀i ∈ (1, . . . , N),

pi = 1− aBT (xi) (4)
wi = δiD[k, l] (5)

k, l = argmax
i∈(1,...,c)

f(x)i, argmax
j,j 6=i

f(x)j (6)

δi =

{
1 if pi > γ
0 else (7)

with γ a threshold that controls the informativeness of the
samples and D is the cost matrix.

Equation 4 defines pi so that a low Breaking Tie score
leads to a high probability to select pixel i. Equation 5 defines
wi so that it is lower when the two most likely classes have a
low confusion cost. Equation 7 defines δi so that a pixel with
a very high Breaking Tie score (ie not informative), cannot be
selected despite the re-weighting.

3. NUMERICAL EXPERIMENTS

In the Active Learning comparative review [13], authors sug-
gest to combine different AL strategies. They argue that rep-
resentativeness heuristics should be use for the first iterations
to have a good approximate of the data distribution and that
inter-class uncertainty heuristic such as BT should be used
at the last iterations in order to refine the decision bound-
aries between similar classes. Therefore, we are not interested
in comparing PBT with representativeness or performance-
based techniques but we experimentally study the benefits of
PBT against BT when classes are organized hierarchically.

3.1. The Houston data set

The hyperspectral image over Houston university was ac-
quired by the sensor ITRES CASI 1500 that covers the
380-1050 nm spectral range with 48 bands at a 1m ground
sampling distance (GSD). More than four hundred thousands
pixels were labeled over 20 classes (see fig. 1). However, we
only kept in the initial training data set 200 labeled pixels per
class, i.e. 4000 pixels in total, which is representative of an
operational use case. Ten sets of different initial training data
sets, unlabeled pools and test data sets were selected from
disjoint regions.

We chose the Houston data set because it is, to our knowl-
edge, the largest and the most complex labeled hyperspectral
data set publicly available. In contrast to classic data sets such
as Indian Pines or Pavia University, Houston has a rich hier-
archical nomenclature. In future work though, we would like
to test our method on other complex data sets. However, we



Fig. 1: Hierarchical nomenclature of the Houston data set

argue here that the ten splits of the ground truth yield very
different initial training data sets, which should be enough to
evaluate the robustness of PBT.

3.2. The model

To compute the BT and the PBT scores, we used a classic
spectral CNN [14] that was benchmarked in the comparative
review [15]. A better model would give better results, but
we argue that the relative difference would be the same for
BT and PBT. We performed 100 epochs with a 0.001 learning
rate and a cross-entropy loss optimized through a stochastic
gradient descent with momentum.

3.3. Metrics

At each step of the AL process (15 steps in total), we com-
puted the following metrics based on the predictions of the
CNN:

• Overall Accuracy (OA)∗. The number of correct pre-
dictions over the total number of predictions.

• Mean Intersect Over Union (mIoU)∗. The mean of
the IoU score over every classes:

mIoU =
1

C

C∑
k

IoUk =
1

C

C∑
k

TPk

TPk + FPk + FNk

(8)
where TPk, FPk et FNk respectively denote the true
positives, the false negatives and the false positives for
class k.

• Confusion matrix. We denote by Qtrue and Qpred

the confusion matrices respectively normalized over the

true labels and the predictions. In the following, we
name and define the confusion matrix as:

Q = 0.5(Qtrue +Qpred) (9)

• Average Cost (AC). The average cost is the mean of
the number of confusions weighted by their cost:

AC =
1

C2

∑
i,j Q[i, j] ·D[i, j]∑

i,j D[i, j]
(10)

We normalize the average cost by the sum of the confu-
sion cost matrix so that it is invariant to the costs scale.

∗ OA and mIoU were computed for N to N classification
but also for porous versus impervious classification. In both
cases, the model made predictions over C classes. Only then,
the predicted labels were converted to Porous, Impervious or
Other.

3.4. Hyperparameters

In our experiments, we set β = 1. This means that for two
pixels whose breaking tie scores are equal, the pixel at the
frontier of two classes closer from one node are ten times less
likely to be queried. We set γ = 0.8 so that only uncertain
pixels are queried.

3.5. Results

Fig. 2 shows that OA is barely unchanged between BT and
PBT. On the contrary, mIoU was slightly increased by PBT,
which was quite unexpected. It appears that PBT focused par-
ticularly on classes with high confusions rate.

Fig. 3 shows that PBT reached lower AC, especially at the
beginning of the AL process. Similarly, impervious vs porous
OA and mIoU were significantly increased by PBT. More
specifically, PBT had a 4% higher mIoU at step 3. Moreover,
PBT took two times less iterations than BT (and therefore two
times less pixels to label) in order to reach a 0.64 IoU score.

Fig. 4a shows the difference of the confusion matrices ob-
tained with PBT and BT at step 3. A zero value means that
the proportion of confusions was unchanged between the two
methods. A positive value on the diagonal means that more
correct predictions were achieved with PBT. Negative values
off-diagonal means that less confusions were achieved with
PBT. For instance, we see that predictions of Railways are
significantly increased with PBT by lowering the confusions
with Unpaved parking lots (although they both belong to the
Porous category). Finally, we note that the sum of the differ-
ence is nearly zero, which means that confusions and good
predictions induced by PBT, compared to BT, balance out.

Fig. 4b shows the difference of the confusion matrices
obtained with PBT and BT at step 3, weighted by the cost
matrix. We can clearly see the benefits of PBT (for instance



(a) OA (b) mIoU

Fig. 2: Mean and standard deviation of OA and mIoU for N to N classification

(a) AC (b) P/IP OA (c) P/IP mIoU

Fig. 3: Mean and standard deviation of AC, OA and mIoU for porous VS impervious classification

(a) QPBT −QBT (b) (QPBT −QBT ) ∗D

Fig. 4: (a): QPBT −QBT . (b): (QPBT −QBT )∗D. QPBT andQBT denote the confusion matrices obtained with training data
sets respectively labeled using the PBT and BT active learning methods after step 3. D denotes the cost of confusion matrix.



the decrease of confusions between Bare earth and Sidewalks
but also its downsides (for instance the increase of confu-
sions between Non residential buildings and Trains). Glob-
ally, the sum of the weighted difference is clearly negative,
which demonstrates a decrease of the confusion cost.

4. CONCLUSION

We have introduced Probabilistic Breaking Tie, an Active
Learning method that does not give the same importance
to every classes, according to a priori semantic knowledge.
This a priori knowledge was formalized by a hierarchical tree
that results from the natural hierarchical structure of the land
cover nomenclature. Numerical experiments on the complex
hyperspectral Houston data set demonstrated the effective-
ness of our method to decrease the average cost of confusion
and to increase the accuracy metrics for impervious vs porous
surfaces classification. In an operational context, it allows
to reduce the number of pixels to label, hence the duration
of field campaigns, in order to reach good performances. In
future work, we will further study the impact of the stochas-
ticity of Probabilistic Breaking Tie on the performance of the
AL process.
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