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ABSTRACT

To gather larger datasets to train data-angry deep learning
quality assessment models, crowdsourcing has become essen-
tial to recruit participants. These participants are asked their
opinion by directly rating stimuli, e.g., using single or dou-
ble stimulus methodologies, or indirectly by ranking stim-
uli or comparing distances as in the Maximum Likelihood
Difference Scaling method. In crowdsourcing, participants’
behaviors and environmental distractions are not controlled.
So, the researcher must pay attention to the answers’ reli-
ability. Cleaning methods exist for direct annotation sub-
jective methodologies. However, solutions for indirect an-
notation methods are limited. In this work, we propose a
method based on the negative log-likelihood to detect spam-
mers among participants from their answers. To demonstrate
its use, we applied it in a quadruplet preference-based sce-
nario. The proposed method requires low computation and
can be integrated into active-sampling strategies, where anno-
tations available per comparison are small. We demonstrate
that our method is robust to various spammer behaviors and
accurate by removing only spammers. It helps reduce the gap
between data collected in in-lab conditions (i.e., no spammer)
and through crowdsourcing: our method reduces estimated
uncertainties around data-points by 50%, and RMSE between
estimations from an in-lab experiment and the same experi-
ment performed in crowdsourcing by 1.8.

Index Terms— Spammer removal, crowdsourcing, pair
comparison, active-sampling

1. INTRODUCTION

Relying on crowdsourcing can increase the reach of an exper-
iment to a larger population, speed up the annotation process
and gather opinions on stimuli at scale. To train supervised
models and benchmark systems, these subjective data must be
clean and accurate. Removing the noise introduced by spam-
mer behavior becomes a priority.

ITU standards [1, 2, 3, 4] are defined to clean subjective
data from direct rating subjective methodologies (e.g., Ab-
solute Category Rating (ACR), Double Stimuli Impairment
Scale (DSIS)). Other initiatives [5, 6, 7] exist and are improv-
ing on these standards to provide better interpretation and ac-
curacy on spammer removal.

However, there is limited research on data cleaning for
indirect annotation strategies such as ranking, n-Alternative
Forced Choice (n-AFC), pairwise comparison (PC), or Dif-
ference Scaling [8]. Active-sampling solutions [9, 10, 11, 12,
13, 14] and more recently [15, 16, 17, 18, 19] proposed solu-
tions to efficiently select the most informative comparisons to
retrieve accurate estimations and minimize experimental ef-
fort. These algorithms should be able to recover estimates in
most situations, including conditions with bad annotator be-
havior: the spammers.

In [13], the authors proposed a method to perform active-
sampling and noise removal simultaneously, but the solver
has a significant time complexity, see results of [15] for more
details. With active-sampling in crowdsourcing, the number
of participants can be huge. Moreover, the number of anno-
tations for each possible pair can be low or even null (i.e.,
sparsity of PCMs). To perform the solving, retrieving stim-
uli estimates, and estimating reliability score for each crowd-
sourcer is impractical due to the large number of parameters
to model the thousands of unique participants and the thou-
sands of stimuli. In [20], a solution for spammer removal for
PC experiments using Cohen’s Kappa and Rogers-Tanimoto
dissimilarity measures is proposed. However, this method
requires a group of participants to complete the same set of
annotations to obtain a minimum number of annotations per
pair and a significant intersection between the pairs evaluated
by two participants to provide dissimilarity scores with sub-
stantial reliability. This makes the technique impractical in
active-sampling scenarios.

In this work, we are trying to answer the question: how
can we compute a reliability score per participant in an active-
sampling scenario where a participant may be the only one to
annotate a set of stimuli?

2. NEGATIVE LOG-LIKELIHOOD FOR SPAMMER
DETECTION

This section presents our method to detect spammers. For
two measures X and Y (e.g., qualities in a pair, a perceived
difference in a triplet or a quadruplet), any recovery models
[21, 22, 23, 8, 24] transform the preferences from a group of
participants to a probability P that the measure X is greater
than Y.



For example in the solver for MLDSI[8], the probability is
computed as:
b 5(g)

P(X>Y):¢<U), 0

with ¢ (x), the cumulative standard normal distribution
CDF. X is the perceived difference L.q between the two stim-
uli from the first pair of the quadruplet, and Y is the differ-
ence L, in the second pair: the quadruplet is measured as
0(q) =0 (a,b,c,d).

d(a,b,c,d) = Leg — Lap = |Ya — te| — |6 — Yal,  (2)

Where the 1); are the parameters of the solver to estimate
the values for the stimuli.

From this, we can derive the likelihood of a session: the
likelihood of the set R of n preferences from a participant,

n . 1—Ry, Ry
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where Ry, is his/her preference for the k-th quadruplet,
value of Ry isOor 1.

By applying the negative logarithm, we obtain a score per
session with a minimum of 0. The score increases signifi-
cantly each time an unlikely preference is given, and other-
wise with a small amount.

3. SUBJECTIVE EXPERIMENT DATA

This section describes the two datasets we used in this work.
The method we propose in the previous section can be ap-
plied to any indirect annotation subjective methodology. We
choose to demonstrate it in a quadruplet scenario.

The first dataset is from an “in-lab” experiment on the
quality of video patches, and the second one, named “crowd-
sourced” is its reproduction on Prolific!, a crowdsourcing
platform. These two datasets are subsets of the dataset pre-
sented in [25] on 12 out of the 20 contents. The task of
participants, see visual example in figure 1, was to provide a
preference on a quadruplet (a,b,c,d): where do you perceive
a greater difference between a first pair of video patches and
a second pair of video patches? The differences are encoding
distortions generated from libaom-AV1?. We applied MLDS
methodology to estimate supra-threshold differences in these
small videos, fubes. The tubes are of size 64 x 64 pixels,
400 ms in length, and are extracted from 1080p video sources
(SRCs). A quadruplet contains four tubes, from the same ref-
erence tube for intra-content comparisons, see fig.1, or from
two different reference tubes for inter-content comparisons.

The ’in-lab” dataset has 5235 judgments from 173 an-
notations sessions. A session lasts 6 minutes on average,
and a participant gives his preferences on a set of quadru-
plets. These sets are generated by the active-sampling al-
gorithm proposed in [24] for inter-content difference scaling.

IProlific website: https://www.prolific.co/
2AVI] encoder v3.1.2, from
Thishttps://aomedia.googlesource.com/aom/

AOM Alliance Open

Where do you perceive a greater difference
between the lower two and the upper two
patches?

Fig. 1: Example of quadruplet presented to a participant to
rate where he perceives a greater difference in the quadruplet.
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There are 17 unique participants in this subjective study. They
can be considered experts and non-spammers since they have
been trained for the task and recruited in our laboratory with
experience in quality assessment.

The ”crowdsourced” dataset has 7650 judgments from
260 sessions performed by participants recruited on Prolific.
Similarly, the participants were asked to give their preferences
for quadruplets, following the same active-sampling proce-
dure. These participants can be considered as naive observers
for quality assessment since the requirements to participate in
the study are only on the spoken language and their approval
rate. Although we have these requirements, we cannot ensure
that all the participants aren’t spammers.

In figure 2, we present the estimations obtained when we
apply MLDS for inter-content scaling solver on the data. On
the left, estimates were obtained from the judgments from ex-
perts from the “in-lab” dataset, and on the right, from the
”crowdsourced” dataset. Each curve in the figures is a per-
ceptual curve and models a perceived distance between a ref-
erence tube and the distorted versions of this reference tube.
At distortion level O on the x-axis, the reference tube is en-
coded with quantization parameters (QP 0) of AV1. The other
distortion levels correspond to different increasing QP values
to compress the information while increasing the visibility of
the distortions. An example of reading the figure will be: “the
content modeled by the purple line is with most visible dis-
tortions when encoding with AV1”.

In [27, 28], authors examine the evolution of subjec-
tive scores discriminability to show how well a subjective
methodology can retrieve accurate estimates. A two-sample
Wilcoxon test is performed on all the possible pairs of stimuli
of the dataset. A p-value of 0.05 is used to compute the per-
centage of significantly different pairs. Here, we can use this
discriminability ratio to indicate the quality of the collected
data and how well the data points are separated.

In figure 2 (left), the Confidence Intervals (CIs) estimated
by the solver are, on average, 0.05 across the 12 perceptual
curves, and the discriminability ratio is 0.981. For the (right)
one, the average CIs is 0.18, and the discriminability ratio is
0.970. With lower average CI values and a higher discrim-
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Fig. 2: MLE solving on the two datasets: (left) "in-lab” dataset and (right) "crowdsourced” dataset. Confidence Intervals (CIs)
are obtained via bootstrapping [26] over 100 runs. The X-axis is the distortion levels applied on each reference tube, and the
Y-axis is the estimated perceived distances by participants between the reference and the distorted tubes.
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Fig. 3: Average negative log-likelihood on the sessions of the
”in-lab” dataset in blue and the “crowdsourced” dataset in or-
ange.
inability ratio for the ”in-lab” dataset, we can conclude that
the “in-lab” dataset produces more accurate estimates. This
can be explained by the absence of spammers among the par-
ticipants and their expertise in quality assessment.

In figure 3, the 260 sessions from the “crowdsourced”
dataset are represented in orange as the average Negative Log-
Likelihood (NLL) of the judgments of each session, using the
1) estimated from solving presented in figure 2 (right). In
blue are the sessions from the in-lab” dataset, with 1) shown
in figure 2 (left). We can see that the NLL of the “crowd-
sourced” sessions is, on average larger compared to the ses-
sion from the “in-lab” experiment. This is due to spammers
(e.g., sessions with NLL scores above 1). The responses of
these spammers increase the noise in data, affecting the esti-
mation of probabilities by the solving algorithm and increas-
ing the NLL of non-spammers sessions.

4. PERFORMANCE EVALUATIONS

In this section, we evaluate our proposed method for spam-
mers detection and removal.

4.1. Simulated spammers detection
We simulate spammers inside the “in-lab” dataset to evaluate
if the proposed method can detect spammers. With this sim-

simulated spammers
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Fig. 4: Example of simulated spammers and how our method
can correctly classify these sessions as spammers from their
negative log-likelihood score: AUC = 0.997.

ulation, we want to find a threshold in the NLL score that can
consistently remove spammers.

There are different profiles of spammers: voters that an-
swer at random, with patterns (e.g., ABAB, AAAA, BBBB),
with inversion pattern where the votes are reversed compared
to the expected task (e.g., participants that misunderstood the
task), or profiles that are a mix of the previous ones.

Once we simulated these spammers, we added them to
the “in-lab” dataset with the actual observers. We remind
the reader that these natural observers are considered non-
spammers from their expertise and the training they received.

We choose that these new sessions represent 10% of the
dataset: 18 simulated sessions are added. We performed an
MLDS recovery on this data ("in-lab” + spammers) and ap-
plied the method based on the negative log-likelihood de-
scribed above to characterize each session. We used Receiver
Operating Characteristic (ROC) and Area Under the Curve
score (AUC) to analyze the method’s performance and sepa-
rate simulated spammers from natural observers.

An example is provided in figure 4, where in red is the
distribution of sessions from the ”in-lab” dataset and in blue
the added sessions of simulated spammers. From ROC anal-
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Fig. 5: Results obtained when removing from the “crowd-
sourced” dataset, sessions classified as spammers by our
method in blue, or sessions selected randomly in orange. The
orange curve is computed as the average on 1000 permutation
runs. On X-axis is the proportion of sessions removed from
the ”crowdsourced” dataset. In red is the score obtained from
the 260 sessions from the ”in-lab” dataset, a 31.5% smaller
dataset represented by a red dot.

ysis, the AUC score is 0.997, translating to a good detection
of spammer sessions.

4.2. Real spammers dectection

The simulation presented in the previous section is repro-
duced 1000 times, each time generating new simulated spam-
mers, to estimate a precise AUC score for our method and a
set of thresholds th x ¢ corresponding to NLL values that can
separate on average X % of simulated spammers from the real
ones, with X varying from 10% to 100%. We applied these
thresholds to the “crowdsourced” dataset and removed 11 to
96 sessions.

To compare the effect of removing the sessions that are
flagged by our method and ensure that we are not eliminating
non-spammer sessions, we design an experiment where we
track the evolution of the size of the retrieved CI by MLE
solver when we remove these spammers sessions versus when
we remove the same number of sessions at random.

Improvement in average estimated CI size: in figure 5
(top left), we can see that when we remove sessions at random
in the ”crowdsourced” dataset (orange curve), the solving pro-
cedure estimate values with larger CI, which is expected since
we are removing potentially valuable data. When we remove
the session classified as spammers by our method (in blue),
we can see that the mean ClISs size is decreasing. In red is the
mean CIs size obtained on the in lab” dataset, 0.05, which is
3.6 smaller than 0.18 for the “crowdsourced” dataset. After
removing 48 spammers sessions (around 18% of the dataset),

the gap between the “crowdsourced” dataset and the “in-lab”
dataset decreased to 0.096: a reduction by 2.

Improvement in discriminability: in figure 5 (top right
and bottom left), the discriminability ratio [27, 28] evolution
is explored. In blue, removing spammers increases the ratio
value and approaches the ratio value of the “in-lab” dataset
in red. Proving that our method is improving, or maintaining
at worse, the discriminability between stimuli of the dataset.
In orange, discriminability decreases as we remove random
sessions, which is expected.

Improvement in RMSE: in figure 5 (bottom right), the
Root Mean Square Error (RMSE) evolution is explored. The
RMSE is computed between the estimated values from the
”in-lab” dataset and those from the truncated “crowdsourced”
dataset. When removing random sessions, in orange, the
RMSE and gap with the “in-lab” dataset increase. With our
method, in blue, the RMSE reduces from 0.45 to 0.25: a 1.8
reduction.

One can see from all the indicators that there is a threshold
after which removing more sessions decreases performance.
Mean CI and RMSE start to increase again, and discriminabil-
ity ratios start to decrease. This is because we start remov-
ing valuable sessions. In this particular experiment, removing
more than 20% of the sessions hurts Mean CI and RMSE in-
dicators performances.

5. RECOMMENDATIONS ON THE USAGE

To use the method, having a clean version of the dataset to
find NLL thresholds is unnecessary. Our approach can be di-
rectly applied to an uncurated dataset. The simulation pre-
sented in the previous section can add simulated spammers in
any dataset to derive thresholds. To validate these thresholds,
the analysis shown in figure 5 is sufficient to tell if removing
spammers’ sessions is effective.

6. CONCLUSION

We presented a method based on negative logarithm likeli-
hood to remove spammers from subjective experiments based
on indirect annotation methodologies. To demonstrate the
method’s effectiveness, we first validated on a dataset with-
out spammers, “in-lab”, that our approach can detect and
classify simulated spammers correctly. Secondly, we apply
our method to a dataset collected in crowdsourcing with real
spammers. We show how our method positively impacts the
data quality obtained after removing the participants clas-
sified as spammers: reduction of CIs size by 2 and 1.8 on
the RMSE between datasets while maintaining or slightly
improving the discriminability between stimuli.

As a future work, this method could be integrated into
any active-sampling procedure to rule out or not new incom-
ing annotations of a participant before generating a new set of
samples to be annotated. Thus, avoiding the noise of a spam-
mer earlier in creating a dataset.
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