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NONLINEAR REDUCED BASIS USING MIXTURE WASSERSTEIN BARYCENTERS:
APPLICATION TO AN EIGENVALUE PROBLEM INSPIRED FROM QUANTUM

CHEMISTRY

MAXIME DALERY ∗, GENEVIÈVE DUSSON∗, VIRGINIE EHRLACHER† , AND ALEXEI LOZINSKI∗

Abstract. The aim of this article is to propose a new reduced-order modelling approach for parametric eigenvalue problems
arising in electronic structure calculations. Namely, we develop nonlinear reduced basis techniques for the approximation
of parametric eigenvalue problems inspired from quantum chemistry applications. More precisely, we consider here a one-
dimensional model which is a toy model for the computation of the electronic ground state wavefunction of a system of electrons
within a molecule, solution to the many-body electronic Schrödinger equation, where the varying parameters are the positions
of the nuclei in the molecule. We estimate the decay rate of the Kolmogorov n-width of the set of solutions for this parametric
problem in several settings, including the standard L2-norm as well as with distances based on optimal transport. The fact
that the latter decays much faster than in the traditional L2-norm setting motivates us to propose a practical nonlinear reduced
basis method, which is based on an offline greedy algorithm, and an efficient stochastic energy minimization in the online phase.
We finally provide numerical results illustrating the capabilities of the method and good approximation properties, both in the
offline and the online phase.

1. Introduction. In many academic and industrial applications, model order reduction techniques
are used to accelerate the computation of the solutions to parametric partial differential equations. Many
techniques such as the reduced basis method give outstanding results in many classes of problems, see [13,19].
A critical point which makes the method work or not is the approximability of the solution by a linear
combination in a fixed vector space, possibly spanned by solutions for specific values of the parameters. This
ability is characterized by a fast-decreasing so-called Kolmorogov n-width, as described below. Such approach
works very well in numerous cases, such as for linear elasticity equations [15], thermal equations [22], see
also [20] and references therein. However, as was pointed out in [9], this approach does not work in several
cases, especially when the solution exhibits some transport of mass over parameter or time variation. This is
for example the case for the pure transport equation [17]. As the solution is translated over time, it is very
inefficient to approximate the solution as a linear combination of previous time steps, which would be the
standard approximation using a linear reduced basis method. Another example is the electronic structure
problem, which is an eigenvalue problem, where the solution is localized around the nuclear positions, which
will be the problem of interest in this article. Also, again in [9], it is shown that for simple Burgers equation,
the Kolmogorov n-width decreases faster if one uses not a linear combination of previous snapshots, but
Wasserstein barycenters between solutions, i.e. there is some nonlinear transformation involved.

Recently, several works have built on this idea to propose nonlinear interpolations between solutions
based on optimal transport. This is for example the case in [14], where the authors propose a method
based on an affine transformation of the snapshots to construct new approximations, or in [16], where
a preprocessing step using optimal transport is added to the offline phase. In [7], a new method based
on sparse Wasserstein barycenters is proposed. Other works include some machine-learning techniques to
construct the nonlinear map, see e.g. [21], or to reconstruct higher frequency modes of the linear reduced
basis operator from the low frequency modes, using trees or random forests [5].

Main limitations to the works based on optimal transport is the computational cost of Wasserstein
barycenters, which do not scale well with the space dimension and the number of snapshots to compute a
barycenter between (for the so-called multi-marginal problem). A recent article [6] has proposed a modified
Wasserstein distance between mixtures of gaussians and extended for more general mixtures in [8]. This
is particularly interesting in the electronic structure problem, where the solutions are often represented
by a small number of functions of the same type, typically gaussians or slater functions. Indeed, this
modified Wasserstein distance allows to compute barycenters without the curse of the dimension, since the
dimensionality of the problem depends on the number of components in the mixtures, and not on a potentially
large spatial grid dimension.

In this article, we fully use this mixture distance to propose a nonlinear reduced basis method based
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on optimal transport. As is standard in reduced basis methods, our algorithm works in two stages. In the
offline stage, a collection of snapshots is gathered using a greedy algorithm, choosing the worse-approximated
snapshots in a training set taken as a barycenter for this particular mixture distance of the previous snapshots
at each step. In the online stage, i.e. when one wants to compute the solution for a new parameter, we
minimize the energy of the problem on the set of barycenters of the previously selected snapshots. It is a
nonlinear problem but in a low-dimensional parameter space, so that the online cost stays reasonable.

The outline of this article is as follows. In Section 2, we present the settings of this work, namely we
present the eigenvalue problem of interest, and we detail a few preliminaries on the Kolmogorov n-width,
as well as on optimal transport and Wasserstein barycenters. In Section 3 we prove estimations for the
Kolmogorov n-width in different settings: with a linear approximation, with a Wasserstein transport metric,
as well as a Wasserstein-type metric for mixtures. In Section 4, we present the nonlinear reduced basis
method, composed of an offline and an online stage. Finally, we present numerical results in Section 5.

2. Preliminaries. The aim of this section is to introduce some preliminaries. We first present in
Section 2.1 the parametric eigenvalue problem we consider here, which is motivated by quantum chemistry
applications. We then recall some fundamentals about the Wasserstein and Mixture Wasserstein metrics in
Section 2.2. We also recall some definitions about Kolmogorov widths in Section 2.3.

2.1. An eigenvalue problem inspired from quantum chemistry. In this article, we focus on the
following one-dimensional eigenvalue partial differential equation parameterized by r := (r1, . . . , rM ) ∈ RM

and z := (z1, . . . , zM ) ∈ (R∗
+)

M for M ∈ N∗. More precisely, we are looking for the lowest eigenvalue Er,z ∈ R
and corresponding eigenstate ur,z ∈ H1(R) satisfying

(2.1)

−1

2
u′′r,z +

(
−

M∑
m=1

zmδrm

)
ur,z = Er,zur,z,

∥ur,z∥L1(R) = 1.

This problem can be seen as a toy ground state electronic structure problem, with an Hamiltonian of the
form − 1

2∆ + V , with a potential V taken as a sum of Dirac masses V := −
∑M

m=1 zmδrm(x) localized at
atomic positions r with charges z. In this simple framework, there exists a unique strictly positive eigenvector
solution to this problem, and it is explicitly given by [18, Section 3.1]

(2.2) ur,z =

M∑
m=1

πr,z
m Sζr,z,rm ,

with πr,z = (πr,z
m )

M
m=1 ∈ (R+)

M of total sum equal to 1, ζr,z > 0, and where for all ζ > 0 and all r ∈ R, the
Slater function Sζ,r is defined by

(2.3) Sζ,r : x 7−→ ζ

2
e−ζ|x−r|.

Note that the normalization with respect to the L1-norm in problem (2.1) is not standard, but ur,z can
thus be interpreted as the density associated with a probability measure on R, which will be an essential
feature in the following. In the rest of the article, we will make an abuse of notation and identify an
absolutely continuous probability measure with its associated probability density. We refer the reader to [18]
for an extensive review on the link between this toy one-dimensional model and actual electronic structure
calculation problems in molecules.

The eigenvalue problem (2.1) can be equivalently formulated as an energy minimization problem

(2.4) min
u∈H1(R)

∥u∥L1(R)=1

Er,z(u),

with

Er,z(u) :=
1

2

∫
R
|u′|2 −

M∑
m=1

zmu(rm)2.
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Let us mention here some particular explicit formulas available for small values of M .
Case 1: For M = 1, r = (r) and z = (z) for some r ∈ R and z > 0, it holds that (see [18, Theorem 3.4])

(2.5) ζr,z = z.

Case 2: For M = 2, r = (−r, r) and z = (z, z) with r, z > 0, it holds that (see [18, Corollary 3.3])

(2.6) ζr,z = z +
W
(
2zre−2zr

)
2r

and πr,z =

(
1

2
,
1

2

)
,

where W is the Lambert function defined as the inverse of the function x 7→ xex. In this special
case, we also have the following equality on ζr,z:

(2.7) ζr,z = z
(
1 + e−2ζr,zr

)
.

2.2. Wasserstein metrics. Let P2(R) denotes the set of probability measures on R with finite second-
order moments. The 2-Wasserstein distance over P2(R) is defined for u, v ∈ P2(R) as

W2(u, v) := inf
π∈Π(u,v)

(∫
R2

(x− y)2dπ(x, y)

)1/2

,

where Π(u, v) is the set of probability measures over R2 with marginals u and v, which is called the set of
transport plans between u and v. For N ∈ N∗, let us denote by

ΛN =

{
(λ1, . . . , λN ) ∈ (R+)

N ,

N∑
n=1

λn = 1

}

the set of barycentric weights of cardinality N . The Wasserstein barycenter of a collection of N probability
measures u := (u1, . . . , uN ) ∈ P2(R)N associated to a set of barycentric weights λ := (λ1, . . . , λN ) ∈ ΛN is
then defined (see [1]) as the unique solution to the problem

(2.8) inf
u∈P2(R)

N∑
n=1

λnW2(u, un)
2.

The unique minimizer of (2.8) is denoted by BarλW2
(u). This barycenter is also related to the so-called

multi-marginal optimal transport problem [1,11], defined, given N elements u = (u1, . . . , uN ) in P2(R)N , as

mW2(u1, . . . , uN ) := inf
π∈Π(u1,...,uN )

∫
RN

1

2

N∑
i,j=1

λiλj(xi − xj)
2dπ(x1, . . . , xN )

1/2

,

where Π(u1, . . . , uN ) is the set of probability measures over RN with marginals
u1, . . . , uN , and there holds

mW2(u1, . . . , uN ) =

[
N∑

n=1

λnW2(Bar
λ
W2

(u), un)
2

]1/2
.

In the present one-dimensional setting, the Wasserstein distance and barycenter can be expressed in a
more direct way using the inverse cumulative distribution function of the considered probability measures.
More precisely, we introduce the cumulative distribution function (cdf) of an element u ∈ P2(R) as

cdfu :


R −→ [0, 1],

x 7−→
∫ x

−∞
du(t),
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and its inverse cumulative distribution function (icdf) as the generalized inverse of the cdf:

icdfu :

{
[0, 1] −→ R,
s 7−→ cdf−1

u := inf{x ∈ R, cdfu(x) > s}.

Then, for any (u, v) ∈ P2(R)2, there holds

(2.9) W2(u, v) = ∥icdfu − icdfv∥L2([0,1]),

and for any set of barycentric weights λ := (λ1, . . . , λN ) ∈ ΛN and u := (u1, . . . , uN ) ∈ P2(R)N , the icdf of
the barycenter BarλW2

(u) satisfies

(2.10) icdfBarλW2
(u) =

N∑
n=1

λnicdfun .

We will significantly use this convenient property (2.10), which is specific to the one-dimensional setting, in
our analysis.

In higher dimensional spaces, such a characterization does not exist, so that the computation of Wasser-
stein distances and barycenters is more involved. However, for some specific classes of probability distri-
butions, the Wasserstein distances and barycenters are explicit. This is the case for gaussian distributions,
and more generally, for all location-scatter distributions [2], i.e. all distributions that can be related with an
affine transportation map, see also [8, Section 4.1]. In this contribution, we will draw a particular interest
to Slater distributions, as defined in (2.3). Noting that the mean of the Slater distribution Sζ,r is r and the
variance is 2/ζ2, we can easily obtain the explicit expression of the Wasserstein distance between two Slater
distributions from [2, Theorem 2.3]. More precisely, for ζ1, ζ2 > 0 and r1, r2 ∈ R, there holds

(2.11) W2 (Sζ1,r1 ,Sζ2,r2)
2
= (r1 − r2)

2 + 2

(
1

ζ1
− 1

ζ2

)2

.

Moreover, thanks to [2, Theorem 2.4], it is also possible to obtain an explicit expression for the barycenter
betweenN ∈ N∗ Slater distributions. More precisely, for λ := (λ1, . . . , λN ) ∈ ΛN , ζ := (ζ1, . . . , ζN ) ∈ (R∗

+)
N ,

r := (r1, . . . , rN ) ∈ RN , denoting by Sζ,r := (Sζ1,r1 , . . . ,SζN ,rN ),

BarλW2
(Sζ,r) = Sζλ,rλ ,

with

ζλ =

[
N∑

n=1

λn
ζn

]−1

and rλ =

N∑
n=1

λnrn.

Remark 2.1. For the multimarginal distance mW2 to be well-defined, we a priori need the parameters
λ to be in ΛN , that is we need to consider barycentric weights. However, the definition for the barycenters
as above are defined in a more general setting, in particular they are well-defined as soon as

∑N
n=1

λn

ζn
> 0,

which can be easily verified in practice.

Since the solutions of problem (2.1) are convex combinations of Slater distributions, as stated in (2.2),
we are interested in approaches to efficiently compute Wasserstein-like distances and barycenters for such
objects. To this aim, let us start by precisely defining mixtures of Slater distributions. A mixture of Slater
distributions m is a finite convex combination of Slater distributions i.e. a probability distribution such that
there exists K ∈ N∗, a K-tuple ζ = (ζ1, . . . , ζK) ∈ (R∗

+)
K , a position tuple r = (r1, . . . , rK) ∈ RK and

barycentric weights π = (π1, . . . , πK) ∈ ΛK such that

m =

K∑
k=1

πkSζk,rk .
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Such a probability distribution will be denoted by mζ,r,π in the following. Therefore, the solution of (2.1)
with parameters M , r, and z is a mixture of Slater distributions with K = M , position parameters r, scale
parameters ζ1 = · · · = ζK = ζr,z and weights π = πr,z.

We denote by SM(R) the subset of P2(R) of Slater mixtures, that is

SM(R) :=
{
m ∈ P2(R), ∃K ∈ N∗, ∃ζ1, . . . , ζK ∈ R∗

+, ∃r1, . . . , rK ∈ R,(2.12)

∃π = (π1, . . . , πK) ∈ ΛK , m =

K∑
k=1

πkSζk,rk

}
.

In order to compute meaningful and easily computable distances, we in fact endow this space SM(R) not with
the Wasserstein distance, but with a modified Wasserstein distance, as was proposed in [3, 6] for mixtures
of gaussians, and recently extended to the case of Slater functions in [8]. Therefore, we endow SM(R) with
this Wasserstein-type distance denoted by MW2. More precisely, for m1,m2 ∈ SM(R), with parameters
K1,K2 ∈ N∗, ζ1 := (ζ11 , . . . , ζ

1
K1

) ∈ (R∗
+)

K1 , ζ2 = (ζ21 , . . . , ζ
2
K2

) ∈ (R∗
+)

K2 , r1 := (r11, . . . , r
1
K1

) ∈ RK1 ,
r2 := (r21, . . . , r

2
K2

) ∈ RK2 , π1 = (π1
1 , . . . , π

1
K1

) ∈ ΛK1 , π2 = (π2
1 , . . . , π

2
K2

) ∈ ΛK2 , namely

m1 = mζ1,r1,π1 =

K1∑
k1=1

π1
k1m1

k1 , m2 = mζ2,r2,π2 =

K2∑
k2=1

π2
k2m2

k2 ,

where
for i = 1, 2, for ki = 1, . . . ,Ki, mi

ki = Sζi
ki ,r

i
ki
,

then the modified Wasserstein distance on the set of Slater mixtures is defined through the following mini-
mization problem

(2.13) MW2(m
1,m2) :=

 min
w∈Π(π1,π2)

K1∑
k1=1

K2∑
k2=1

wk1,k2W 2
2

(
m1

k1 ,m2
k2

)1/2

,

where Π(π1,π2) is the set of matrices with non-negative coefficients whose rows sum to π1 and columns
sum to π2. Results in [6] ensure that this minimization problem is well-posed. Note that the Wasserstein
distances W 2

2 (m
1
k1 ,m2

k2
) can be analytically computed using formula (2.11).

A multi-marginal optimal transport problem can similarly be defined for the distance MW2, as

(2.14) mMW2(m
1, . . . ,mN ) :=

[
min

w∈Π(π1,...,πN )

∑
k∈K

wkmW
2
2

(
m1

k1 , . . . ,mN
kN

)
,

]1/2
where k = (k1, . . . , kN ) is in K = {1, . . . ,K1} × · · · × {1, . . . ,KN} with

∀n = 1, . . . N, mn =

Kn∑
kn=1

πn
knmn

kn ,

so that (wk)k∈K is an N -order tensor with respective dimensions (K1, . . . ,KN ). Moreover, Π(π1, . . .πN ) is
the set of such tensors with non-negative coefficients satisfying the constraints

∀n = 1, . . . , N,
∑

k1,...,kn−1,kn+1,...,kN

wk1,...,kN = πn
kn ,

where πn = (πn
kn)1≤kn≤Kn . It is shown in [8] that a barycenter between N mixtures m1, . . . ,mN can then

be expressed as

(2.15) BarλMW2

(
m1, . . . ,mN

)
=
∑
k∈K

w∗
kBar

λ
W2

(
m1

k1 , . . . ,mN
kN

)
,

where w∗ is a solution to the minimization problem (2.14).
5



Remark 2.2. Note that the minimizer w∗ has at most K1+K2+ . . .+KN −N +1 nonzero components,
see e.g. [6].

2.3. Kolmogorov n-widths. Let us now introduce some definitions, which will play the role of gen-
eralized Kolmogorov n-widths in our setting. We first start by recalling the definition of the Kolmogorov
n-width in a Hilbert space H endowed with a scalar product ⟨·, ·⟩ and associated norm ∥ · ∥. We denote by
PV : H −→ V the projection operator onto a closed vector subspace V ⊂ H.

We also denote by Z ⊂ Rp a subset of parameter values, and for all z ∈ Z, we assume that u(z) is an
element of H. Finally, we denote by E the following set

E := {u(z), z ∈ Z} ⊂ H.

Definition 2.3. The L∞ Kolmogorov n-width of E is defined by

d∞,n(E ,H) := inf
Vn⊂H

dimVn=n

sup
z∈Z

∥u(z)− PVn
u(z)∥.(2.16)

The L2 Kolmogorov n-width of E is defined by

d2,n(E ,H) : = inf
Vn⊂H

dimVn=n

(∫
z∈Z

∥u(z)− PVn
u(z)∥2dz

)1/2

.(2.17)

Let us point out that it can easily be checked that

(2.18) d2,n(E ,H) ≤ |Z|1/2d∞,n(E ,H)

where |Z| refers to the Lebesgue measure of the set Z.

In the following, we extend this definition in a meaningful way in the case where E is not a subset of a
Hilbert space H, but of a metric space M equipped with a distance δ. First a natural generalization consists
in replacing the quantity ∥u(z) − PVnu(z)∥ by the quantity inf

vn∈Vn

δ(u(z), vn). Note however that there is

no notion of vectorial subspace in a metric space. Instead, we consider the notion of barycenters whenever
this is well-defined. In a formal way, this corresponds for a given u := (u1, . . . , un) ∈ Mn to generating all
possible barycenters defined as

(2.19) Barλδ (u) ∈ argmin
u∈M

n∑
i=1

λiδ(u, ui)
2,

for λ = (λ1, . . . , λn) ∈ Λn. We assume in the following that the metric δ is such that there exists at least
one solution Barλδ (u) to (2.19). In the case when M is a Hilbert space H and the metric δ is defined by
δ(u, v) = ∥u− v∥ for all u, v ∈ H, the solution to problem (2.19) is unique and is given by

∑n
i=1 λimi. In the

case when M = P2(R) and the metric δ is defined as the Wasserstein metric W2, there also exists a unique
minimizer to (2.19). When M = SM(R) and the metric δ is equal to MW2, there always exists at least one
minimizer to (2.19), but it actually may not be unique. In general, we will denote in the sequel Bλ

δ (u) the
set of minimizers to (2.19).

Assume now that E ⊂ M. The most straightforward extension of the notion of Kolmogorov n-width in
a metric space setting is given in the following definition.

Definition 2.4. The L∞ Kolmogorov n-width of the set E ⊂ M is defined by

d∞,n(E ,M) = inf
m∈Mn

sup
z∈Z

inf
λ∈Λn

inf
b∈Bλ

δ (m)
δ(u(z), b).

Similarly, the L2 Kolmogorov n-width is defined by

d2,n(E ,M) := inf
m∈Mn

(∫
z∈Z

inf
λ∈Λn

inf
b∈Bλ

δ (m)
δ(u(z), b)2

)1/2

.
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Let us now give some insight on what happens when we consider the Wasserstein distance δ = W2

with M = P2(R) and comment on the theoretical results we prove in this paper. In that case, it holds
from (2.9) that barycenters can be expressed using the icdf of m1, . . . ,mn. there holds for any m ∈ P2(R)
and m1, . . . ,mn ∈ P2(R)

W2(m,Bar
λ(m1, . . . ,mn)) =

∥∥∥∥∥icdfu(z) −
n∑

i=1

λiicdfmi

∥∥∥∥∥
L2([0,1])

.

It is then natural to relate the Kolmogorov n-width of a set E ⊂ P2(R) associated with the Wasserstein
metric with the Kolmogorov n-with of the set T = {icdfu(z), z ∈ Z} in the Hilbert space L2(0, 1). It can
then be easily checked that

d∞,n(E ,P2(R)) ≥ d∞,n(T ,L2([0, 1])),

and similarly that
d2,n(E ,P2(R)) ≥ d2,n(T ,L2([0, 1])).

Proving decay estimates on the quantities d∞,n(E ,P2(R)) and d2,n(E ,P2(R)) appears to be a difficult task.
In the present work, we manage to prove decay estimates with respect to n of d∞,n(T ,L2([0, 1])) and
d2,n(T ,L2([0, 1])). We first would like to point out that the latter quantities are also the ones for which
decay estimates have been proven for some conservative transport equations in [9].

Remark 2.5 (Case of the mixture distance). In the case of the MW2 distance, we in fact define a
generalized version of Definition 2.4 as we enlarge the space of admissible λ to

Ωn =

{
λ ∈ Rn, ∀k ∈ {1, . . . ,K1} × · · · × {1, . . . ,Kn},

n∑
i=1

λi
ζiki

> 0

}
,

which leads to the following definition

(2.20) d̃∞,n(E , SM(R)) = inf
m∈SM(R)n

sup
z∈Z

inf
λ∈Ωn

inf
b∈Bλ

MW2
(m)

MW2(u(z), b).

where barycenters with λ ∈ Ωn are defined as the extension of formula (2.15). Also, similarly we define an
extended L2 Kolmogorov width:

d̃2,n(E , SM(R)) := inf
m∈SM(R)n

(∫
z∈Z

inf
λ∈Ωn

inf
b∈Bλ

MW2
(m)

MW2(u(z), b)
2

)1/2

.

3. Theoretical estimations of the decay of the Kolmogorov n-widths. In this section, we provide
estimates for the Kolmogorov n-width of sets of solutions using three different metrics. First, we study the
Kolmogorov n-width with an underlying L2-norm, which is the standard choice in linear reduced-order
modelling. We then turn to the Kolmogorov n-width with respect to the Wasserstein metric, which in the
one-dimensional case, can be recast as a Kolmogorov n-width for the L2-norm on the inverse cumulative
distribution functions of the solutions, and we show that the decay rate is faster than for the traditional
L2-norm. Finally, we show that this decay can be improved by considering the modified Wasserstein metric
defined in (2.13).

3.1. Preliminary lemma. Before going into the statement of the different theorems, we provide the
following basic lemma, which bounds the error between a function with a lack of regularity at a few points
and its best piecewise polynomial approximation. It will be used to obtain upper bound of Kolmogorov
n-widths in Theorems 3.2 and 3.7.

Lemma 3.1. Let f be a real-valued function defined over a compact interval I = [a, b], and let a = x0 <
· · · < xn = b be a mesh of maximal size h on I. Suppose moreover that f is of class Cp+1 on intervals

7



Ik = [xk, xk+1] except a few, named Ik1 , . . . Ikq where it is of class Cp−1 with f (p−1) absolutely continuous.
Then, defining

Vn,p = span{x 7→ xi1Ik(x)} i=0,...,p
k=0,...,n−1

,

a vector space of dimension n(p+ 1), we have the following projection error

∥f − PVn,pf∥L2(I) ⩽

(
√
b− a

∥f (p+1)∥L∞(I\(Ik1
∪···∪Ikq ))

(p+ 1)!
+

√
q
∥f (p)∥L∞(Ik1

∪···∪Ikq )

p!

)
hp+

1
2 .

Proof. We denote by fn,p the element of Vn,p obtained as the p-th order Taylor polynomial at xk on
each interval Ik for k /∈ {k1, . . . , kq}, i.e.

(3.1) ∀x ∈ Ik, fn,p(x) =

p∑
i=0

f (i)(xk)

i!
(x− xk)

i,

and as the (p− 1)-th Taylor polynomial at xk on Ik for the others intervals Ik, which is the same as in (3.1)
but with a sum up to p − 1. On intervals Ik, for k /∈ {k1, . . . , kq}, the remainder can be written in the
Lagrange form

f(x)− fn,p(x) =
f (p+1)(ξ)

(p+ 1)!
(x− xk)

p+1,

where ξ ∈ Ik. This yields

(3.2) ∥f − fn,p∥2L2(Ik)
⩽ h

(
∥f (p+1)∥L∞(Ik)

(p+ 1)!

)2

h2(p+1).

On the remaining intervals Ik for k ∈ {k1, . . . , kq}, as f (p−1) is absolutely continuous, f (p) is defined almost
everywhere and we can use the integral form of the remainder and write

f(x)− fn,p(x) =

∫ x

xk

f (p)(t)

(p− 1)!
(x− t)p−1dt.

It then follows that for all k ∈ {k1, . . . , kq}

(3.3) ∥f − fn,p∥2L2(Ik)
⩽ h

(
∥f (p)∥L∞(Ik)

p!

)2

h2p.

Combining (3.2) and (3.3), we have

∥f − fn,p∥2L2(I) ⩽
∑

k/∈{k1,...,kq}

h

(
∥f (p+1)∥L∞(Ik)

(p+ 1)!

)2

h2(p+1) +
∑

k∈{k1,...,kq}

h

(
∥f (p)∥L∞(Ik)

p!

)2

h2p

⩽

(b− a)

(
∥f (p+1)∥L∞(I\(Ik1

∪···∪Ikq ))

(p+ 1)!

)2

+ q

(
∥f (p)∥L∞(Ik1

∪···∪Ikq )

p!

)2
h2p+1,

from which we easily obtain the result.

3.2. On linear approximations: case H = L2(R). In this section, we are interested in estimating
the L2 Kolmogorov n-width decay of a set of solutions of (2.1) where the parameters vary in a compact set.
We consider the charges z to be fixed and define the set of solutions

MR
z :=

{
ur,z, r ∈ [−R,R]M

}
,
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where R ∈ R+ is a given parameter and ur,z is the solution to (2.1). We first consider the case M = 1, i.e.
the case where the potential is a single Dirac delta. We recall in (2.5) the particular form of ζr,z and denote
by ur = ur,z the solution of (2.1). We also denote MR

z the above set in this case.

Theorem 3.2. There exist positive constants cR, CR, c̃R and C̃R depending on R such that for all
n ∈ N∗,

(3.4) cRn
− 3

2 ⩽ d∞,n(MR
z ,L

2(R)) ⩽ CRn
− 3

2 ,

and

(3.5) c̃Rn
− 3

2 ⩽ d2,n(MR
z ,L

2(R)) ⩽ C̃Rn
− 3

2 .

Proof. Step 1: We first prove the lower bound of (3.5). Since L2(−R,R) can be seen as a subset of
L2(R) (by extending functions by 0 out of (−R,R)), it immediately holds that

(3.6) d2,n(MR
z ,L

2(R)) ⩾ d2,n(MR
z ,L

2(−R,R)).

Let us then prove that there exists a constant c̃R > 0 such that

c̃Rn
− 3

2 ⩽ d2,n(MR
z ,L

2(−R,R)).

We denote by K the kernel

K : (−R,R)2 ∋ (x, y) 7−→
∫ R

−R

ur(x)ur(y)dr,

and introduce the integral operator defined by

TK :
L2(−R,R) −→ L2(−R,R)

φ 7−→
∫
(−R,R)

K(·, y)φ(y)dy.

The operator TK is compact since K ∈ L2((−R,R)2), self-adjoint because of the symmetry K(x, y) =
K(y, x), and non-negative. Indeed, let f ∈ L2(−R,R). We have

⟨TKf, f⟩L2(−R,R) =

∫
(−R,R)2

(∫ R

−R

ur(x)ur(y)dr

)
f(x)f(y)dxdy =

∫ R

−R

⟨ur, f⟩2L2(−R,R)dr ⩾ 0.

Thus, from the spectral theorem, there exists a Hilbert basis (φk)k∈N∗ and a non-increasing sequence of
non-negative real numbers (σk)k∈N∗ going to 0 as k goes to +∞ satisfying

∀k ∈ N∗, TKφk = σkφk.

Moreover, from [4, (1.46)], we can link the L2 Kolmogorov n-width to the eigenvalues via the following
formula

(3.7) d2,n(MR
z ,L

2(−R,R)) =

√√√√ +∞∑
k=n+1

σk.

Then, we will use the following intermediate lemma, proven in the Appendix.

Lemma 3.3. The spectrum of TK is equal to the set
⋃
l∈N∗

{λl, µl}, where for all l ∈ N∗,

λl =
4z4

(2a2l + z3)2
and µl =

4z4

(2b2l + z3)2
,
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with al ∈
]
(l−1)π

R , (l−1)π
R + π

2R

[
the l-th positive zero of the function

x 7−→ x sin(Rx)− z cos(Rx) and bl ∈] π
2R + (l−1)π

R , lπR [ the l-th positive zero of the function x 7−→ x cos(Rx)+
z sin(Rx). For all l ∈ N∗, let us denote by

φl : x 7−→ cos(alx) and ψl : x 7−→ sin(blx).

Then, φl (respectively ψl) is an eigenvector of TK with corresponding eigenvalue λl (respectively µl). In
addition, it holds that {φl, ψl}l∈N∗ is an orthogonal basis of L2(−R,R).
An immediate consequence of Lemma 3.3 is that for all l ∈ N∗,

σ2l−1 = λl and σ2l = µl.

In particular, for all k ∈ N∗, σk ≥ λk and it thus holds that

d2,n(MR
z ,L

2(−R,R))2 =

+∞∑
k=n+1

σk ⩾
+∞∑

k=n+1

λk.

In particular, it can be easily seen that the sequence (λk)k∈N∗ is decreasing and that there exists a constant
c̃R > 0 such that λk ⩾ c̃Rk

−4. Therefore, combining (3.6) and (3.7), we obtain that

d∞,n(MR
z ,L

2(R)) = d2,n(MR
z ,L

2(R)) ⩾ c̃Rn
− 3

2 ,

which proves the lower bound of (3.5).

Step 2: We now prove the upper bound of (3.4). For n ∈ N∗, let us take r ∈ [−R,R] and x0 = −R <
· · · < xn = R the equidistant subdivision of I = [−R,R]. We also define the 2n-dimensional vector space

Vn = span
{
x 7→ xi1Ik(x)

}
i=0,1

k=0,...,n−1
,

where Ik = [xk, xk+1], and denote by kr the index such that r ∈ Ikr
. We also define the vector space

V = span
{
x 7→ ezx1]−∞,−R[, x 7→ e−zx1]R,+∞[

}
.

Using these vector spaces, it is clear from the shape of the solution ur (see (2.5)) that

∥ur − PV⊕Vn
ur∥L2(R) = ∥ur − PVn

ur∥L2(I).

Moreover, applying Lemma 3.1 with p = 1 and f = ur which is twice differentiable over the intervals Ik for
k ̸= kr and absolutely continuous on Ikr

, we have

∥ur − PVn
ur∥L2(I) ⩽ (2R)

3
2

(√
2R

2
∥u′′r∥L∞(I\Ikr )

+ ∥u′r∥L∞(Ikr )

)
n−

3
2 .

And since for x ∈ R,

|u′r(x)| =
z2

2
e−z|x−r| ⩽

z2

2
and |u′′r (x)| =

z3

2
e−z|x−r| ⩽

z3

2
,

there exists a positive constant CR depending on R such that

∥ur − PVn
ur∥L2(I) ⩽ CRn

− 3
2 .

We can conclude by writing that

d∞,2n+2(MR
z ,L

2(R)) ⩽ sup
r∈[−R,R]

∥ur − PV⊕Vn
ur∥L2(R) ⩽ CRn

− 3
2 .
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Step 3: The two remaining bounds are easily deduced remarking that for any n-dimensional subspace
Vn ⊂ L2(R), we have(∫ R

−R

∥ur − PVn
ur∥2L2(R)dr

) 1
2

⩽
√
2R sup

r∈[−R,R]

∥ur − PVn
ur∥L2(R).

which concludes the proof.

Next, we claim that a similar result holds true for any system of fixed charges z.

Corollary 3.4. There exists a positive constant cR depending on R such that for all n ∈ N∗,

(3.8) cRn
− 3

2 ⩽ d∞,n(MR
z ,L

2(R)) and cRn
− 3

2 ⩽ d2,n(MR
z ,L

2(R)).

Proof. Remark that for r = (r, . . . , r), the problem (2.1) corresponds to M = 1, with a unique charge

z =

M∑
m=1

zm. It follows that MR
z ⊂ MR

z , from which we deduce the existence of a positive constant cR such

that

d2,n(MR
z ,L

2(R)) ⩾ cRn
− 3

2 ,

thanks to the lower bound in (3.4) in Theorem 3.2. We conclude together with (2.18).

Remark 3.5. It does not seem trivial to obtain a similar upper bound as the lower bound in (3.8). It is
not clear either whether the bound (3.8) is optimal. However, since our point is to show that the Kolmogorov
n-width of the set of solutions in L2(R) is larger than the Kolmogorov n-width using Wasserstein metric, the
lower bound (even suboptimal) is sufficient here.

3.3. On the Wasserstein transport metric: case M = P2(R) with δ = W2. In this section, we
give estimations of L2(0, 1) Kolmogorov n-widths decays of the set of icdfs of solutions, and prove that they
converge faster to zero as a function of n than the L2(R) Kolmogorov n-widths of the original solution set.
First, in the case M = 1 with a fixed charge z, we have the following proposition.

Proposition 3.6. The L2(0, 1) Kolmogorov n-width of the set of icdf of solutions {icdfur , r ∈ R} with
an unbounded position parameter r ∈ R is equal to zero for n > 1.

Proof. The solutions ur are translations one to another, hence the set of icdf of solutions is a subset of
the 2-dimensional vector space span{icdfu0 ,1]0,1[}.

In the following, we consider symmetric systems with M = 2, i.e. r = (−r, r) and z = (z, z). For
simplicity of notation, we denote by ur = ur,z the ground state of the above system and ζr = ζr,z which is
given by (2.6).

Note that from the definition of the solution (2.2) alongside its special form in this case (2.6), we can
explicitly compute the cumulative distribution function as well as inverse cumulative distribution function
as

cdfur (x) =


1
2 cosh(ζrr)e

ζrx, x < −r,
1
2

(
1 + e−ζrr sinh(ζrx)

)
, −r ⩽ x < r,

1− 1
2 cosh(ζrr)e

−ζrx, x ⩽ −r,

and

(3.9) icdfur
(s) =


1
ζr
(ln(2s)− ln(cosh(ζrr))), 0 < s < sr,

1
ζr

arcsinh
(
eζrr(2s− 1)

)
, sr ⩽ s < 1− sr,

− 1
ζr
(ln(2(1− s))− ln(cosh(ζrr))), 1− sr < s ⩽ 1,

with

sr =
1

2
cosh(ζrr)e

−ζrr =
1

4

(
1 + e−2ζrr

)
=

1

4z
ζr,
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thanks to (2.7).

3.3.1. Transport approximation for r ⩽ R. We first consider the set of icdf of solutions where the
position parameter r is bounded by some positive R > 0. Let us introduce the set

T −
R := {icdfur

, r ∈ [0, R]} ⊂ L2(0, 1).

We show a better Kolmogorov n-width decay than its counterpart for the original solution set.

Theorem 3.7. There exists a constant C > 0 independent of R such that for all n ∈ N∗,

d∞,n(T −
R ,L2(0, 1)) ⩽ Ce5ζRRn−

5
2 .

Proof. For n ∈ N∗, we introduce 1
4 = s0 < · · · < sn = 3

4 the equidistant subdivision of I :=
[
1
4 ,

3
4

]
, and

V , Vn the vector spaces respectively defined by

(3.10) V = span
{
s 7→ ln(2s)1]0, 14 [

(s), s 7→ 1]0, 14 [
(s), s 7→ ln(2(1− s))1] 34 ,1[

(s), s 7→ 1] 34 ,1[
(s)
}
,

and

(3.11) Vn = span
{
s 7→ si1Ik(s)

}
i=0,1,2

k=0,...,n−1
,

where Ik is the interval [sk, sk+1]. Since

(3.12) d∞,3n+4(T −
R ,L2(0, 1)) ⩽ sup

r∈[0,R]

∥icdfur
− PV⊕Vn

icdfur
∥L2(0,1),

we are interested in estimating the error ∥icdfur − PV⊕Vn icdfur∥L2(0,1) for all r ∈ [0, R].
First, for s ∈

]
0, 14

[
∪
]
3
4 , 1
[
, it is clear that for all r ∈ [0, R], the error |icdfur

(s) − PV⊕Vn
icdfur

(s) | is
equal to 0 from the definition of V .

On the remaining interval I, we use Lemma 3.1 with p = 2 and f = icdfur which is three times
differentiable on the intervals Ik for k /∈ {kr, k̃r} where kr, k̃r are the indices such that sr ∈ Ikr

and
1− sr ∈ Ik̃r

, and f ′ is absolutely continuous on the intervals Ikr
and Ik̃r

. We have

(3.13) ∥icdfur
− PV⊕Vn

icdfur
∥L2(I) ⩽

(
1

6
√
2
∥icdf(3)ur

∥L∞(I\(Ikr∪Ik̃r
)) +

√
2

2
∥icdf(2)ur

∥L∞(Ikr∪Ik̃r
)

)
(2n)−

5
2 .

From (3.9), we have

icdf(2)ur
(s) =

− 1
ζrs2

, 1
4 ⩽ s < sr,

− 4
ζr

2s−1

(e−2ζrr+(2s−1)2)
3
2
, sr ⩽ s ⩽ 1

2 ,

and

icdf(3)ur
(s) =


2

ζrs3
, 1

4 ⩽ s < sr,
8
ζr

2(2s−1)2−e−2ζrr

(e−2ζrr+(2s−1)2)
5
2
, sr ⩽ s ⩽ 1

2 .

Given these formulas, we can easily bound icdf(2)ur
and icdf(3)ur

on I. On
[
1
4 , sr

]
, we have

|icdf(2)ur
(s)| = 1

ζrs2
⩽

16

ζr
⩽

16

z
,
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and

|icdf(3)ur
(s)| = 2

ζrs3
⩽

128

ζr
⩽

128

z
,

since ζr ⩾ z by (2.7). On
[
sr,

1
2

]
, we have

|icdf(2)ur
(s)| = 4

ζr

1− 2s

((2s− 1)2 + e−2ζrr)
3
2

⩽
4

ζr
e3ζrr(1− 2s) ⩽

2

ζr
e3ζrr ⩽

2

z
e3ζRR,

and

|icdf(3)ur
(s)| = 8

ζr

∣∣2(2s− 1)2 − e−2ζrr
∣∣

((2s− 1)2 + e−2ζrr)
5
2

⩽
8

ζr
e5ζrr ⩽

8

z
e5ζRR

since ∣∣2(2s− 1)2 − e−2ζrr
∣∣ ⩽ max

(
e−2ζrr, 2(2sr − 1)2 − e−2ζrr

)
⩽ 1.

The estimate for the remaining part
[
1
2 ,

3
4

]
follows noting that icdf(s−1/2) = −icdf(s+1/2). It then follows

from (3.13) and the above bounds for the second and third derivatives of icdfur
that

(3.14) ∥icdfur
− PV⊕Vn

icdfur
∥L2(0,1) ⩽

1

4z

(
2

3
e5ζRR + e3ζRR

)
n−

5
2 ⩽ Ce5ζRRn−

5
2 ,

for e3ζRR ⩾ 8 and e5ζRR ⩾ 16, with C > 0 a real constant independent of R. We conclude the proof by
combining (3.12) and (3.14).

3.3.2. Transport approximation for r ∈ R+. The goal of this section is to prove that the Kolmogorov
n-width still decays if we consider the unbounded set of inverse cumulative distribution function of solutions

T := {icdfur
, r ∈ R+}.

But first, we need to prove an asymptotic result that holds for position parameters r ⩾ R. It roughly states
that solutions ur with a large position parameter r are close to the mean of the two solutions with M = 1
centered in −r and r with a fixed charge z. We now introduce some notations for the result.

For any r ⩾ R, we define the functions gr and hr as

gr =
1

2
cdfSζr,−r

, hr =
1

2
cdfSζr,r

,

the cumulative distribution functions of the two Slater distributions of ur, which clearly yields

cdfur
= gr + hr.

Moreover, we have

gr(x) =

{
1
4e

ζr(x+r), x < −r,
1
2

(
1− 1

2e
−ζr(x+r)

)
, x ⩾ −r,

hr(x) =

{
1
4e

ζr(x−r), x < −r,
1
2

(
1− 1

2e
−ζr(x−r)

)
, x ⩾ −r,

and

g−1
r (s) =

{
1
ζr

ln(4s)− r, s ∈
]
0, 14

[
,

− 1
ζr

ln(2(1− 2s))− r, s ∈
[
1
4 ,

1
2

[
,
h−1
r (s) =

{
1
ζr

ln(4s) + r, s ∈
]
0, 14

[
,

− 1
ζr

ln(2(1− 2s)) + r, s ∈
[
1
4 ,

1
2

[
.
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Theorem 3.8. Consider the vector space VR

(3.15) VR = span

{
1]0, 12 [

, g−1
R ,1] 12 ,1[

,

(
1

2
+ hR

)−1
}
.

Then, there exists a positive constant C independent of r and R such that for all r ⩾ R, the following bound
for the projection error holds:

∥icdfur − PVR
icdfur∥L2(0,1) ⩽ CRe−

1
2 ζRR.

Proof. By parity with respect to s = 1/2 of icdfur
and remarking that VR contains functions on

]
0, 12

[
and their exact translations on

]
1
2 , 1
[
, we only need to focus on the left interval

]
0, 12

[
. Now, as g−1

r is in VR,
we bound the projection by

(3.16) ∥icdfur
− PVR

icdfur
∥2L2(]0, 12 ])

⩽ ∥icdfur
− g−1

r ∥2L2(]0, 12 ])
=

∫ 1
2

0

∣∣icdfur
(s)− g−1

r (s)
∣∣2 ds.

Next, we consider separately the integrals on ]0, gr(0)] and
]
gr(0),

1
2

]
. To estimate the first part, we remark

that g−1
r − icdfur

is positive and increasing on the interval
]
0, 12

]
. Hence∫ gr(0)

0

∣∣icdfur
(s)− g−1

r (s)
∣∣2 ds ⩽ |icdfur

(gr(0))|
∫ gr(0)

0

(
g−1
r (s)− icdfur

(s)
)
ds.

Using inverses, we have that∫ gr(0)

0

(
g−1
r (s)− icdfur

(s)
)
ds ⩽

∫ 0

−∞
(cdfur

(x)− gr(x)) dx =

∫ 0

−∞
hr(x)dx =

1

4ζr
e−ζrr,

and

|icdfur (gr(0))| =
1

ζr
arcsinh

(
1

2

)
.

From this, it follows that ∫ gr(0)

0

∣∣icdfur
(s)− g−1

r (s)
∣∣2 ds ⩽ 1

4ζ2r
arcsinh

(
1

2

)
e−ζrr.

We now bound the second part:∫ 1
2

gr(0)

∣∣icdfur (s)− g−1
r (s)

∣∣2 ds ⩽ 2

∫ 1
2

gr(0)

|icdfur (s) + r|2 ds+ 2

ζ2r

∫ 1
2

gr(0)

|ln(2(1− 2s))|2 ds

⩽ 2r2
(
1

2
− gr(0)

)
+

1

2ζ2r

∫ e−ζrr

0

|ln(t)|2 dt

⩽
r2

2
e−ζrr +

1

2ζ2r
(ζ2r r

2 + 2ζrr + 2)e−ζrr

=

(
r2 +

r

ζr
+

2

ζ2r

)
e−ζrr.

Combining these two estimates, we bound the integral in (3.16) by∫ 1
2

0

∣∣icdfur
(s)− g−1

r (s)
∣∣2 ds ⩽ Cr2e−ζrr,
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with C a positive real constant independent r and R. From this, we easily deduce that

∥icdfur
− PVR

icdfur
∥L2(0,1) ⩽ CRe−

1
2 ζRR,

for R large enough such that for all r ⩾ R, we have r2e−ζrr ⩽ R2e−ζRR.

Now, here is the result on the Kolmogorov n-width decay.

Theorem 3.9. For all ε > 0, there exists a constant Cε > 0 such that for all n ∈ N∗,

d2,n(T ,L2(0, 1)) ⩽ Cεn
25

21
2

− ε
z

− 5
2
.

Proof. We consider the vector spaces V and Vn as respectively defined in (3.10) and (3.11) and the
vector space VR as defined in (3.15).

First of all, fixing ε > 0 there exists a constant Cε > 0 such that

∀r ⩾ R, ∥icdfur
− PVR

icdfur
∥L2(0,1) ⩽ CRe−

z
2R ⩽ Cεe

−( z
2−ε)R,

from Theorem 3.8 and (2.7). Also, from (3.14) and (2.7), we have

∀r ∈ [0, R], ∥icdfur − PV⊕Vn icdfur∥L2(0,1) ⩽ Ce10zRn−
5
2 .

Hence,

d2,3n+4(T ,L2(0, 1)) ⩽ sup
r∈R+

∥icdfur
− P(V⊕Vn)+VR

icdfur
∥L2(0,1)

⩽ max

(
sup

r∈[0,R]

∥icdfur
− PV⊕Vn

icdfur
∥L2(0,1); sup

r⩾R
∥icdfur

− PVR
icdfur

∥L2(]0,1[)

)
⩽ max

(
Ce10zRn−

5
2 ;Cεe

−( z
2−ε)R

)
.

Choosing Rn satisfying Ce10zRnn−
5
2 = Cεe

−( z
2−ε)Rn , that is

Rn =
ln Cϵ

C + 5
2 lnn

21
2 z − ε

,

we obtain the result.

3.4. On the mixture Wasserstein transport metric. In this part, we also focus on the M = 2
symmetric case, i.e. where r = (−r, r) and with fixed equal charges z = (z, z). Once again, denote by Mz

the set of solutions. In that case, the Kolmogorov n-width relative to the mixture distance (2.13) defined
in (2.20) is zero for n ≥ 2. This means that in that case, any solution can be exactly be obtained from only
two snapshots.

Theorem 3.10. Let SM(R) ⊂ P2(R) be the metric space of mixtures of Slater distributions defined
in (2.12) endowed with its metric MW2 defined in (2.13). For all n > 1, there holds

d̃∞,n(Mz,SM(R)) = d̃2,n(Mz,SM(R)) = 0.

Proof. Let m1 and m2 be two symmetric mixtures of K = 2 elements, with parameters r1 = 1, r2 = 2,
ζ1 = 1 and ζ2 = 2, that is

m1 =
1

2

(
Sζ1,−r1 + Sζ1,r1

)
and m2 =

1

2

(
Sζ2,−r2 + Sζ2,r2

)
.

Since

W2

(
m1

1,m
2
1

)
=W2

(
m1

2,m
2
2

)
= (r1 − r2)2 + 2

(
1

ζ1
− 1

ζ2

)2

=
3

2
,
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and

W2

(
m1

1,m
2
2

)
=W2

(
m1

2,m
2
1

)
= (r1 + r2)2 + 2

(
1

ζ1
− 1

ζ2

)2

=
19

2
,

it is easy to determine the weights w∗ in the definition of MW2 (2.13). Indeed, in this case, the distance
MW2(m

1,m2) simplifies to

MW2(m
1,m2) = 2 inf

w11+w12=
1
2

w11W2

(
m1

1,m
2
1

)
+ w12W2

(
m1

1,m
2
2

)
= inf

w11+w12=
1
2

3w11 + 19w12,

which is clearly attained for w∗
11 = 1

2 and w∗
12 = 0, hence w∗ =

(
1
2 0
0 1

2

)
. Then the barycenters between m1

and m2 for a weight λ = (λ1, λ2) with λ1

ζ1 + λ2

ζ2 = λ1 +
1
2λ2 > 0, are equal to

BarλMW2
(m1,m2) =

1

2

(
S−rλ,ζλ + Srλ,ζλ

)
,

where

rλ = λ1r
1 + λ2r

2 = λ1 + 2λ2 and ζλ =

[
λ1
ζ1

+
λ2
ζ2

]−1

=

[
λ1 +

1

2
λ2

]−1

.

Let ur ∈ Mz. To show that ur is indeed a barycenter of m1 and m2, we find λ ∈ R2 such that

rλ = r and ζλ = ζr

which is solving the linear system {
λ1 + 2λ2 = r

λ1 +
1
2λ2 = ζ−1

r ,

of unique solution

λ1 =
1

3
(−r + 4ζ−1

r ) and λ2 =
2

3
(r − ζ−1

r ).

4. Nonlinear reduced basis method. Motivated by the fast decay of the Kolmogorov n-width for
the Wasserstein mixture distance, we now propose a nonlinear reduced basis method for this problem. The
method, as is common in reduced-order modeling, is based on an offline phase followed by an online phase.
In the offline phase a few representative snapshots are selected thanks to a greedy algorithm. In the online
phase, for any new set of parameters, the energy of the system is minimized over the set of barycenters of
selected snapshots, using a quasi-Newton minimization algorithm started at several initial points.

4.1. Greedy algorithm. We first present the greedy algorithm used in the offline phase. Let z ∈(
R∗

+

)M be fixed positive charges, MI
z = {ur,z, r ∈ IM} with I ⊂ R an interval be a set of solutions of (2.1)

and Mtr ⊂ MI
z a finite training set of already computed solutions called snapshots. The aim here is to select

the most representative snapshots in Mtr, so that any solution u ∈ MI
z can be efficiently approximated with

only a few snapshots. The main idea in this greedy algorithm is to select at each iteration the snapshot in
Mtr the approximation of which as a mixture barycenter of previously selected snapshots leads to the highest
error. Since the proposed algorithm is generic to any training set where the elements can be represented
by mixtures equipped with a mixture distance, we use the notation m for the elements in Mtr instead of

u. Recall from Section 2.2 that we write a mixture as m =

K∑
k=1

πkmk, so for the rest of this section, we

denote an element of Mtr as m. In our case, these mixtures are solutions to problem (2.1), which means
16



that their elements, denoted by mk are Slater functions with a scale parameter ζ independent of k and
position parameter rk. In the following, mixtures written as mi where i is an integer follows the same
rules of notation, their parameters being

(
πi
ki

)Ki

ki=1
for the weights, ζi for the common scale parameters and(

riki

)Ki

ki=1
for the position parameters. The proposed greedy algorithm is presented below (Algorithm 4.1).

Algorithm 4.1 Greedy algorithm
Input: Mtr, training set; N , number of elements to select
Select m1 and m2 solutions to argmax

(m1,m2)∈Mtr

MW2(m
1,m2)2.

B := {m1,m2}
for n = 2, . . . , N − 1 do

Select

(4.1) mn+1 ∈ argmax
m∈Mtr

min
λ∈Ωn

MW2

(
m,BarλMW2

(m1, . . . ,mn)
)2
,

where

Ωn =

{
λ ∈ Rn,

n∑
i=1

λi
ζi
> 0

}
.

B = B ∪ {mn+1}
end for
Output: Reduced basis B ⊂ Mtr

The keystone of Algorithm 4.1 is the resolution of problem (4.1), and more precisely for m1, . . . ,mn ∈
Mtr and m ∈ Mtr, the resolution of the following minimization problem

(4.2) min
λ∈Ωn

MW2

(
m,BarλMW2

(m1, . . . ,mn)
)2
.

In practice, we start by solving problem (2.14) to obtain the barycenters weights w∗ appearing in (2.15)
for the calculation of BarλMW2

(m1, . . . ,mn). It can be computed using any linear programming solver as
problem (2.14) is a linear problem with linear constraints. Note that in the representation of the barycen-
ters (2.15), one can in fact only consider the indices k = (k1, k2, . . . , kn) ∈ K ⊂ {1, . . . ,K1}×· · ·×{1, . . . ,Kn}
for which w∗

k is non zero (see Remark 2.2) to reduce the dimensionality of the problem.
Now, by the definition of the distance MW2, we can say that

MW2

(
m,BarλMW2

(m1, . . . ,mn)
)2

= min
w∈Π(π,w∗)

∑
k∈K

K∑
k=1

wk,kW2

(
mk,Bar

λ
W2

(m1
k1 , . . . ,mn

kn)
)2
,

where the the weights w are matrices with non-negative terms indexed by k ∈ K and k ∈ {1, . . . ,K} in the
set

(4.3) Π(π, w∗) :=

{
w ∈ (R+)

|K|×K , ∀k ∈ {1, . . . ,K},
∑
k∈K

wk,k = πk, ∀k ∈ K,

K∑
k=1

wk,k = w∗
k

}
.

Note that the minimization set Π(π, w∗) does not depend on the parameter λ as the previously computed
weights of barycenter w∗ do not depend on λ either. We also have, recalling that the parameters for the
mixture m are rk and ζ

W2

(
mk,Bar

λ
W2

(m1
k1 , . . . ,mn

kn)
)2

=

(
rk −

n∑
i=1

λir
i
ki

)2

+ 2

(
1

ζ
−

n∑
i=1

λi
ζi

)2

= λ⊺Akλ+ b⊺k,kλ+ ck,
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where

Ak = r⊺krk + 2ζ⊺ζ, bk,k = −2

(
rkrk +

2

ζ
ζ

)
, and ck = r2k +

2

ζ2
,

with

rk =
(
r1k1 , . . . , rnkn

)
and ζ =

(
1

ζ1
, . . . ,

1

ζn

)
.

In particular the matrices Ak are non-negative for any k ∈ K. Hence, problem (4.2) reduces to

(4.4) min
λ∈Ωn

min
w∈Π(π,w∗)

λ⊺Aλ+ b⊺wλ+ c = min
w∈Π(π,w∗)

min
λ∈Ωn

λ⊺Aλ+ b⊺wλ+ c,

where

(4.5) A =
∑
k∈K

w∗
kAk, bw =

∑
k∈K

K∑
k=1

wk,kbk,k, and c =

K∑
k=1

πkck.

The matrix A is also non-negative as a sum of non-negative matrices. Note that since the matrix A does
not depend neither on λ and on the mixture m, we can indeed compute A at each update of B, just like the
weights w∗, and numerically check that the matrix A is in fact positive definite. Then, the solution to the
minimization problem

min
λ∈Rn

λ⊺Aλ+ b⊺wλ+ c

is λw = − 1
2A

−1bw, and we can also check here a posteriori that the solution λw ∈ Ωn, so that the solution
of minλ∈Ωn

λ⊺Aλ+ b⊺wλ+ c is also λw, which is always the case in the tested examples. If however it turned
out not to be the case, since Ωn is a convex set, it is possible to directly solve the minimization problem on
Ωn using quadratic programming.

Hence, by putting λw back in problem (4.4), we have that problem (4.2) is equivalent to

min
w∈Π(π,w∗)

−1

4
b⊺wA

−1bw + c = min
w∈Π(π,w∗)

w⊺

(
−1

4
B⊺A−1B

)
w + c,

by choosing a vectorization for the weights w and where B is such that Bw = bw, which is a concave
quadratic minimization problem because the matrix − 1

4B
⊺A−1B is negative since A is positive. The matrix

− 1
4B

⊺A−1B of this problem has a size K|K|. For a hint on the size |K|, see Remark 2.2. The solution of
the problem is in fact a vertex of the polytope Π(π, w∗), thanks to the convexity of the polytope and the
concavity of the problem [10]. We summarize the whole procedure to solve (4.1) in Algorithm 4.2 below.

Algorithm 4.2 Offline projection minimization
Input: B = {m1, . . . ,mn}, selected elements
Compute w∗ as in problem (2.14).
Compute the matrix A as in (4.5), check that it is positive definite, and compute A−1.
Select

mn+1 ∈ argmin
m∈Mtr

min
w∈Π(π,w∗)

−1

4
b⊺wA

−1bw + c,

where bw and c are given in (4.5).
Output: mn+1
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Remark 4.1. In our implementation, we took advantage of the concave setting of the problem and
searched the solution directly among the vertices of the polytope Π(π, w∗) to ensure global optimality. In
practice, global optimization packages such as Gurobi could be used.

Remark 4.2. Algorithm 4.1 is in fact more general and can be used wherever the elements of the training
set can be represented by mixtures. For example, we can consider a setting where the solutions are Slater
mixtures with different scale parameters ζ. In this scenario, the set of admissible weights for the barycenters
become a bit more complex and reads

Ωn =

{
λ ∈ Rn, ∀k ∈ {1, . . . ,K1} × · · · × {1, . . . ,Kn},

n∑
i=1

λi
ζiki

> 0

}
.

More generally, one can consider any mixtures for which a Wasserstein mixture distance is well-defined,
as presented in [8], which includes e.g. Gaussian mixtures, upon modifying the set Ωn with the correct
parameters of the distributions to ensure admissibility of barycenters.

4.2. Online algorithm. Once the reduced basis is computed, we want to efficiently compute approxi-
mations of solutions, given a new position for the nuclei. Since the projection minimization algorithm used
in the offline phase requires the knowledge of the exact solution, it is not a viable option for the online
phase. Here we instead take advantage of the structure of our problem, which is an energy minimization
problem (2.4), and we minimize the energy of the new system over the set of barycenters of the elements in
the reduced basis. More precisely, assume that we selected N mixtures solutions m1, . . . ,mN in the offline
phase and we want to obtain an approximation to the solution with molecular parameters r. We consider
the following optimization problem

(4.6) min
λ∈ΩN

Er,z

(
BarλMW2

(m1, . . . ,mN )
)
,

where ΩN is the extended set of admissible barycenters, as in the greedy algorithm. For clarity, we write
from now on Er,z(λ) instead of Er,z

(
BarλMW2

(m1, . . . ,mN )
)
. Note that the energy functional can be easily

computed with the following formula

Er,z(λ) =

[∑
k∈K

∑
l∈K

w∗
kw

∗
l (1 + ζλ|rλk − rλl |)e−ζλ|rλk−rλl |

]−1

.(4.7)

(
ζλ

2

2

∑
k∈K

∑
l∈K

w∗
kw

∗
l (1− ζλ|rλk − rλl |)e−ζλ|rλk−rλl | − ζλ

M∑
m=1

zm
∑
k∈K

w∗
ke

−ζλ|rλk−rm|

)

where ζλ =
[∑N

i=1
λi

ζi

]−1

is the scale parameter and rλk =
∑N

i=1 λir
i
ki is the position parameter of a Slater

component of a barycenter with weights λ, and w∗ is the solution to problem (2.14) for the reduced basis,
and can be computed offline.

Since the energy functional as a function of λ is nonconvex, and in practice exhibits many local minima,
solving problem (4.6) requires to use a global optimization algorithm, preferably very robust to ensure that
the global minimizer is found, to guarantee repeatability of the results. The natural optimization procedure
is detailed here, and detailed in Algorithm 4.3. We use a quasi-Newton minimization algorithm (LBFGS)
with evenly distributed starting points using a Sobol sequence on a representative set BN = [−B,B]N ∩ΩN

of values of λ.
Note that the LBFGS algorithm requires the explicit computation of the gradient of the energy, which

can easily be computed from formula (4.7). Also, to ensure that a solution in the constraint set ΩN is found,
points outside of ΩN are penalized by the function λ 7−→ C + [ζλ]−10, where C is a large positive constant
to ensure a return in the domain ΩN if a point outside of the constraint set is reached. Note that as the
energy function explodes to +∞ at the border of the domain, this is unlikely to happen.

Remark 4.3. To avoid failures in line searches in the LBFGS algorithm caused by the low regularity of
the function Er,z, we actually consider a smoothed version of Er,z. To do so, we replace the absolute value
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Algorithm 4.3 Online optimization
Input: Reduced basis m1, . . . ,mN , BN = [−B,B]N ∩ ΩN , starting points λ1, . . . ,λL in BN

for l = 1, . . . , L do
Compute λ∗

l , E
∗
l minimizer and energy solution found by optimizing Er,z(λ) for λ ∈ ΩN with starting

point λl with a LBFGS algorithm
end for
Output: Minimizer λ∗ = argminl=1,...,LE

∗
l

Fig. 5.1. Three example solutions in Mtr.

(and its derivative the sign function) responsible for the low regularity in a small interval [−ε, ε] with ε > 0,
by a cosine function x 7−→ − 2ε

π cos
(

π
2εx
)
+ ε. This new function is of class C2 on R.

5. Numerical results. In this section, we present the numerical results obtained with the offline and
online algorithms presented above. The code for generating the figures in the following can be found at
https://github.com/mdalery/NonLinearReducedBasis. We focus on a system with two nuclei, i.e. M = 2,
and with charges z = (0.8, 1.1) and r = (−r, r) for r ∈ R+. For the training set, the r’s are equally
distributed on the interval [0.5, 3] with ♯Mtr = 251. On Figure 5.1, we plot the exact solutions for three
examples, namely r = 0.5, 1.5, 2.5.

5.1. Offline phase. We now present the results obtained by running the offline algorithm presented in
Section 4.1. We present in Figure 5.2 the 7 first selected snapshots. We observe that the two first selected
snapshots correspond to the extreme parameters 0.5 and 2.5, then the next ones are relatively well distributed
across the parameter space. In Figure 5.3, we plot the decrease of the projection error in MW2-norm over
the training set. We provide both the mean error on the training set and the maximum error. We observe
that this projection error decreases very fast and seems exponentially decreasing. Moreover, we gain about
two orders of magnitude between 2 and 15 added snapshots on the mean error.

In terms of computational cost, the most expensive part is the listing of the vertices of the constraint
space (4.3), which increases exponentially with the number of selected snapshots. However, the code can be
trivially parallelized, and is indeed running on multicores. Also, in the future, a global optimization solver
such as Gurobi could be used instead of the listing of the vertices, possibly loosing the global optimality of
the found minimizer but gaining a lot in computational efficiency.

In Figure 5.4, we provide a few examples of projection on the reduced basis for a snapshot with parameter
r = 1.266, which is in Mz but not in the training set Mtr. We observe that the projections cannot be visually
distinguished from the exact solution already when the reduced basis contains only 5 elements.

5.2. Online phase. In this section we provide results on the online optimization algorithm. First,
recall that the energy minimization problem (4.6) is a global optimization problem so that Algorithm 4.3
may not necessarily return the global minimizer of the problem, possibly overestimating the presented error
results compared to the exact ones. In practice, the parameters of Algorithm 4.3 were chosen as follows. We
used a L = 2000 elements Sobol sequence covering the set BN = [−2, 2]N ∩ΩN as starting points λ1, . . . ,λL.

In Figure 5.5 we plot an example of energy landscape λ 7→ Er,z

(
BarλMW2

(m1,m2)
)

heatmap with
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Fig. 5.2. First seven elements selected in the reduced basis in the offline phase.

Fig. 5.3. Decay of the projection error in the offline phase.

Fig. 5.4. Example of projections on bases with 2,3,5, and 8 elements for r = 1.266.
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Fig. 5.5. Heatmap of an energy functional (for r = 2.15) at barycenters between first two selected elements.

Fig. 5.6. Decay of the energy error in the online phase for 51 equally distributed elements for r ∈ [0.5, 3].

z = (0.8, 1.1) and r = (−r, r) for r = 2.15, where m1 and m2 are the first two selected snapshots in the
offline phase (see Figure 5.2). The white part corresponds to the outside of the domain Ω2. We already
observe several local minima. Moreover, the energy is nonsmooth due to the absolute values appearing in
the formula, see Remark 4.3 for more information on the smoothing technique.

We now provide the plot of the error in energy as a function of the number of selected snapshots in
Figure 5.6. We provide both the maximum error and the mean error over a test set of 51 equally distributed
elements for r ∈ [0.5, 3]. We observe that the energy maximum error decreases by three orders of magnitude
from 2 to 8 snapshots, which is particularly encouraging. Adding more elements in the reduced basis does
not seem to improve significantly the results. This may either be due to the increasing difficulty of solving
the global optimization problem in larger dimension, but also to the smoothing of the energy functional that
is used to avoid convergence problems.

Finally, we provide extrapolation examples. On Figures 5.7 and 5.9, we show the projection of the
solution on the reduced basis for 2,3,5, and 8 snapshots. We observe that 8 snapshots seems sufficient to
obtain a satisfactory barycenter projection of the exact solution onto the reduced basis. More generally,
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Fig. 5.7. Extrapolation: example of energy projections for r = 0.3.

Fig. 5.8. Extrapolation: decay of the energy error over a set of 17 equally distributed elements for r = 0, . . . , 0.48.

we plot on Figure 5.8 the decay of the online error on 17 equally distributed elements ranging from r = 0
to r = 0.48. On Figure 5.10, we plot the energy online error on 21 equally distributed elements with
r = 3.05, . . . , 4. We observe that we obtain very accurate results with only a few snapshots in the reduced
basis, although the solutions are not in the parameter range of the training set, showing the nice extrapolation
capabilities of the method.

6. Conclusion. In this work, we have focused our attention on a one-dimensional parametrized toy
problem, which is insightful in terms of the difficulties faced by standard model-order reduction methods
to accelerate the resolution of parametrized electronic structure problems. We proved that the linear Kol-
mogorov n-width of solution sets for this equation decays at a slow algebraic rate with respect to n. We
prove that modified Kolmogorov widths, based on optimal transport tools, in particular Wasserstein mixture
distances, decay much faster. Motivated by this result, we proposed a modified greedy algorithm, precisely
based on mixture Wasserstein distances and corresponding barycenters, which gives highly encouraging re-
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Fig. 5.9. Extrapolation: example of energy projections for r = 3.5.

Fig. 5.10. Extrapolation example: decay of the energy error over a set of 21 equally distributed elements for r ∈
[3.05, . . . , 4].

sults. Our aim is now to export the ideas and concepts of the present work in order to build efficient
reduced-order models for realistic parametrized electronic structure problems in a forthcoming work.
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Proof of Lemma 3.3. Using the definition of the kernel K and rearranging the integrals we remark that,
for all k, l ∈ N∗,

⟨φk, TKφl⟩ =
∫ R

−R

(∫ R

−R

ur(x) cos(akx)dx

)(∫ R

−R

ur(y) cos(aly)dy

)
dr

= ⟨TS cos(ak·), TS cos(al·)⟩,

where TS is the compact and self-adjoint operator defined by

(6.1) TS :

L2(−R,R) −→ L2(−R,R)

φ 7−→

(
r 7→

∫ R

−R

ur(x)φ(x)dx

)
.

The self-adjointness of TS stems from the fact that ur(x) = ux(r) for all (x, r) ∈ (−R,R). Similarly, it holds
that for all k, l ∈ N∗,

⟨φk, TKψl⟩ = ⟨TSφk, TSψl⟩ and ⟨ψk, TKψl⟩ = ⟨TSψk, TSψl⟩.

For k ∈ N∗, we now compute TS cos(ak·):

(6.2) TS cos(ak·)(r) =
z

2

(∫ r

−R

ez(x−r) cos(akx)dx+

∫ R

r

e−z(x−r) cos(akx)dx

)
We compute the two integrals using two integrations by parts. First

I−(r) :=

∫ r

−R

ez(x−r) cos(akx)dx

=
1

ak

[
sin(akx)e

z(x−r)
]r
−R

− z

ak

∫ r

−R

ez(x−r) sin(akx)dx

=
sin(akr)

ak
+

sin(akR)

ak
e−z(R+r) +

z

a2k

[
cos(akx)e

z(x−r)
]r
−R

− z2

a2k
I−(r)

=
sin(akr)

ak
+

z

a2k
cos(akr) +

ak sin(akR)− z cos(akR)

a2k
e−z(R+r) − z2

a2k
I−(r)

=
sin(akr)

ak
+

z

a2k
cos(akr)−

z2

a2k
I−(r),

noting that ak sin(akR)− z cos(akR) = 0. In the same manner we can consider the other integral I+(r) :=∫ R

r
e−z(x−r) cos(akx)dx = I−(−r) to find

I+(r) = − sin(akr)

ak
+

z

a2k
cos(akr)−

z2

a2k
I+(r).

Hence, continuing from (6.2),

TS cos(ak·)(r) =
z

2

(
2z

a2k
cos(akr)−

z2

a2k
TS cos(ak·)(r)

)
,

which means that

TS cos(ak·)(r) =
2z2

2a2k + z3
cos(akr).

Similarly, for k ∈ N∗, we now compute TS sin(bk·):

(6.3) TS sin(bk·)(r) =
z

2

(∫ r

−R

ez(x−r) sin(bkx)dx+

∫ R

r

e−z(x−r) sin(bkx)dx

)
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We compute the two integrals using two integrations by parts. First

J−(r) :=

∫ r

−R

ez(x−r) sin(bkx)dx

=
1

bk

[
− cos(bkx)e

z(x−r)
]r
−R

+
z

bk

∫ r

−R

ez(x−r) cos(bkx)dx

= −cos(bkr)

bk
+

cos(bkR)

bk
e−z(R+r) +

z

b2k

[
sin(bkx)e

z(x−r)
]r
−R

− z2

b2k
J−(r)

= −cos(bkr)

bk
+

z

b2k
sin(bkr) +

bk cos(bkR) + z sin(bkR)

b2k
e−z(R+r) − z2

b2k
J−(r)

=
− cos(bkr)

bk
+

z

b2k
sin(bkr)−

z2

b2k
J−(r),

noting that bk cos(bkR) + z sin(bkR) = 0. In the same manner we can consider the other integral J+(r) :=∫ R

r
e−z(x−r) sin(bkx)dx = −J−(−r) to find

J+(r) =
cos(bkr)

bk
+

z

b2k
sin(bkr)−

z2

b2k
J+(r).

Hence, continuing from (6.3)

TS sin(bk·)(r) =
z

2

(
2z

b2k
sin(bkr)−

z2

b2k
TS sin(bk·)(r)

)
,

which means that

TS sin(bk·)(r) =
2z2

2b2k + z3
sin(bkr).

Hence, for all k, l ∈ N∗, the functions φk and ψl are eigenvectors of TS with respective distinct eigenvalues

σk =
2z2

2a2k + z3
and τl =

2z2

2b2k+z3 . Thus, denoting by λk = σ2
k and by µk = τ2k for all k ∈ N∗, we obtain that⋃

k∈N∗

{λk, µk} ⊂ σ(TK) where σ(TK) is the spectrum of TK . It can also be easily checked that {φk, ψk}k∈N∗

forms an orthogonal family of functions of L2(−R,R).

It remains to prove that Span{ϕk, ψk}k∈N∗ is dense in L2(−R,R). From [12, Theorem 2], it is clear
that (ψk)k∈N∗ is an orthogonal basis of the set of odd functions of L2(−R,R). From [23], it holds similarly
that (ϕk)k∈N∗ is an orthogonal basis of the set of even functions of L2(−R,R), hence the desired result. In
particular, we then have that

⋃
k∈N∗

{λk, µk} = σ(TK).
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