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Abstract

Human action recognition and segmentation are impor-
tant tasks in the context of assistive robotics and active as-
sisted living. Multiple datasets of human actions are avail-
able and cover a large set of general or daily activities, but
they less cover the case of abnormal events. When some
specific actions are available, they are not adapted for the
context of assistive robotics. In this paper we will describe
a new dataset that covers some specific events which are
useful in the context of active assisted living. We will also
describe an approach for human action recognition based
on human body semantic segmentation, to focus on the hu-
man body and deal with partial or slow movements and im-
mobility.

1. Introduction

Understanding human actions is still an important task in
artificial intelligence. Computer vision-based approaches
are the most widely used techniques and lead to different
sub-tasks such as: human detection, body part segmenta-
tion, pose detection, human action recognition (HAR) and
human action segmentation (HAS).

In recent years, the development of robotics allowed the
use of robots in active assisted living (AAL). They are used
at different levels to allow vulnerable people, due to age, ill-
ness, or disability, to gain a certain level of autonomy. They
could be used, for example, to alert caregivers or family
members in the case of dangerous or abnormal situations.

Mobile assistive robots embed one or multiple camera
sensors for localisation, obstacle avoidance and user inter-
action. These sensors are increasingly used for user be-
haviour understanding. However, some constraints of mo-
bile assistive robotics make this task more complicated and
show the limitations of optical flow based methods, which
are currently the most widespread approaches in the state of
the art.

There is a large number of available datasets to train and

test action recognition models. They cover many every-
day actions, but fewer rare and abnormal events and situa-
tions (Falls, fainting, or abnormal and dangerous postures).
There are only few cases that could be exploitable for AAL
and daily activity monitoring.

2. Related works

Human action understanding in images and video se-
quences is an important task in computer vision and still
a challenging problem. We focus in this work on human ac-
tion recognition, a classification problem that associates an
action to a data entry, and each data entry corresponds to a
unique action. This task could be performed from different
types of inputs and modalities: Visual data (RGB images
and sequences, RGBD or depth images, infrared, 3D point
clouds, ...), or non visual data [25] (Accelerometers, audio,
and WIFI) provided by on-body devices or from ambient
sensors. We distinguish human action recognition from hu-
man action detection and segmentation, which consist on
searching for an action in a temporal stream or splitting
temporal data (Visual or not) into small sequences that are
associated semantically to the same action.

2.1. Human action recognition from videos

This section gives an overview of existing approaches
for HAR from video sequences. In our context, we are in-
terested by RGB input which is present and widely used
in assistive robotics. Independently from action segmenta-
tion, action recognition process generally follows two main
steps: pre-processing and classification.

Action classification methods have evolved considerably
in recent years [1,5,22]. We focus in our study on the tech-
niques based on the use of deep neural networks. Different
architectures for action recognition are proposed in the lit-
erature [5]. They are distinguished by :

The input data: While some methods directly use
the input image sequence, others pre-process the input se-
quence to extract mid-level information. The most used pre-
processing operation is the estimation of optical flow, which



is used to locate and characterize motion. It is enriched with
a second stream containing the original images allowing it
to keep information on the position and general posture of
the person. The processing of the two separate streams is
then merged [22]. In recent years, methods based on mod-
els of the human body have been developed, such as meth-
ods based on the detection and localization of people [15]
and those based on the detection of the human skeleton [6].
Methods based on models of the human body allow a better
consideration of the human, its position and posture.

The spatio-temporal dimension: Different approaches
were proposed to deal with the spatial and temporal aspects
of human actions. They are based on LSTM [8,26], 3D con-
volutions [13], or uses optical flow estimation [22] [10] [5].
Recently, transformer based approaches for video classifi-
cation were proposed [1]. and outperformed convolutional
and RNN based approaches. They require large datasets,
but active developments tend to adapt them to deal with
small-size datasets.

2.2. HAR Datasets

There is a large number of uncontrolled datasets for ac-
tion recognition. The most commonly used in the litera-
ture are HMDB [17], UCF-101 [23], ActivityNet [4], cha-
rades [21], HowTO100M [20] and recently Kinetics [14].
Most of the videos in these uncontrolled action recognition
datasets are from videos collected from Internet video plat-
forms.

The datasets differ from each other in the number of
videos and action classes, the number of subjects in the
videos, the background of the videos, the appearance and
variations of the actions, the camera movement, the quality
of the video, etc. Despite these differences, unconstrained
datasets for action recognition remain limited in size and di-
versity. Many datasets used in the literature deal with sim-
ilar actions. For example, many datasets deal with actions
related to sports, interaction between multiple people, or in-
teraction of a person with an object. However, there is little
or no data to recognize rare phenomena such as falls or dan-
gerous postures. Some outdoor datasets are dedicated to the
detection of abnormal events [19] and anomalies [11,24] in
public areas. For indoor scenarios, the datasets focus on fall
detection [2, 12, 16].

2.3. Limitations

It’s crucial to notice that the limitations we’re outlin-
ing in this section are related to HAR applications in the
context of AAL and assistive robotics. Most approaches
consider human action recognition as a video classification
problem and focus on global analysis of image sequences
instead of targeting human subjects. The emphasis is on
analysing the image as a whole, and considering movement
rather than focusing on the human body. Also, methods

based on generic feature extractors are interesting for video
classification, but less for action recognition. For the case
of optical flow based methods, it is more complicated when
it comes to applications in AAL. These methods are use-
less in case of immobility and have bad results for partial
movements. Finally, this analysis is not adapted for assis-
tive mobile robotics where robots could move and rotate.
These variations and transformations generate a supplemen-
tary optical flow in addition of the moving (or static) sub-
jects.

We consider that it is necessary to detect the human in
the pre-processing stage and to extract a richer representa-
tion that is more consistent with human behaviour under-
standing.

3. JARD action recognition dataset
In this work, we propose a new dataset 1 to train, test

or validate human action recognition models. The dataset
was recorded in an experimental apartment with different
rooms. The user panel is composed of 20 persons for the
first version of the dataset. Some actions represent daily
normal activities and situations, such as sitting or walking.
Another subset of actions present dangerous situations and
actions, such as falling down and lying on the ground. The
dataset contains also some normal actions with a big sim-
ilarity to the abnormal one to distinguish them. Some ac-
tions presents similar postures, but the context make them
different. For example, lying on the ground is different from
lying on bed.

Action Motion Abnormal
Falling down Yes Yes
Heart attack Yes Yes
Bending down Yes No
Sitting down Yes No
Sitting No No
Lying on bed or similar No No
Lying on the floor No Yes
Standing Up Yes No
Getting up off the floor Yes Yes
Walking Yes No

Table 1. JARD V1 dataset list of actions.

The camera sensors were mounted on a mobile robot at
the heights 30cm and 1m50. This allows a various set of
configurations of cameras positions, backgrounds. It allows
also to move and rotate cameras during the capture of the
actions. When some videos present static backgrounds, oth-
ers present dynamic backgrounds due to the movements of
the robot (Translation, rotation or both).

1Dataset URL available soon
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Figure 1. Examples of events from JARD Dataset.

The first version of the dataset contains 9 classes detailed
in Table 1. Those classes were chosen to be adapted to
the context of AAL. Each action contains about 200 videos.
Videos have different durations depending on the nature of
action, This goes from 2 seconds to more than 20 for some
videos.

4. HAR based on semantic segmentation

In this section, we will present an approach for human
action recognition in the context of assistive robotics and
AAL. The main objective is to increase safety through intel-
ligent monitoring by detecting abnormal and rare situations
(domestic accidents, falls, discomfort, dangerous postures,
immobility, etc.).

To deal with optical flow limitations, we replaced the
pre-processing step by a human body semantic segmenta-
tion [7, 18]. The approach is interesting from the point of
view of multi-task networks that are embedded in assistive
robots. The semantic segmentation of the scene could be
used as input for other models that perform complementary
applications. This allows to develop a global understanding
model instead of separating and focusing on different tasks.

For the classification step, we used a video vision trans-
former. The results of attention-based models in the do-

main of natural language processing inspired a lot of ap-
proaches in computer vision. Recently, vision transform-
ers [9] appeared to be an efficient alternative to convolu-
tional neural networks (CNNs). The idea is to integrate
them in conjunction with convolutional layers or to apply
directly a pure transformer on sequences of image patches.
For video classification, vision transformer based architec-
tures for video sequence processing were proposed. Video
Vision Transformer (ViViT) [1] was proposed as a pure-
transformer based models for general video classification
and understanding. However, these architectures seem to
require more data and stronger regularisation when applied
to RGB data directly.

Figure 2 shows some examples of semantic segmenta-
tion of images from JCARD dataset. The first and the sec-
ond columns correspond to static situations (Lying on bed,
Lying on ground) where optical flow do not generate sig-
nificant data. The third and the last columns correspond to
bending and falling down events.

In this step, an architecture based on transformers is used
to classify the pre-processing output. Multi-headed self-
attention layers are used to classify the sequence of tokens
obtained by embedding. Multiple embedding strategies are
available, such as Uniform Frame Sampling and Tubelet
Embedding.



Figure 2. Examples of human body semantic segmentation on
videos with mobile camera.

Figure 3 explains this tokenisation process. Smaller
tubelet dimensions imply an increasing number of tokens,
which increases the computation time. When the tempo-
ral information from different frames is fused by the trans-
former in the case of uniform frame sampling, this informa-
tion is maintained information is maintained in the case of
tubelet embedding due to volumetric nature of patches.
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Figure 3. Tubelet embedding of segmentation image sequence.

5. Experimental results
In our experimentations, we aimed to demonstrate the in-

terest of body semantic segmentation in the understanding
of similar or static actions, and dealing with optical flow
limits. The initial experiments on the JCARD dataset were
based on the state-of-the-art methods. The first one was
based on the optical flow pre-processing of the entire dataset
sequences. A lot of sequences where the robot moves, or
the subject was static generated empty or uniform images.
For the second experiment we used the BlazePose skele-
ton extraction model described in [3]. It is a lightweight
convolutional neural network architecture for human pose
estimation that is tailored for real-time inference on mobile
devices. The problem with this model is that it works when
the whole body is visible, moving and in standard positions.
Otherwise, the model extracts bad skeleton and induces er-
rors in the classification process.

Before experimenting our approach, we tested a video
vision transformer on the RGB data. Since the training pro-
cess requires a large amount of videos, the dataset was aug-
mented by sub-sampling, cropping and mirroring the origi-

nal videos. We also sub-sampled the videos into sequences
to adapt the size of input data (Two cases were evaluated :
8 frames and 16 frames). For Tubelet embedding, patches
have 8x8 pixel size with a window of 10 frames. We di-
vided JCARD dataset into two sets (Train 66%, and Test
34%). The accuracy of the first obtained model on test data
was 77.82%.

Input data
Top-1 Acc

Sub-sampling 8
Top-1 Acc

Sub-sampling 16
RGB 70.97 77.82
SEG 58.06 72.18

RGB
⊕

SEG 73.79 81.03

Table 2. Classification results on test data.

Finally, we trained the classification model on semanti-
cally segmented images using two configurations. The first
one uses only segmented sequences as input, when the sec-
ond fuses the two streams : RGB and segmentation results.
Since the body segmentation removes the contextual infor-
mation, the classification results of the first configuration
were lower than the RGB ones. The model based on the fu-
sion of RGB and segmentation sequences gives the best re-
sults since it keeps the contextual information. This model
presented an accuracy of 81.03%. Even this accuracy is
far from other datasets benchmarks, it demonstrates inter-
est of semantic segmentation in the analysis of static and
low/partial motion actions and motivates the development
of more efficient models.

6. Conclusion

The main objective of this paper was to share a new
dataset that present some constraints of mobile assistive
robotics, such as moving cameras and low sensor positions.
The dataset presents some actions related to AAL and some
abnormal situations that may occur (fall and immobility
events). We discussed the limitations of existing datasets
and approaches in those particular contexts. The proposed
dataset could be used alone or as a supplementary mate-
rial for larger datasets. We also presented an approach that
uses semantic segmentation of human body to avoid opti-
cal flow limitations. This method focuses on human body
and gives more valuable results in the case of static, partial
or low motion actions. In a future work, we will replace
the body segmentation image by the latent features to op-
timise the performances. We will also augment the data
with synthetic samples due to the small number of abnor-
mal videos. Finally, we will continue hosting, maintaining,
and distributing the dataset and enrich it with new samples
of events and situations related to AAL.
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