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Abstract

The paper investigates asymmetries effects over a nonlinear vibration energy harvester dynamics. The asymmetric
system performance is compared with symmetric ones. Different asymmetry levels on restoring force and gravity
action are investigated from a system-sloping angle variation. Bifurcation diagrams and basins of attraction are used
to examine the local and global characteristics underlying dynamical systems under different excitation energy. The
results show the adverse effects of asymmetries on system dynamics. They also reveal ways to overcome them by
canceling asymmetric influence from optimal sloping angle values and improving asymmetric system performance
over symmetrical ones. This comprehensive numerical study provides novel valuable insights into asymmetrical
energy harvester dynamics, a wide and still less explored topic.
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1. Introduction

From recent years, the increasing Internet of Things (IoT) technology diffusion has been claiming the need
for alternatives on the power supplying embedded and portable electronic devices [1]. Energy harvesting systems
have been emerging as promising solutions in this area, with potential applications ranging from large-scale en-
ergy supply to power small devices, such as sensors, medical implants, and micro/nano-electromechanical systems
(MEMS/NEMS) [2, 3].

Due to its wide potential applications, energy harvesters have been extensively investigated. Recent papers of
Abdelkareem et al. [4] presented a regenerative energy harvesting method from the automotive suspension; Phillips
[5] investigated nanoscale sensors, Karami and Inman [6] proposed harvesting energy from heart vibrations to power
pacemakers and for biomedical applications [7]. Catacuzzeno et al. [8] proposed energy harvesting from cell mem-
brane on powering wireless communication devices. The design and implementation of novel energy harvesting
devices have also been proposed and discussed in recent works as [9, 10, 11]. The use of metamaterials has also been
explored as a potential environmental energy harvester alternative [12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22].

This paper investigates the nonlinear bistable piezo-magneto-elastic energy harvester device by Cottone et al.
[23], which harvests electrical power from a cantilever ferromagnetic beam mechanical vibration. The magnetic
forces provided by a pair of permanent magnets placed under the beam’s free edge confer its nonlinear dynamic
characteristics to the device. Unlike linear energy harvesting devices, which non-negligible electrical output power is
limited on resonant excitation frequency, nonlinear systems, as those proposed by Erturk et al. [24], provide a wide
excitation frequency range for useful electrical power harvesting. For these devices, energy harvesting improvements
from system dynamics have been widely explored, as in the papers of Daqaq et al. [25], where the nonlinearities role
on energy transduction is reviewed, Mann and Owens [26], where the dynamics mathematical solutions co-existence
is investigated for broader frequency response, Tan et al. [27], where optimal performance is analyzed, and Khovanov
et al. [28] and Litak et al. [29] which deals with system stochastic excitation. Other studies have investigated the
nonlinear vibration energy harvesting from various perspectives, including polynomial nonlinearities [30, 31, 32, 33],
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nonlinear piezoelectric coupling [34, 35], variable potentials [36], rectifier circuits [37, 38], shape memory alloy [39],
rotating elements [40], combining with vibration suppression [41, 42] and using time-frequency analysis [43] and
global sensitivity analysis [44, 45]. Some authors have also been proposing system improvements, as [46, 47, 48, 49]
or exploring tri-stable, multi-stable or triboelectric configurations [50, 51, 52, 53].

Despite its relevance and such huge potential applications, testified by much promising research, much attention
has been paid to symmetric systems. However, symmetric systems manufacturing is usually hard due to a wide of
disturbances, such as those from its manufacturing process and environmental or operational conditions, like humid-
ity, temperature, and nearby magnetic fields. Recent studies [54, 55, 56, 57, 58] have recognized the importance
of asymmetric potentials and characterized them as nonlinear restoring forces using a quadratic term. In many real
bistable harvesters, this asymmetric behavior can result from using non-identical magnets. Further, gravity states as
another effect that can introduce asymmetric forces resulting from geometric imperfections and operating conditions.
For example, in [59], authors explore the harvesting process under asymmetric excitation, which resembles human
lower-limb motion; Wang et al. [60] uses from sloping the plane where the system is attached to improve harvesting
efficiency. The understanding of the impacts of asymmetric layouts on bistable energy harvesters may lead to im-
provements to devices’ design and performance improvements, even reducing manufacturing costs and limitations,
which may pave the way for new potential unexplored applications.

However, the current technical literature lacks a comprehensive analysis of the dynamic behavior of asymmetric
bistable energy harvesters. Most of the available studies have concentrated on investigating specific situations by
fixing all parameters except for one parameter of interest. For example, Balakrishnan et al. [61] briefly investigated
the bifurcation diagrams from varying excitation frequency and the nonlinear term. Meanwhile, works in [60, 62] cal-
culated bifurcations for both frequency and amplitude of excitation. Wang et al. [57] also studied basins of attraction,
but only for different values of the nonlinear term and excitation amplitude. This work addresses this relevant topic
by comprehensively analyzing asymmetry on bistable energy harvesting devices. To introduce asymmetric features,
a quadratic term is added to restoring force to mimic non-identical magnets. A sloping angle is introduced as the
asymmetric gravity force.

This paper investigates dynamical system for different excitation amplitude and frequencies for different initial
conditions and asymmetry levels. The symmetric energy harvester dynamics is compared with devices on different
asymmetry conditions. The analysis focuses on a high asymmetry level model, where a single quadratic term refers
to its asymmetry on large sloping angle values and a special asymmetry condition where such an angle suppresses the
quadratic term influence. Bifurcation diagrams and basin of attraction analyses are held to characterize the dynamic
behavior and identify any instances of chaos or multiple solutions. For electrical output voltage dynamics, basins of
attraction are computed from the 0-1 test for chaos [63], which offers a more efficient computational approach when
compared to the usual Lyapunov exponent method.

As its main contributions, the paper addresses a comprehensive investigation of energy harvester dynamics for
different operational conditions, even considering asymmetric configurations. It provides a deep dynamics analysis
while showing a wide oversight of its best output excitation conditions. A nonlinear dynamics analysis and solutions
co-existence is also contemplated for asymmetry conditions. Asymmetry energy harvester dynamics is compared with
symmetric devices’ behavior, evidencing asymmetry impacts on bistable energy harvester performance. The paper’s
scope matches no similar precedent analysis in the current literature to the best of the author’s knowledge.

Section 2 presents symmetric and asymmetric dynamical systems investigated; Section 3 covers the bifurcation
analysis for different excitation amplitude and frequencies and system sloping angle ; Section 4 provides an analysis
on basins of attraction ; Finally, the paper main conclusions are presented in Section 5.

2. Nonlinear dynamical systems

This section describes the physical system and presents the governing equations of motion for the nonlinear vibra-
tion bistable energy harvester both on perfect symmetric and asymmetric conditions. It also outlines a methodology
for defining the optimal sloping angle value on compensating the asymmetry effects.

2.1. Physical system of interest
The electromechanincal system of interest is shown in Fig.1. The system consists in a cantilever ferromagnetic

elastic beam attached to a rigid base. A pair of identical magnets are placed in the bottom of the structure, under the
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Figure 1: The illustration depicts the two configurations of the piezo-magneto-elastic energy harvesters: (a) the symmetric configuration and (b)
the asymmetric configuration.

ferromagnetic beam’s free edge. A pair of piezoelectric plates are placed close to the beam’s fixed edge, powering a
purely resistive load from harvesting mechanical vibration into electrical power. The system mechanical excitation
is provided by an external oscillation amplitude and frequency-controlled source. Fig.1a presents the symmetric
bistable energy harvester. In contrast, Fig. 1b shows the asymmetric version, which includes a sloping plane angle φ
and non-identical magnets for emulating asymmetries from manufacturing and operation processes.

Erturk et al. [24] presented the symmetric bistable energy harvester described above, which evolves according to
the following initial value problem

ẍ + 2 ξ ẋ −
1
2

x
(
1 − x2

)
− χ v = f cos (Ω t) , (1)

v̇ + λ v + κ ẋ = 0 , (2)

x(0) = x0, ẋ(0) = ẋ0, v(0) = v0 , (3)

where t denotes time; x is the modal amplitude of oscillation; v is the voltage in the resistor; ξ is the damping ratio;
f is the rigid base oscillation amplitude; Ω is the external excitation frequency; λ is a reciprocal time constant; the
piezoelectric coupling terms are represented by χ, in the mechanical equation, and by κ in the electrical one; x0
represents the modal initial position; ẋ0 is the modal initial velocity; v0 denotes the initial voltage over the resistor.
The upper dot is an abbreviation for time derivative. These parameters are all dimensionless.

In their study [54], Cao et al. first introduced an asymmetry on a bistable energy harvester by adding a quadratic
term to the nonlinear restoring force. This term accounted for the asymmetry caused by the magnets’ eccentricity,
previously verified by Halvorsen [55] and He and Daqaq [56]. In the sequence, a self-gravity force acting on the
harvester was also modeled to characterize the influence of a sloping plane. It is worth noting that this force can
be considered an asymmetric external excitation with its intensity depending on the slope angle φ. The resulting
lumped-parameter equations of motion that govern the behavior of the asymmetric bistable energy harvester are given
by

ẍ + 2 ξ ẋ −
1
2

x (1 + 2δx − x2) − χ v = f cos (Ω t) + p sin (φ) , (4)

v̇ + λ v + κ ẋ = 0 , (5)

x(0) = x0, ẋ(0) = ẋ0, v(0) = v0 , (6)
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Figure 2: Potential energy of the symmetric (δ = 0 and φ = 0◦) , asymmetric (δ = 0.15 and φ = 35◦) and optimal asymmetric (δ = 0.15 and
φopt = −4.95◦) models. Optimal asymmetric and symmetric potentials energy are symmetrical deep well, but they present different equilibrium
points. The asymmetric potential energy has the right well deeper than the left well.

where δ is a coefficient of the quadratic nonlinearity, p is the equivalent dimensionless gravity of ferromagnetic beam,
and φ is the sloping angle.

2.2. Optimal sloping angle
The authors in [57, 58] have highlighted that asymmetry can negatively impact the process of energy harvesting.

To counteract this, Wang et al. [60] verified that an optimal sloping angle can be used to compensate for the asymmetry
in the potential functions. In this way, the asymmetric excitation can mitigate the effect of the asymmetric quadratic
term. Considering the stable solutions of the model’s nonlinear restoring force

Fr(x) = −
1
2

x(1 + 2δ x − x2) − p sin (φ) (7)

can be found by assuming that its derivative is equal to zero, such that its stable solutions are given by

x1,2 =
2δ ±

√
4δ2 + 3
3

. (8)

To ensure that the restoring force has the same intensity on equilibrium points, the sum of the nonlinear restoring
force at the stable solutions of Eq. (8) must be zero, i.e., Fr(x1) + Fr(x2) = 0. This condition enables the calculation
of the optimal sloping angle value

φopt = sin−1
(

8δ3 + 9δ
27p

)
. (9)

Fig.2 shows three types of potential energy: symmetric, asymmetric, and optimal asymmetric (when the sloping
angle is optimal for compensating the asymmetry effect). The potential energy is obtained by integrating the Eq. (7).
The asymmetric potential has a deep and a shallow well. The symmetric and compensated potentials have similar
shapes, with equally deep wells but with different equilibrium points.

3. Bifurcation analysis

This section focuses on numerical simulations of bifurcation diagrams for the symmetric and asymmetric bistable
energy harvesters. The dynamic behavior of increasing and decreasing amplitude and frequency values, referred to as
forward and backward, respectively, and the slope angle are investigated. The methodology of bifurcation calculus is
also approached.

The frequency and amplitude sampling intervals are set to 0.1 ≤ Ω ≤ 1.4 and 0.01 ≤ f ≤ 0.3, respectively. The
sloping angle intervals are defined from −35◦ to 35◦. The remaining model parameters are fixed at ξ = 0.01, χ = 0.05,
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Figure 3: Visual depiction of the procedure for creating bifurcation diagrams. The dynamical system is integrated using a fixed time step T = Ω
2π

to obtain the Poincaré section of the time series. This process is repeated while varying the control parameter. Finally, the bifurcation diagram
is plotted from the Poincaré section of the time series according to their control parameter. An intersection of the bifurcation diagram indicates a
one-period response while doubling periods leads to a chaotic response.

λ = 0.05, κ = 0.5, p = 0.59, and δ = 0.15. The initial conditions are (x0, ẋ0, υ0) = (1, 0, 0). For the amplitude
and frequency bifurcation diagram, an asymmetric system with φ = 35◦ is analyzed to investigate the effect of high-
intensity of asymmetry excitation. The special condition when the asymmetry of excitation mitigates the asymmetry
of the quadratic term is also explored. For the given δ, the optimal angle value φopt is equal to −4.95◦, obtained from
Eq. (9). To integrate the dynamics, we used the fourth-order Runge-Kutta method with a relative tolerance of 10−6

and an absolute tolerance of 10−9.
The bifurcation diagrams are created by varying a parameter of interest, such as frequency, amplitude, or sloping

angle, in either a forward or backward direction. The diagrams are generated using the system’s steady-state condition,
defined as the last 10% of the response time series. For each excitation amplitude or frequency, the initial conditions
are updated with the last system state and sampled from a set of 1200 regularly spaced values within the analysis
intervals. The simulation is run for 1000 forcing cycles. Fig.3 illustrates the proceeding to obtain the bifurcation
diagrams using the Poincaré section.

The frequency observation window is set from Ω = 0.1 to Ω = 0.9, with a step of 0.1. In contrast, the excitation
amplitude, with frequency as the parameter of interest, is set from f = 0.019 to f = 0.275, with a step of 0.032.
The defined range of values corresponds to feasible environmental conditions that, according to our previous work
[44], at this range of values can significantly affect the motion of the system. The nonlinear dynamics effects are
studied by comparing the symmetric and asymmetric models. The forward and backward bifurcation diagrams are
presented, with voltage-time series sampled from regions of interest selected by visual inspection of the diagrams.
The voltage-time series in the Supplementary Material provides additional information for readers to understand the
dynamic behavior for several points of bifurcation diagrams.

3.1. Amplitude analysis
The voltage bifurcation diagrams of the symmetric and asymmetric (high asymmetry, φ = 35◦, and optimal

asymmetry, φopt = −4.95◦, conditions) energy harvesters as a function of the excitation amplitude under different
frequencies are displayed in Fig. 4. The results show the dynamic behavior for all three cases, revealing a wealth of
chaotic and multi-periodicity responses.

Fig. 4a displays the symmetrical nonlinear voltage forward and backward bifurcation diagrams, displaying regular
multiple-period regions and discontinuities. High frequencies result in better energy recovery, with regular dynamics
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observed for Ω ≤ 0.7 at the beginning of the amplitude interval. The backward diagrams show an increase in voltage
output for frequencies from 0.5 onwards and a smooth increase starting at f = 0.015. The highest amplitudes at
Ω = 0.5 result in multiple period regions on the backward diagrams, while higher frequencies show regular and
unchanged diagrams on both forward and backward sweeping. The voltage reaches a steady-state value for f ≥ 0.2
and Ω = 0.6 onwards. However, lower frequencies lead to chaotic behavior. The forward diagrams show massive
regions of chaotic behavior for Ω = 0.8 and Ω = 0.9 for f < 0.2.

Fig. 4b displays the asymmetrical nonlinear voltage forward and backward bifurcation diagrams for φ = 35◦. The
bifurcation diagrams did not reveal a wealthy dynamic behavior. The system exhibits a unique periodic solution for
all amplitude and frequency ranges, but its severe asymmetry results in low voltage output amplitude. It occurs when
the external excitation cannot overcome the potential barrier, causing the system to remain in intra-well motion. To
transition from one stable point to another and perform inter-well motion, a significant amount of external energy is
necessary.

Fig. 4c shows the bifurcation diagram for the asymmetric system with the optimal sloping angle, φopt = −4.95◦.
The bifurcation diagram reveals multiple periodic regions for the highest amplitudes when Ω ≤ 0.4. For Ω ≥ 0.8,
chaotic regions also appear for f ≤ 0.2. The forward and backward bifurcation diagrams demonstrate the coexistence
of solutions when Ω ≥ 0.5 and f ≤ 0.2. However, for this range of frequency and f ≥ 0.2, they indicate the same
response. The dynamic behavior under different excitations is similar to the symmetric dynamic behavior. Chaotic
behavior occurs under almost the same f and Ω conditions. Both forward and backward bifurcations reveal the same
multiple solutions. Moreover, the voltage output for the optimal slope angle value resulted in a higher amplitude than
φ = 35◦.

3.2. Frequency analysis

Bifurcation diagrams of bistable energy harvesters by examining the voltage response as the frequency is swept
for both symmetric and asymmetric models (with high asymmetry, φ = 35◦, and optimal asymmetry, φopt = −4.95◦)
is investigated. The results are presented in Fig. 5, with the forward sweeping depicted in blue and the backward
sweeping shown in yellow.

In terms of chaos and period multiplicity, the symmetric model (see Fig. 5a) exhibits a rich behavior in both
forward and backward sweeping. Both sweepings show periodic responses that nearly overlap when f is less than
0.051. However, for f = 0.083 and higher, both bifurcation diagrams reveal a progression to chaotic patterns. For
frequencies lower than 0.4, the forward and backward bifurcations occur simultaneously. The forward sweeping of
the diagrams indicates higher output regular voltages for higher frequencies, whereas the downward sweeping reveals
chaotic zones. Moreover, at amplitudes around f = 0.115 and 0.147, both forward and backward diagrams show
regions with discontinuities in the early frequencies. For f ≥ 0.179, there are regions with chaos incidence and
narrow regions with multiple periods, both in forward and backward sweeping.

The asymmetric model with a slope angle of φ = 35◦ (see Fig. 5b) exhibited a significant impact of the strong
asymmetry on the energy harvesting process. Unlike the symmetric model, the asymmetric model did not display
chaotic regions, and the dynamic behavior became periodic for all excitation values. The voltage output increased
with increasing frequencies. The forward and backward bifurcations coincided for Ω values below 0.4 and above 1.2.
The backward curve showed bifurcation points within this frequency range only for periodicity responses with higher
voltage output. This suggests that the system can change its motion to higher energy orbits. However, it does not
prove that the system performs an inter-well motion as the symmetric system.

The asymmetric model with the optimal sloping angle, φopt = −4.95◦ (Fig.5c) showed that the chaotic regions
re-appeared for frequencies near 0.8 and low frequencies with high amplitudes. The high voltage output was seen for
amplitudes higher than 0.115 and frequencies higher than 0.4. Backward and forward bifurcations indicate chaotic
motion for frequencies lower than 0.5 simultaneously. Chaotic motions and multi-periodicity response can reappear
at a higher frequency for the backward curve. The asymmetric behavior with optimal angle is similar to the symmetric
case’s behavior presented in Fig.5a. The chaoticity and bifurcation points occur at the same frequency values. There-
fore these results demonstrate that the optimal angle can compensate for the influence of asymmetry and behave as a
symmetric system.
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Figure 4: Bifurcation diagram of output voltage in bistable energy harvesters as a function of excitation amplitude for different frequency values.
The forward sweep is displayed in blue, and the backward sweep in yellow. (a) symmetric harvester, (b) asymmetric harvester with φ = 35◦, (c)
asymmetric harvester with φopt = −4.95◦.
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Figure 5: Bifurcation diagram of output voltage in bistable energy harvesters as a function of the excitation frequency. The forward sweep is
displayed in blue and the backward sweep in yellow. (a) symmetric harvester, (b) asymmetric harvester with φ = 35◦, (c) asymmetric harvester
with φopt = −4.95◦.
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3.3. Slope angle analysis
Bifurcation diagrams for the asymmetric bistable energy harvesters as a function of the slope angle while keeping

the asymmetric quadratic term fixed at δ = 0.15 are investigated. The study examines the effect of sweeping the slope
angle from −35◦ to 35◦ on the voltage under different excitation conditions, ranging from low to high input energy.
The study results are presented in the bifurcation diagrams in Fig. 6.

Fig.6a displays the bifurcation diagrams when the excitation frequency is 0.1 under various amplitudes of excita-
tion (from low energy, f = 0.019, to high energy, f = 0.275). In most cases, the response is periodic with a single
period. However, when the amplitude exceeds 0.211, a chaotic region emerges around the angle of −5◦. A similar be-
havior is observed when the frequency is increased to 0.4, Fig.6b, but the chaotic region appears at a lower amplitude.
Nonetheless, when the amplitude reaches 0.243, the chaotic motion disappears, and the response becomes periodic.
Finally, when the excitation frequency is 0.8, Fig. 6c, the system exhibits a periodic behavior for all tested excitation
amplitudes.

It is worth noting that the slope angle significantly affects the energy harvesting process, especially when it is close
to the optimal slope angle. This observation is consistent with the findings of [44]. Therefore, careful consideration
of the slope angle is necessary when studying the behavior of asymmetric bistable energy harvesting systems.

4. Basins of attraction

This section presents a numerical study of the harvester’s dynamics to identify the different attractors that can
coexist with the underlying system. The study integrates the dynamics for various initial conditions and maps the
possible attractors that the phase space trajectory can accumulate using the 0-1 test for chaos. Firstly we described the
methodology to classify the dynamic behavior using the 0-1 test for chaos. Then, we present the results for symmetric
and asymmetric models. Finally, a comparison of the relative area of the basins is investigated.

We propose a novel approach for determining the basins of attraction using the 0-1 test for chaos [64]. Since
its introduction, the 0-1 test for chaos has been widely used in various fields, such as biology [65], engineering
[66], and finance [67]. This tool is based on time series analysis and has a superior computational performance
compared to the Lyapunov exponent method. The 0-1 test is computationally more efficient as it focuses on statistical
divergences, while the Lyapunov exponent requires phase space reconstruction and eigenvalue calculation, which
can be a computationally intensive task. Although the Lyapunov exponent provides a more informative analysis by
defining the strength of chaos, determining bifurcation points and dimensionality of the attractor, the 0-1 test is more
general and cost-effective. Several works have compared these methods [68, 69], and some have critically studied
them [70, 71].

The 0-1 test involves mapping the time series x(t) into a pair of transformed coordinates

pn(c) =

n∑
j=1

x(t j) cos ( j c) , (10)

qn(c) =

n∑
j=1

x(t j) sin ( j c) , (11)

which c is a random value uniformly drawn in the support [0, 2π) and n = 1, 2, . . . ,N. For regular behavior, the
coordinates pn and qn exhibit bounded motion, while for chaotic behavior, they asymptotically behave as Brownian
motion. The time series projections in the p × q space are shown in Fig. 7a (periodic response) and 7b (chaotic
response) for two different values of the excitation amplitude.

The mean square deviation

Mn(c) = lim
N→∞

1
N

N∑
j=1

([
p j+n(c) − p j(c)

]2
+

[
q j+n(c) − q j(c)

]2
)

(12)

is used to analyze diffusive or non-diffusive behavior. The classifier

Kc = lim
N→∞

Cov(tn,Mn)√
Var(tn) Var(Mn)

, (13)
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Figure 6: Bifurcation diagram of output voltage in asymmetric bistable energy harvesters as a function of slope angle under different amplitude of
excitation for (a) Ω = 0.1, (b) Ω = 0.4, (c) Ω = 0.8.
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Figure 7: Dynamic extension in the p × q phase space. The bounded projection displays for periodic response under an excitation amplitude of
f = 0.115, while the diffuse projection corresponds to a chaotic response under an excitation amplitude of f = 0.083.

where Mn = (M1,M2, . . . ,Mn), tn = (t1, t2, . . . , tn), Cov and Var are covariance and variance operators, is then
calculated for several values of c, and the median is obtained. The dynamic behavior is classified as chaotic (K > 0.8),
regular (K < 0.2), or inconclusive (0.2 < K < 0.8) as shown in Figure 8. The convergence of the 0-1 test over the
c sampling process and its effectiveness compared to the Lyapunov exponents are proved and demonstrated in the
Supplementary Material.

This process is repeated for a grid of initial conditions to obtain the basins of attraction, shown in Figure 9. If the
dynamic behavior is classified as chaotic, the node is colored grey. If the dynamic behavior is classified as regular,
the attractors are further identified and distinguished using different colors. The green color indicates a regular high-
energy orbit, which is the optimal scenario for harvesting, while the red and blue colors indicate low-energy regular
orbits. Other colors, such as magenta and cyan, indicate different regular behaviors.

4.1. Symmetric bistable energy harvester

A symmetric bistable energy harvester is studied. The investigation examines two excitation amplitudes, f = 0.083
and f = 0.115, at varying excitation frequencies. Next, the study investigates various excitation amplitudes for a
forcing frequency of 0.8.

The Fig. 10 and 11 present the basins of attraction and the attractors for a fixed excitation amplitude of f = 0.083,
and a range of excitation frequencies from Ω = 0.1 to Ω = 0.9. The attractors of a dynamical system exhibit different
behavior as the excitation frequency Ω changes. At Ω = 0.1, two regular low-energy attractors (blue and red basins)
are observed with small displacement and velocity orbits. As Ω increases, the basins of attraction narrow, showing a
more complicated boundary of basins, and chaotic behavior becomes evident. Predominant attractors are identified as
red (Ω ∈ 0.3, 0.5), blue (Ω = 0.4), and green (Ω ∈ 0.6, 0.7, 0.8), with erosions in boundary regions shown as fractals.
At Ω = 0.4, there are also cyan and magenta attractors, but they are not prominent in the basins of attraction. Near
Ω = 0.8, the basins narrow and move away from equilibrium points, resulting in only high energy, periodic, and
chaotic orbits. The system exhibits two regular attractors with low or high-energy orbits and a chaotic attractor.

Fig. 12 illustrate the basins of attraction, and Fig.13 their corresponding attractors for an amplitude of excitation
f = 0.115 and a frequency of excitation Ω ranging from 0.1 to 0.9. The graphs reveal the presence of chaotic behavior
across most excitation frequencies, except for Ω = 0.3, Ω = 0.6, and 0.7. The low energy orbits, represented by
the blue and red attractors, are mainly found at low frequencies. At Ω = 0.3, a yellow basin with high energy orbits
and multiple frequencies appears. Additionally, the green attractor emerges at Ω = 0.5, and the blue and red orbits
display two frequencies. The green attractor, which features high-energy orbits, becomes increasingly dominant as
the frequency increases. At Ω = 0.8, the basins are fully covered by high-energy orbits, dominant by green basins
and some scattered chaotic conditions. This frequency achieves the desired outcome for energy harvesting. Finally,
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Figure 8: Schematic illustration of the 0-1 test for chaos classification. From the time series, the test consists of transforming the original dynamics
(x and ẋ) into Euclidean extension coordinates (pc and qc) to calculate the mean square displacement (MS D(pc, qc)). Then, the statistical classifier
Kc is obtained. The median of Kc for several realizations of c random values, named K, is computed. Finally, if K = 0, the dynamic behavior is
classified as regular, whereas if K = 1, it is classified as chaotic.
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Figure 9: Diagram of the process for computing the basins of attraction. The 0-1 test for chaos is applied to each initial condition. If the motion
is chaotic, the grid point is assigned a gray color. If the motion is regular, the next step is to identify the attractor, and the grid point is assigned a
color representing a different attractor.
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(a) Ω = 0.1 (b) Ω = 0.2 (c) Ω = 0.3

(d) Ω = 0.4 (e) Ω = 0.5 (f) Ω = 0.6

(g) Ω = 0.7 (h) Ω = 0.8 (i) Ω = 0.9

Figure 10: Basins of attraction intersection with the plane v = 0 for the symmetric model with a forcing amplitude of f = 0.083 under forcing
frequency from 0.1 to 0.8, within the bounds of −3 ≤ x0 ≤ 3 and −3 ≤ ẋ0 ≤ 3. The corresponding attractor colors are shown in Fig.11.
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(a) Ω = 0.1 (b) Ω = 0.2 (c) Ω = 0.3

(d) Ω = 0.4 (e) Ω = 0.5 (f) Ω = 0.6

(g) Ω = 0.7 (h) Ω = 0.8 (i) Ω = 0.9

Figure 11: Attractors of the symmetric model for f = 0.083 under different forcing frequencies. Attractors correspond to basins of attraction
presented in Fig.10.

at Ω = 0.9, chaos prevails with the green basin, while the blue and red basins with two frequencies are scattered
throughout the chaos.

Now the study analyzes the system’s response when the excitation amplitude varies from 0.019 to 0.275 with
intervals of 0.032, and the frequency is fixed at Ω = 0.8. This frequency value was chosen for its optimal performance
in creating green basins, as shown in Fig. 14 and 15 that depict the basins of attraction and their corresponding
attractors. At f = 0.019, four regular attractors with fragmented regions illustrate the system’s sensitivity to initial
conditions. Red and blues basins dominate, but the cyan and magenta basins appear around the equilibrium points. The
green basin appears as the excitation amplitude increases to f = 0.051, but the purple attractor dominates. The purple
attractor seems to be a homoclinic orbit. Blue and red areas decrease from this condition. With higher amplitudes, the
attractors become more energetic, as seen in f = 0.115, where the only possible basin is the most energetic or chaotic
attractor. This trend continues for higher excitation amplitudes and the attraction basins are covered by green area.

4.2. Asymmetric bistable energy harvester

The basins of attraction for asymmetric bistable energy harvesters are investigated. Firstly, we analyze the asym-
metric model with a sloping angle of 0, where the only source of asymmetry comes from the quadratic term (δ).
Different values of the quadratic term are studied. Then, we introduce a high angle to study the system under strong
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(a) Ω = 0.1 (b) Ω = 0.2 (c) Ω = 0.3

(d) Ω = 0.4 (e) Ω = 0.5 (f) Ω = 0.6

(g) Ω = 0.7 (h) Ω = 0.8 (i) Ω = 0.9

Figure 12: Basins of attraction intersection with the plane v = 0 for the symmetric model with a forcing amplitude of f = 0.115 under forcing
frequency from 0.1 to 0.8, within the bounds of −3 ≤ x0 ≤ 3 and −3 ≤ ẋ0 ≤ 3. The corresponding attractor colors are shown in Fig.13.
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(a) Ω = 0.1 (b) Ω = 0.2 (c) Ω = 0.3

(d) Ω = 0.4 (e) Ω = 0.5 (f) Ω = 0.6

(g) Ω = 0.7 (h) Ω = 0.8 (i) Ω = 0.9

Figure 13: Attractors of the symmetric model for f = 0.115 under different forcing frequencies. Attractors correspond to basins of attraction
presented in Fig.12.
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(a) f = 0.019 (b) f = 0.051 (c) f = 0.083

(d) f = 0.115 (e) f = 0.147 (f) f = 0.179

(g) f = 0.211 (h) f = 0.243 (i) f = 0.275

Figure 14: Basins of attraction intersection with the plane v = 0 for the symmetric model with a forcing frequency of Ω = 0.8 under different
forcing amplitude values, within the bounds of −3 ≤ x0 ≤ 3 and −3 ≤ ẋ0 ≤ 3. The corresponding attractor colors are shown in Fig.15.
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(a) f = 0.019 (b) f = 0.051 (c) f = 0.083

(d) f = 0.115 (e) f = 0.147 (f) f = 0.179

(g) f = 0.211 (h) f = 0.243 (i) f = 0.275

Figure 15: Attractors of the symmetric model for Ω = 0.8 under different forcing amplitude values. Attractors correspond to basins of attraction
presented in Fig.14.
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asymmetry. For these cases, the frequency of excitation is fixed at Ω = 0.8 to compare to the best performance for the
symmetric model presented previously, and different forcing amplitude values are tested.

Fig. 16 and 17 show the basis of attraction and attractors for the asymmetric bistable model at a sloping angle
of zero for various quadratic terms. Three quadratic terms are analyzed, δ = 0.15, 0.30 and 0.45, under different
amplitudes of excitation, f = 0.019, 0.083 and 0.115. When f = 0.019 and δ = 0.15 (Fig. 16a), the red basin is
dominant, but there are high-density regions with blue, cyan, and magenta basins. As the δ increases (Fig. 16b and c),
the red area also increases, almost covering the total area. The corresponding attractors in Fig. 17a,b, and c indicate
that the energy of the red orbit decreases as δ increases. Fig. 16d,e, and f show the basins of attraction when f = 0.083
for δ = 0.15, 0.30 and 0.45, respectively. Red and green basins cover them, and their areas almost did not change
as δ increased. The notable difference is verified at the red energy orbit in Fig. 17d,e, and f, which decreases as δ
increases. Finally, Fig. 16g, h, and i show basins of attraction for f = 0.115 and δ = 0.15, 0.30 and 0.45, respectively.
The negative effect of the quadratic term is evident in this case. As δ increases, the red area dominates the region, and
the green area decreases. The reduction of the red energy orbit can also be visualized in Fig. 17g,h, and i.

These results demonstrate that asymmetry from the quadratic term can harm the harvesting process, reducing the
conditions for high-energy orbits and decreasing the amplitude of oscillations. Even when δ = 0.15, where the basins
are similar to those of the symmetric model, the quadratic term still affects the energy of orbits, making its influence
more visible when examining the attractors.

Basins of attraction and attractors for an asymmetric bistable model when φ = 35◦, δ = 0.15 under different
forcing amplitude values are shown in Fig. 18 and 19. A high value of the sloping angle is chosen to investigate a
strongly asymmetric condition. The excitation amplitude varies from 0.019 ≤ f ≤ 0.275 with increments of 0.032.
The initial displacement and velocity plane is defined as (x0, ẋ0) ∈ [−3 ≤ x0 ≤ 3] × [−3 ≤ ẋ0 ≤ 3] with the restriction
v0 = 0.

For the lowest amplitude of excitation ( f = 0.019), the plane is dominated by the red basins, representing low-
energy attractors so small that they look like a point. This is the worst condition for energy harvesting. Three solutions
are present when f ∈ {0.051, 0.083}: green, red, and magenta basins. The red attractor has increased energy, and its
orbit is now visible. The green attractor is asymmetrical, with the positive equilibrium point having a deeper well
than the negative one. The magenta basins appear near the negative equilibrium point, and its attractor is a homoclinic
orbit. The magenta basins disappear when f = 0.115, and part of this solution becomes a yellow basin with a two-
period solution. For f = 0.147, there are two solutions, and the green basin is dominant, but the other solution has
low energy. As the excitation amplitude increases, the red basins become more frequent, and the green basins almost
disappear. A purple basin with several frequencies appears when f = 0.243. Chaos is not observed in any of the
conditions studied.

The blue basins, which represent low-energy orbits around the negative equilibrium point, do not appear. This
suggests that the solution is attracted to the other equilibrium point, which is physically explained by the deep energy
well of that equilibrium point. When the system exceeds the potential barrier, it performs a snap-through motion,
where the oscillation goes from one equilibrium point to another. On the other hand, when the initial conditions
are near the negative equilibrium point, even with low external energy, the system goes to the positive one, and the
solution is attracted to a red orbit. In the basins of attraction for the symmetric model (Fig. 14), blue basins often
appear near the negative equilibrium point. However, the asymmetric model fills this region with red basins (or basins
with a snap-through motion).

The asymmetric model shows unusual behavior for φ = 35◦. Low orbit response dominates as more external
energy is inserted into the system, and the best energy harvesting performance is not achieved at the highest excitation
amplitude. The best performance occurs at f = 0.147, where the green basin dominates. However, the symmetric
model performs better than the asymmetric model in all scenarios, making asymmetry an undesired configuration for
energy harvesting.

4.3. Optimal asymmetric bistable energy harvester

The optimal angle, defined in Eq. 9, is studied to illustrate how asymmetry from the quadratic term can be com-
pensated for a sloping angle. Secondly, different angle values of sloping are studied to verify the robustness of this
compensation technique. Finally, the relative area for each basin is calculated under different forcing amplitude values
for symmetric and asymmetric cases and compared between the optimal asymmetric model.
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(a) f = 0.019 and δ = 0.15 (b) f = 0.019 and δ = 0.30 (c) f = 0.019 and δ = 0.45

(d) f = 0.083 and δ = 0.15 (e) f = 0.083 and δ = 0.30 (f) f = 0.083 and δ = 0.45

(g) f = 0.115 and δ = 0.15 (h) f = 0.115 and δ = 0.30 (i) f = 0.115 and δ = 0.45

Figure 16: Basins of attraction intersection with the plane v = 0 for the asymmetric model with a forcing frequency of Ω = 0.8 and inclination
φ = 0◦, within the bounds of −3 ≤ x0 ≤ 3 and −3 ≤ ẋ0 ≤ 3. Forcing amplitude of 0.019, 0.083, and 0.115 under quadratic terms of 0.15, 0.30, and
0.45 are investigated. The corresponding attractor colors are shown in Fig.17.
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(a) f = 0.019 and δ = 0.15 (b) f = 0.019 and δ = 0.30 (c) f = 0.019 and δ = 0.45

(d) f = 0.083 and δ = 0.15 (e) f = 0.083 and δ = 0.30 (f) f = 0.083 and δ = 0.45

(g) f = 0.115 and δ = 0.15 (h) f = 0.115 and δ = 0.30 (i) f = 0.115 and δ = 0.45

Figure 17: Attractors of the asymmetric model for Ω = 0.8 and φ = 0◦ under different forcing amplitudes and quadratic terms. Attractors
correspond to the basins of attraction presented in Fig.16.
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(a) f = 0.019 (b) f = 0.051 (c) f = 0.083

(d) f = 0.115 (e) f = 0.147 (f) f = 0.179

(g) f = 0.211 (h) f = 0.243 (i) f = 0.275

Figure 18: Basins of attraction intersection with the plane v = 0 for the asymmetric model with a forcing frequency of Ω = 0.8 and inclination
φ = 35◦, within the bounds of −3 ≤ x0 ≤ 3 and −3 ≤ ẋ0 ≤ 3. Different forcing amplitudes are shown. The corresponding attractor colors are
shown in Fig.19.
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(a) f = 0.019 (b) f = 0.051 (c) f = 0.083

(d) f = 0.115 (e) f = 0.147 (f) f = 0.179

(g) f = 0.211 (h) f = 0.243 (i) f = 0.275

Figure 19: Attractors of the asymmetric model for Ω = 0.8 and φ = 35◦ under different forcing amplitudes. Attractors correspond to basins of
attraction presented in Fig.18.
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The basins of attraction and attractors are calculated for the optimal asymmetric bistable model corresponding to
quadratic term δ equal to 0.15. At this condition, the sloping plane is φopt = −4.95◦. Fig. 20 and 21 depict the basins
of attraction and their corresponding attractors, respectively. The excitation frequency was fixed at Ω = 0.8 while
the amplitude was varied from 0.019 ≤ f ≤ 0.275 with intervals of 0.032. The initial conditions were defined as
(x0, ẋ0) ∈ [−3 ≤ x0 ≤ 3] × [−3 ≤ ẋ0 ≤ 3] on the restriction plane of v0 = 0.

At an amplitude of f = 0.019, four solutions are represented by blue, cyan, red, and magenta basins with low
energy responses. The green basin emerged at f = 0.051, resulting in five solutions. At f = 0.083, besides the red
and blue basins, there is an appearance of a chaotic solution. At this condition, the green attractor disappeared. At
f = 0.115, two solutions displayed inter-well motions, one chaotic and one regular, although the chaotic solution
was barely noticeable, and the green basins filled the entire region. With increasing amplitude, the chaotic solution
vanished, leaving only the green attractor as a solution.

It is important to note that the attractors were symmetrical for this sloping angle value, indicating that the depth
of the potential energy wells is equal. The asymmetric effect is compensated despite the asymmetric terms added
in the model, resulting in a similar behavior to the symmetric system. The negative effects of the asymmetric model
previously seen were canceled, and the green basins dominated, particularly at high values of the excitation amplitude.
Comparing the basins of attraction and attractors of the asymmetric system to the symmetric (Figs. 14 and 15), they
are found to be similar, with the solutions exhibiting similar behaviors.

The Fig. 22 and 23 present the basins of attraction and their respective attractors for f = 0.091, Ω = 0.8 and
δ = 0.15 with the sloping angle φ varying between −35◦,−25◦,−15◦,−5◦, 0◦, 5◦, 25◦, 35◦. The initial conditions
(x0, ẋ0) are defined in the range of [−2.5 ≤ x0 ≤ 2.5] × [−2.5 ≤ ẋ0 ≤ 2.5] on the restriction plane of v0 = 0.

For φ ∈ −35◦,−25◦,−15◦, there are two attractors, blue and green, with the blue being a low-energy response
around the negative equilibrium point. At φ = −5◦, which is close to the optimal angle, the system has two basins,
green and purple. The purple basin corresponds to multiple periods of inter-well motion. At φ = 0◦, where the
asymmetry is driven solely by the δ coefficient, there are two solutions, the green and red attractors. The red attractor
corresponds to a low-energy orbit around the positive equilibrium point. As φ increases, so does the asymmetry,
resulting in the presence of both the green and red basins. For φ = 35◦, there is also a tiny yellow basin with a
homoclinic orbit.

The asymmetry in the system is inverted after φ = −5◦. For negative values of φ, the blue basin is concentrated
at the negative displacement values. As φ approaches the optimal value, a portion of the blue region moves towards
positive displacement values. After the optimal value, the blue basin is replaced by the red basin and no longer attracts
any responses. As φ increases, the red solution concentrates around the positive equilibrium point.

These results also show that the basins of attraction around the optimal angle φopt = −4.95◦ (Fig. 22c, d, and
e) exhibit a similar green area. The only difference lies in the basin of attraction close to the equilibrium points,
where for φ = 0◦ and φ = 5◦, the red basin dominates the area near equilibrium points. In contrast, for φ = −5◦, the
purple basin dominates this region. Despite the condition φ = −5◦ being almost exactly at the optimal angle value
and presenting better conditions compared to the other angle values in Fig. 22 as it only presents high energy orbits, a
small difference in the angle did not damage the green region. Therefore, the sloping angle can mitigate the negative
impact of asymmetry, and at its optimal value, it can completely cancel the asymmetry’s impact.

Finally, Fig. 24 compares the occupied area of each basin of attraction in a defined domain of initial conditions
({(x0, ẋ0) | − 3 ≤ x0 ≤ 3 and − 3 ≤ ẋ0 ≤ 3}) for three different models: symmetric (sysm), asymmetric with φ = 35◦

(a35), and optimal asymmetric (a-4), under different excitation amplitudes with Ω = 0.8. The occupied area ratio,
the area of each colored basin divided by the area of the total domain, is presented using a stacked bar graph. Each
color represents a specific basin as previously defined. The symmetric and optimal asymmetric models exhibit similar
occupied area ratios for the green, red, blue, pink, cyan, and gray basins. Except for f = 0.083, the symmetric system
displays a green bar (indicating a high vibration amplitude). In contrast, the optimal asymmetric system shows red and
blue bars (indicating a low vibration amplitude). At higher excitation amplitude, the green basin becomes dominant
for both systems, which is the ideal scenario for energy harvesting since the green attractor has a high vibration
amplitude. In contrast, in the asymmetric model with φ = 35◦, the red basin dominates the area of the domain. Even
as the excitation amplitude increases, the green basin only reaches 55%, when f = 0.115, of the occupied area before
significantly dropping. For all excitation amplitudes, the asymmetric model with φ = 35◦ has a smaller green basin
area than the other models. Thus, this figure demonstrates that asymmetries harm energy harvesting. However, this
effect can be mitigated when the asymmetry angle excitation is optimal.
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(a) f = 0.019 (b) f = 0.051 (c) f = 0.083

(d) f = 0.115 (e) f = 0.147 (f) f = 0.179

(g) f = 0.211 (h) f = 0.243 (i) f = 0.275

Figure 20: Basins of attraction intersection with the plane v = 0 for the asymmetric model with a forcing frequency of Ω = 0.8 and inclination
φ = −4.95◦, within the bounds of −3 ≤ x0 ≤ 3 and −3 ≤ ẋ0 ≤ 3. Different forcing amplitudes are investigated. The corresponding attractor colors
are shown in Fig.21.
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(a) f = 0.019 (b) f = 0.051 (c) f = 0.083

(d) f = 0.115 (e) f = 0.147 (f) f = 0.179

(g) f = 0.211 (h) f = 0.243 (i) f = 0.275

Figure 21: Attractors of the asymmetric model for Ω = 0.8 and φ = −4.95◦ under different forcing amplitudes. Attractors correspond to basins of
attraction presented in Fig.20.
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(a) φ = −35◦ (b) φ = −25◦ (c) φ = −15◦

(d) φ = −5◦ (e) φ = 0◦ (f) φ = 5◦

(g) φ = 15◦ (h) φ = 25◦ (i) φ = 35◦

Figure 22: Basin of attraction intersection with the plane v = 0 for the asymmetric model with a forcing frequency of Ω = 0.8 and forcing amplitude
f = 0.091, within the bounds of −2.5 ≤ x0 ≤ 2.5 and −2.5 ≤ ẋ0 ≤ 2.5. Different sloping angles are investigated. The corresponding attractor
colors are shown in Fig.23.
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(a) φ = −35◦ (b) φ = −25◦ (c) φ = −15◦

(d) φ = −5◦ (e) φ = 0◦ (f) φ = 5◦

(g) φ = 15◦ (h) φ = 25◦ (i) φ = 35◦

Figure 23: Attractors of the asymmetric model for Ω = 0.8 and f = 0.091 under different sloping angle values. Attractors correspond to basins of
attraction presented in Fig. 22.
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Figure 24: Comparison of the relative area of the basins of attraction for the symmetric model (sysm), asymmetric model with φ = 35◦ (a35), and
optimal asymmetric model with φ = −4.95◦ (a-4) for a fixed frequency of excitation Ω = 0.8 and varying amplitude of excitation. The area of
the basins is measured relative to the full range of initial conditions. The red and blue bars indicate the red and blue basins, respectively, where
the attractors have low-energy orbits. The green bar represents the basin where the attractor has a high-energy orbit, while the gray bar represents
the basin where the attractor exhibits chaotic orbits. The pink, cyan, yellow, and purple bars correspond to basins where the attractor presents
multi-periodic orbits.

5. Conclusions

This paper presents a numerical study of the dynamic behavior of bistable energy harvesters. Both symmetric and
asymmetric models were analyzed, with the latter incorporating two sources of asymmetric, a quadratic term for the
nonlinear restoring force and a sloping angle in the plane where the system is attached. Three cases of asymmetry were
studied. One system with asymmetry only from the quadratic term, one with a strong influence from the quadratic
term and a high value of sloping angle, and another that the sloping angle value canceled the quadratic term, mitigating
the asymmetry effect. Dynamic responses for different excitation and initial conditions using bifurcation diagrams and
basins of attractions were investigated.

A comprehensive analysis was conducted by varying the amplitude and frequency of excitation over a wide range,
spanning from low to high energy. The findings revealed the existence of multiple solutions at forward and backward
bifurcations in the amplitude and frequency diagrams. Chaotic response bands appeared for both the symmetric
and optimal asymmetric models. In contrast, the asymmetric system did not exhibit such behavior. The strong
asymmetric system resulted in low-amplitude motions. The symmetric and optimal asymmetric models displayed
similar behaviors across all the studied diagrams. Moreover, the sloping angle was swept from −35◦ to 35◦ for
different forcing frequencies. Chaotic bands could emerge for angles near 0◦ when the forcing amplitude was high.
For all cases, multiple-period responses rarely appeared.

Basins of attraction based on the 0-1 test for chaos and their corresponding attractor were used to analyze the
multiple solutions for initial conditions for symmetric and asymmetric models under different excitation conditions.
The 0-1 test for chaos was used as cost-effective in classifying dynamic behavior. Our results showed that the basins
of attraction for all cases exhibited diverse dynamics, including chaotic, one-periodic, and multi-periodic responses,
with high and low-energy orbits. The symmetric model displayed periodic oscillation with high amplitude, which is
the most favorable scenario for energy harvesting. However, an intensified density region for the low-energy orbit
was observed when we introduced asymmetry through the quadratic term. For a strong asymmetric model with a high
sloping angle value, the low-energy orbit dominated the basins of attraction, even with high excitation amplitude.
In the optimal value for the sloping angle, we found that it can cancel the negative effect of asymmetry, leading to
similar basins of attraction as in the symmetric model. Finally, the basins of attraction for different sloping angle
values demonstrated that angles close to the optimal angle presented the same area of high orbits. It indicated that the
sloping angle could mitigate the drastically harmful impact of the asymmetry.

For future works, it would be valuable to construct an experimental apparatus to investigate the dynamic behavior
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of the system under various excitation conditions and asymmetries. These experiments would serve to validate the
findings of this study and provide empirical confirmation. Additionally, the experimental investigations could enhance
our understanding of the system’s dynamics, verify the robustness of the optimal angle, explore the sensitivity of
physical parameters on the system’s behavior, and contribute to the advancement of knowledge in this field.
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tado do Rio de Janeiro (FAPERJ) under the grants: 211.304/2015, 210.021/2018, 210.167/2019, 211.037/2019 and
201.294/2021.

Code availability

The simulations presented in this paper were carried out using the STONEHENGE – Suite for Nonlinear Anal-
ysis of Energy Harvesting Systems software [72]. The authors make the code accessible to the scientific community
via a free, open-source repository on GitHub [73]. This allows for the reproducibility of the results.

Conflict of Interest

The authors declare they have no conflict of interest.

Disclaimer

This manuscript underwent a thorough grammatical revision and improvement with the assistance of artificial
intelligence-powered tools such as Grammarly and ChatGPT. Nevertheless, the authors retain full responsibility for
the original language and phrasing.

References

[1] J. H. Nord, A. Koohang, J. Paliszkiewicz, The internet of things: Review and theoretical framework, Expert Systems with Applications 133
(2019) 97–108. doi:10.1016/j.eswa.2019.05.014.

[2] A. Koka, Z. Zhou, H. Tang, H. A. Sodano, Controlled synthesis of ultra-long vertically aligned BaTiO3 nanowire arrays for sensing and
energy harvesting applications, Nanotechnology 25 (37) (2014) 375603. doi:10.1088/0957-4484/25/37/375603.

[3] M.-L. Seol, J.-M. Choi, J.-Y. Kim, J.-H. Ahn, D.-I. Moon, Y.-K. Choi, Piezoelectric nanogenerator with a nanoforest structure, Nano Energy
2 (6) (2013) 1142–1148. doi:10.1016/j.nanoen.2013.04.006.

[4] M. A. Abdelkareem, L. Xu, M. K. A. Ali, A. Elagouz, J. Mi, S. Guo, Y. Liu, L. Zuo, Vibration energy harvesting in automotive suspension
system: A detailed review, Applied Energy 229 (2018) 672–699. doi:10.1016/j.apenergy.2018.08.030.

[5] J. D. Phillips, Energy harvesting in nanosystems: Powering the next generation of the internet of things, Frontiers in Nanotechnology 3 (2021)
5. doi:10.3389/fnano.2021.633931.

[6] M. A. Karami, D. J. Inman, Powering pacemakers from heartbeat vibrations using linear and nonlinear energy harvesters, Applied Physics
Letters 100 (2012) 042901. doi:10.1063/1.3679102.

[7] S. Panda, S. Hajra, K. Mistewicz, P. In-na, M. Sahu, P. M. Rajaitha, H. J. Kim, Piezoelectric energy harvesting systems for biomedical
applications, Nano Energy 100 (2022) 107514. doi:10.1016/j.nanoen.2022.107514.

[8] L. Catacuzzeno, Orfei, A. Di Michele, L. Sforna, F. Franciolini, L. Gammaitoni, Energy harvesting from a bio cell, Nano Energy 823-827
(2019) 823. doi:10.1016/j.nanoen.2018.12.023.

30



[9] S. Kazemi, M. Nili-Ahmadabadi, M. R. Tavakoli, R. Tikani, Energy harvesting from longitudinal and transverse motions of sea waves particles
using a new waterproof piezoelectric waves energy harvester, Renewable Energy 179 (2021) 528–536. doi:10.1016/j.renene.2021.07.042.

[10] W. Zhong, B. Xu, Y. Gao, Engraved pattern spacer triboelectric nanogenerators for mechanical energy harvesting, Nano Energy 92 (2022)
106782. doi:10.1016/j.nanoen.2021.106782.

[11] J. Zhou, X. Zhao, K. Wang, Y. Chang, D. Xu, G. Wen, Bio-inspired bistable piezoelectric vibration energy harvester: Design and experimental
investigation, Energy 228 (2021) 120595. doi:10.1016/j.energy.2021.120595.

[12] G. Lee, D. Lee, J. Park, Y. Jang, M. Kim, J. Rho, Piezoelectric energy harvesting using mechanical metamaterials and phononic crystals,
Communications Physics 5 (94). doi:10.1038/s42005-022-00869-4.

[13] H. Xiao, T. Li, L. Zhang, W.-H. Liao, T. Tan, Z. Yan, Metamaterial based piezoelectric acoustic energy harvesting: Electromechanical coupled
modeling and experimental validation, Mechanical Systems and Signal Processing 185 (2023) 109808. doi:10.1016/j.ymssp.2022.109808.

[14] T. Tan, Z. Yan, K. M. H. Zou, F. Liu, L. Zhao, Z. Peng, W. Z, Renewable energy harvesting and absorbing via multi-scale metamaterial
systems for internet of things, Applied Energy 254 (2019) 113717. doi:10.1016/j.apenergy.2019.113717.

[15] W. Sun, K.Zhong, Y. Liu, H. Xiao, D. Zhao, Z. Yan, T. Tan, Enhanced metamaterial vibration for high-performance acoustic piezoelectric
energy harvesting, Composites Communications 35 (2022) 101342. doi:10.1016/j.coco.2022.101342.

[16] Z.-Q. Lu, J. Chen, H. Ding, L.-Q. Chen, Two-span piezoelectric beam energy harvesting, International Journal of Mechanical Sciences 175
(2020) 105532. doi:10.1016/j.ijmecsci.2020.105532.

[17] R. Miranda, E. Babilio, N. Singh, F. Santos, F. Fraternali, Mechanics of smart origami sunscreens with energy harvesting ability, Mechanics
Research Communications 105 (2020) 103503. doi:10.1016/j.mechrescom.2020.103503.

[18] X. Nie, T. Tan, Z. Yan, Z. Yan, M. R. Hajj, Broadband and high-efficient L-shaped piezoelectric energy harvester based on internal resonance,
International Journal of Mechanical Sciences 159 (2019) 287–305. doi:10.1016/j.ijmecsci.2019.06.009.

[19] M. Rezaei, R. Talebitooti, W.-H. Liao, Exploiting bi-stable magneto-piezoelastic absorber for simultaneous energy harvesting and vibration
mitigation, International Journal of Mechanical Sciences 207 (2021) 106618. doi:10.1016/j.ijmecsci.2021.106618.

[20] K. Tao, H. Yi, Y. Yang, L. Tang, Z. Yang, J. Wu, H. Chang, W. Yuan, Miura-origami-inspired electret/triboelectric power generator for
wearable energy harvesting with water-proof capability, Microsystems & Nanoengineering 6 (56). doi:10.1038/s41378-020-0163-1.

[21] K. Vijayan, M. Friswell, H. Haddad Khodaparast, S. Adhikari, Non-linear energy harvesting from coupled impacting beams, International
Journal of Mechanical Sciences 96-97 (2015) 101–109. doi:10.1016/j.ijmecsci.2015.03.001.

[22] Y. Cao, D. Cao, G. He, X. Ge, Y. Hao, Vibration analysis and distributed piezoelectric energy harvester design for the l-shaped beam,
European Journal of Mechanics - A/Solids 87 (2021) 104214. doi:10.1016/j.euromechsol.2021.104214.

[23] F. Cottone, H. Vocca, L. Gammaitoni, Nonlinear energy harvesting, Physical Review Letters 102 (2009) 080601.
doi:10.1103/PhysRevLett.102.080601.

[24] A. Erturk, J. Hoffmann, D. J. Inman, A piezomagnetoelastic structure for broadband vibration energy harvesting, Applied Physics Letters 94
(2009) 254102. doi:10.1063/1.3159815.

[25] M. F. Daqaq, R. Masana, A. Erturk, D. Quinn, On the role of nonlinearities in vibratory energy harvesting: A critical review and discussion,
Applied Mechanics Reviews 66 (2014) 040801. doi:10.1115/1.4026278.

[26] B. Mann, B. Owens, Investigations of a nonlinear energy harvester with a bistable potential well, Journal of Sound and Vibration 329 (9)
(2010) 1215–1226. doi:10.1016/j.jsv.2009.11.034.

[27] T. Tan, Z. Yan, K. Ma, F. Liu, L. Z. W. Zhang, Nonlinear characterization and performance optimization for broadband bistable energy
harvester, Acta Mechanica Sinica 36 (3) (2020) 578–591. doi:10.1007/s10409-020-00946-3.

[28] I. Khovanov, The response of a bistable energy harvester to different excitations: the harvesting efficiency and links with stochastic and
vibrational resonances, Philosophical Transactions of the Royal Society 279 (2198). doi:10.1098/rsta.2020.0245.

[29] G. Litak, I. Friswell, S. Adhikari, Magnetopiezoelastic energy harvesting driven by random excitations, Applied Physics Letters 96 (2010)
214103. doi:10.1063/1.3436553.

[30] L. Costa, L. Monteiro, P. Pacheco, M. Savi, A parametric analysis of the nonlinear dynamics of bistable vibration-based piezoelectric energy
harvesters, Journal of Intelligent Material Systems and Structures 32 (2020) 699. doi:10.1177/1045389X20963188.

[31] A. Erturk, D. Inman, Broadband piezoelectric power generation on high-energy orbits of the bistable duffing oscillator with electromechanical
coupling, Journal of Sound and Vibration 330 (2011) 2339–2353. doi:10.1016/j.jsv.2010.11.018.

[32] V. Lopes, J. Peterson, A. Cunha Jr, Nonlinear characterization of a bistable energy harvester dynamical system, in: Topics in Nonlinear
Mechanics and Physics, Vol. 228, Springer, 2019, p. 71.

[33] J. Peterson, V. Lopes, A. Cunha Jr, On the nonlinear dynamics of a bi-stable piezoelectric energy harvesting device, in: Proceedings of the
24th International Congress of Mechanical Engineering - COBEM 2017, Curitiba, Brazil, 2017.

[34] A. Triplett, D. Quinn, The effect of nonlinear piezoelectric coupling on vibration-based energy harvesting, Journal of Intelligent Material
Systems and Structures 20 (2009) 1959. doi:10.1177/1045389X09343218.

[35] S. Leadenham, A. Erturk, Unified nonlinear electroelastic dynamics of a bimorph piezoelectric cantilever for energy harvesting, sensing, and
actuation, Nonlinear Dynamics 79 (2015) 1727–1743. doi:10.1007/s11071-014-1770-x.

[36] L. Chen, X. Liao, G. Xia, B. Sun, Y. Zhou, Variable-potential bistable nonlinear energy sink for enhanced vibration suppression and energy
harvesting, International Journal of Mechanical Sciences 242 (2023) 107997. doi:10.1016/j.ijmecsci.2022.107997.

[37] C. Basquerotto, F. Chavarette, S. Silva, Analysis of bistable and chaotic piezoelectric energy harvesting device coupled with diode bridge
rectifier, International Journal of Pure and Applied Mathematics 98 (2015) 275–289. doi:10.12732/ijpam.v98i2.9.

[38] Z. Xu, A. Khalifa, A. Mittal, M. Nasrollahpourmotlaghzanjani, R. Etienne-Cummings, N. Xiang Sun, S. S. Cash, A. Shrivastava, Analysis
and design methodology of rf energy harvesting rectifier circuit for ultra-low power applications, IEEE Open Journal of Circuits and Systems
3 (2022) 82–96. doi:doi.org/10.1109/OJCAS.2022.3169437.

[39] A. Adeodato, B. T. Duarte, L. L. S. Monteiro, P. M. C. Pacheco, M. A. Savi, Synergistic use of piezoelectric and shape memory alloy elements
for vibration-based energy harvesting, International Journal of Mechanical Sciences 194 (2021) 106206. doi:10.1016/j.ijmecsci.2020.106206.

[40] Y. Wang, Y. Zhao, Y. Tian, D. Cao, Z. Yang, Improving the gravity-rotation-excited vibration energy harvesting in offset configurations,
International Journal of Mechanical Sciences 243 (2023) 108033. doi:10.1016/j.ijmecsci.2022.108033.

31



[41] M. Rezaei, R. Talebitooti, W.-H. Liao, Exploiting bi-stable magneto-piezoelastic absorber for simultaneous energy harvesting and vibration
mitigation, International Journal of Mechanical Sciences 207 (2021) 106618. doi:doi.org/10.1016/j.ijmecsci.2021.106618.
URL https://www.sciencedirect.com/science/article/pii/S0020740321003520

[42] L. Chen, X. Liao, G. Xia, B. Sun, Y. Zhou, Variable-potential bistable nonlinear energy sink for enhanced vibration suppression and energy
harvesting, International Journal of Mechanical Sciences 242 (2023) 107997. doi:doi.org/10.1016/j.ijmecsci.2022.107997.
URL https://www.sciencedirect.com/science/article/pii/S002074032200875X

[43] M. Varanis, J. Norenberg, R. Rocha, C. Oliveira, J. Balthazar, A. Tusset, A comparison of time-frequency methods for nonlinear dynamics
and chaos analysis in an energy harvesting model, Brazilian Journal of Physics 50 (2020) 235–244. doi:10.1007/s13538-019-00733-x.

[44] J. Norenberg, A. Cunha Jr, S. Silva, P. S. Varoto, Global sensitivity analysis of asymmetric energy harvesters, Nonlinear Dynamics 109 (2022)
443–458. doi:10.1007/s11071-022-07563-8.

[45] J. Norenberg, R. Luo, A. Cunha Jr, S. Silva, P. S. Varoto, Remarks on the dynamic behavior of an asymmetric bistable energy harvester, in:
Proceedings of the 26th International Congress of Mechanical Engineering - COBEM 2021, Uberlândia, Brazil, 2021.

[46] A. Cunha Jr, Enhancing the performance of a bistable energy harvesting device via the cross-entropy method, Nonlinear Dynamics 103 (2021)
137–155. doi:10.1007/s11071-020-06109-0.

[47] P. Firoozy, S. E. Khadem, S. M. Pourkiaee, Power enhancement of broadband piezoelectric energy harvesting using a proof mass and
nonlinearities in curvature and inertia, International Journal of Mechanical Sciences 133 (2017) 227–239. doi:10.1016/j.ijmecsci.2017.08.048.

[48] K. Huang, H. Zhang, J. Jiang, Y. Zhang, Y. Zhou, L. Sun, Y. Zhang, The optimal design of a piezoelectric energy harvester for smart
pavements, International Journal of Mechanical Sciences 232 (2022) 107609. doi:10.1016/j.ijmecsci.2022.107609.

[49] L. de la Roca, J. Peterson, M. Pereira, A. Cunha Jr, Control of chaos via OGY method on a bistable energy harvester, in: Proceedings of the
25th International Congress of Mechanical Engineering - COBEM 2019, Uberlândia, Brazil, 2019.

[50] K.-J. I. Egbe, A. Matin Nazar, P. Jiao, Piezoelectric-triboelectric-electromagnetic Hybrid Rotational Energy Harvesters (H-REH), Interna-
tional Journal of Mechanical Sciences 235 (2022) 107722. doi:10.1016/j.ijmecsci.2022.107722.

[51] P. Kim, J. Seok, A multi-stable energy harvester: Dynamic modeling and bifurcation analysis, Journal of Sound and Vibration 33 (2014)
5525–5547. doi:10.1016/j.jsv.2014.05.054.

[52] G. Litak, J. Margielewicz, D. Gaska, P. Wolszczak, S. S. Zhou, Multiple solutions of the tristable energy harvester, Energies 14 (2021) 1284.
doi:10.3390/en14051284.

[53] S. Zhou, J. Cao, D. Inman, J. Lin, S. Liu, Z. Wang, Broadband tristable energy harvester: Modeling and experiment verification, Applied
Energy 15 (2014) 33–39. doi:10.1016/j.apenergy.2014.07.077.

[54] J. Cao, W. Wang, S. Zhou, D. Inman, J. Lin, Nonlinear time-varying potential bistable energy harvesting from human motion, Applied Physics
Letters 107 (2015) 143904. doi:10.1063/1.4932947.

[55] E. Halvorsen, Fundamental issues in nonlinear wideband-vibration energy harvesting, Physical Review E 87 (2013) 042129.
doi:10.1103/PhysRevE.87.042129.

[56] Q. He, M. F. Daqaq, Influence of potential function asymmetries on the performance of nonlinear energy harvesters under white noise, Journal
of Sound and Vibration 333 (2014) 3479–3489. doi:10.1016/j.jsv.2014.03.034.

[57] W. Wang, J. Cao, C. Bowen, G. Litak, Multiple solutions of asymmetric potential bistable energy harvesters: numerical simulation and
experimental validation, The European Physical Journal B 91 (2018) 254. doi:10.1140/epjb/e2018-90180-y.

[58] W. Wang, J. Cao, C. Bowen, G. Litak, Probability and output analysis of asymmetric bistable energy harvesters subjected to gaussian white
noise, The European Physical Journal Plus 134. doi:10.1140/epjp/i2019-13080-6.

[59] W. Wang, J. Cao, C. B. amd D.J. Inman, J. Lin, Performance enhancement of nonlinear asymmetric bistable energy harvesting from harmonic,
random and human motion excitations, Applied Physics Letters 112 (2018) 213903. doi:10.1063/1.5027555.

[60] W. Wang, J. Cao, C. Bowen, Y. Zhang, J. Lin, Nonlinear dynamics and performance enhancement of asymmetric potential bistable energy
harvesters, Nonlinear Dynamics 94 (2018) 1183–1194. doi:10.1007/s11071-018-4417-5.

[61] S. Balakrishnan, V. Sundaresan, V. Krishnan, S. Aravindababu, Nonlinear dynamics of asymmetric bistable energy harvesting systems, AIP
Conference Proceedings 2134 (1) (2019) 080004. doi:10.1063/1.5120244.

[62] T. Dong, X. Chen, J. Zhang, Study on dynamic snap-through and nonlinear vibrations of an energy harvester based on an asymmetric bistable
composite laminated shell, Symmetry 13 (12). doi:10.3390/sym13122405.

[63] G. A. Gottwald, I. Melbourne, The 0-1 test for chaos: A review, in: C. Skokos, G. A. Gottwald, J. Laskar (Eds.), Chaos Detection and
Predictability, Springer Lecture Notes in Physics, Vol. 915, Springer, 2016. doi:10.1007/978-3-662-48410-4.

[64] G. Gottwald, I. Melbourne, The 0-1 test for chaos: A review, Chaos Detection and Predictability 915 (2016) 221–247. doi:10.1007/978-3-
662-48410-4.

[65] D. Toker, F. T, Sommer, M. D’Esposito, A simple method for detecting chaos in nature, Communications Biology 3 (11). doi:10.1038/s42003-
019-0715-9.

[66] M. A. Savi, F. H. I. Pereira-Pinto, F. M. Viola, A. S. de Paula, D. Bernardini, G. Litak, G. Rega, Using 0–1 test to diagnose chaos on shape
memory alloy dynamical systems, Chaos, Solitons & Fractals 103 (2017) 307–324. doi:10.1016/j.chaos.2017.06.016.

[67] B. Xin, Y. Li, 0-1 test for chaos in a fractional order financial system with investment incentive, Abstract and Applied Analysis 2013.
doi:10.1155/2013/876298.

[68] K. Lok, The lyapunov exponent test and the 0-1 test for chaos compared, Tech. rep., Groningen, Netherlands (2016).
[69] D. Bernardini, G. Litak, An overview of 0–1 test for chaos, Journal of the Brazilian Society of Mechanical Sciences and Engineering 38.

doi:10.1007/s40430-015-0453-y.
[70] J. Hu, W. wen Tung, J. Gao, Y. Cao, Reliability of the 0-1 test for chaos, Phys. Rev. E 72 (2005) 056207. doi:10.1103/PhysRevE.72.056207.
[71] M. Romero-Bastida, M. A. Olivares-Robles, E. Braun, Probing hamiltonian dynamics by means of the 0–1 test for chaos, Journal of Physics

A: Mathematical and Theoretical 42 (49) (2009) 495102. doi:10.1088/1751-8113/42/49/495102.
[72] J. Norenberg, J. Peterson, V. Lopes, R. Luo, L. de la Roca, M. Pereira, J. Ribeiro, A. Cunha Jr, STONEHENGE — Suite for nonlinear analysis

of energy harvesting systems, Software Impacts 10 (2021) 100161. doi:10.1016/j.simpa.2021.100161.
[73] J. Norenberg, J. Peterson, V. Lopes, R. Luo, L. de la Roca, M. Pereira, J. Ribeiro, A. Cunha Jr, STONEHENGE — Suite for nonlinear analysis

32



of energy harvesting systems (2021).
URL https://americocunhajr.github.io/STONEHENGE

33


