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Abstract
The recent breakthrough made in the field of 3D structure prediction by artificial intelligence softwares such as initially AlphaFold²¹ (AF2) and RosettaFold²² (RF) and more recently large Language Models³ (LLM), has revolutionized the field of structural biology in particular but also biology as a whole. These models have clearly generated a great enthusiasm within the scientific community and different applications of these 3D predictions are regularly described in scientific articles demonstrating the impact of these high quality models. Despite the acknowledged high accuracy of these models in general, it seems important to make users of these models aware of the wealth of information they offer and to encourage them to make the best use of them. Here, we focus on the impact of these models in a specific application by structural biologists using X-ray crystallography. We propose guidelines to prepare models to be used for molecular replacement trials to solve the phase problem. We also encourage colleagues to share as much detail as possible about how they use these models in their research, where the models did not yield correct molecular replacement solutions, and how these predictions fit with their experimental 3D structure. We feel this is important to improve the pipelines using these models and also to get feedback on their overall quality.

1) Introduction
Proteins are essential components of living organisms and they accomplish their function thanks to their three-dimensional (3D) structures, which are governed by their amino acid sequence. The knowledge of the 3D structure of a protein is thus of outstanding importance. For instance to understand its biochemical and biological functions, to anticipate the effect of pathogenic mutations, to perform in silico drug design or to design proteins with enhanced enzymatic activities or new activities⁴⁻⁹. Since the determination of the myoglobin 3D structure in 1958¹⁰, the first one to be unraveled, scientists have spent tremendous energy to develop methods allowing the determination of the structure of proteins from the different living organisms. With the help of the three major techniques used in structural biology, i.e. X-ray crystallography, nuclear magnetic resonance (NMR) and cryo-electron microscopy (cryo-EM), more than 200,000 experimental structures are now publicly available at the Protein Data Bank¹¹ (PDB).

Interestingly, as of today, approximately 85% of these structures have been solved by the X-ray crystallography technique. This experimental method, also used to determine the
structure of small molecules, has the advantage to be able to reach very high resolution limits and is not limited in the size of the macromolecule to be studied (from small molecules or peptides up to large macromolecular assemblies such as the ribosomes). However, this technique is not perfect, as the crystallization process selects a specific conformation in the crystal (one that allows the formation of a crystal), the flexible regions cannot be modeled... In addition, this technique is not adapted to intrinsically disordered proteins or regions, it requires milligram amounts of purified stable protein, multi-protein or protein-nucleic acids complexes. Finally, X-ray crystallography suffers from two major bottlenecks: obtaining diffracting crystals and solving the so-called « phase problem ». Indeed, during the diffraction experiment, the crystals are exposed to X-ray beams and the resulting diffracted X-ray waves will hit a detector, and form the so-called diffraction pattern with many discrete spots. The intensity of each spot is proportional to the amplitude of the diffracted wave, leading to the measure of the structure factors amplitude. However, the phase of these diffracted waves is lost during the diffraction experiment. This information is crucial since, combined with structure factors amplitudes, it is needed to calculate the electron density maps in which the atomic model will be reconstructed. Over the years, several techniques have been developed to solve this phase problem. The pioneers in X-ray crystallography used heavy metal derivatives bound to the proteins in the crystal to determine structures by the so-called multiple isomorphous replacement\textsuperscript{12} (MIR). This powerful technique was used to solve approximately 2% of all the protein structures deposited at the PDB, but it suffers from many pitfalls. Indeed, the crystals are soaked in highly concentrated (few mM) heavy atom salt solutions for various periods of time. When heavy atoms interact with the proteins in the crystals, they can induce crystal dissolution, crystal cracking or affect diffraction. Furthermore, the binding of heavy atoms to protein crystals should not modify their unit cell dimensions and space group. This is then a very tedious task that requires tens of crystals and that may not succeed. Additional methods have been developed, such as Single- or Multiple-Anomalous Diffraction\textsuperscript{12,13} (SAD and MAD), which relies on the presence of atoms with anomalous diffraction signal at specific wavelengths (such as selenium in selenomethionine substituted proteins) or molecular replacement\textsuperscript{14}. This latter technique is by far the most used technique to solve protein crystal structures as more than 85% of the structures deposited at the PDB have been determined using this approach. Importantly, this technique requires a single diffraction dataset collected from a crystal of a native and unlabelled protein. The principle behind the molecular replacement technique is to use, as a search model, a protein structure structurally similar to the crystallized protein in order to calculate electron density maps\textsuperscript{15}. In the molecular replacement approach, the model is rotated stepwise in three dimensions and then translated in three dimensions. Afterwards, the most important step is to score the different poses and identify the correct ones. One strategy is to use Patterson function scores. For each pose, a Patterson function is calculated from the coordinates of the positioned model and this Patterson function is compared to the one calculated from the experimental data (measured structure factors). Based on the similarities between both Patterson functions, scores will be calculated by the molecular replacement programs. The higher the score, the better the fit, and hence, the most likely is the molecular replacement solution to be correct. The second approach is to use maximum-likelihood
scoring, which estimates the probability to obtain the experimental structure factors collected during the diffraction experiments for a given orientation and position of the model. Once a correct pose has been obtained, combining the phases of this positioned model with the experimental structure factors, it is possible to calculate electron density maps. The next goal is to cycle between improvement of models fitting into the electron density maps and refinement of these updated coordinates to reach the final structure that offers the best agreement with the experimental data.

2) The AI-based models revolution in molecular replacement

In molecular replacement, one can easily understand that the quality of the search model is of outstanding importance to find a correct solution. Until recently, the presence in the PDB of experimental protein structures sharing significant sequence identity with the crystallized protein was considered as crucial for solving the phase problem by the molecular replacement technique. Since the seminal work from Chothia and Lesk establishing a link between sequence and structure homology, it was considered that a model covering at least 50% of the experimental structure and sharing around 30% sequence identity or a root mean square deviation (r.m.s.d) lower than 1.7-2 Å between the equivalent Cα atoms of the model and the crystal structure, should lead to structure solution by molecular replacement. The deviation of the model to the final structure has a direct influence on the result, although a general r.m.s.d limit cannot be given. Efforts are therefore undertaken to improve models in order to reach the level where they will allow molecular replacement. One approach was to involve humans, and it was found that participants in the Foldit experiment were able to improve models to allow molecular replacement.

Very recently, the development of protein structure modeling softwares, such as the game changers AF2 and RF, that are based on deep-learning and model-free approaches, revealed that very accurate models can be obtained even for proteins sharing no obvious sequence similarity with already known structures. This is possible because it is based on a multiple sequence alignment (MSA) rather than on the structure of a homologous protein. Thanks to the recent boom in available sequences, large MSA can be produced, which in turn allow AF2/RF to predict contact maps via the analysis of residues co-evolution. In a second step, the putative contacts allow the prediction of the structure in a process somewhat similar to NMR. The last round of CASP last year underlined the crucial role of the MSA, although the recent emergence of large language models could change the situation in the coming months. A key aspect of the models produced by AF2 and RF is that the uncertainty of the prediction is evaluated for each residue. This information is used during the modeling process but is also included in the resulting PDB files. The PDB files therefore contain not only coordinates but also confidence scores, in particular the predicted local-distance difference test (pLDDT) values provided by AF2 or estimated RMS error from RF. As a rule of thumb, residues that have a low confidence (pLDDT < 70) should be considered uncertain. This is potentially impactful information given that estimated errors have been shown to be critical information for molecular replacement.
The improvements in protein structure prediction associated with AF2 and RF already have an impact on crystal structure determination by molecular replacement but also more generally on integrative structural biology. Indeed, several recent articles have described how the models obtained by these softwares can help scientists to solve the phase problem while models based on already known structures did not\textsuperscript{32-41}. In these successful studies, the crystallized proteins share clearly less than 30% sequence identity with any protein from the PDB, meaning that, according to Krissinel and Henrick\textsuperscript{23}, the rmsd values between these models and the final structure should be higher than 2 Å. This should have precluded the determination of these structures by molecular replacement. However, the low rmsd values between the AF2 and/or RF models and the experimental crystal structures clearly shows that the “30% sequence identity” rule is no longer valid. Many AI-based models have now reached a precision that lets us imagine the successful determination of crystal structures by molecular replacement independently of the sequence similarity between the studied protein and the templates present in the PDB.

The impact of the various AI-based tools, although presented here as being almost equivalent, naturally depend on their intrinsic properties. For example LLM tools (ESM-Fold and OmegaFold) are faster and could have better performance on orphan-sequences. Moreother, although AF2 and RF have the same basic principles they differ by the availability of the database for the former and the strong connection to molecular dynamics tools for the latter. As detailed below we suggest combining them to maximize their potential.

3) Recommendations for the use of AI-based models in Molecular Replacement
The high quality of most of the AI-based models does not mean that they can be used directly for molecular replacement trials. In this perspective article, we try to establish a list of simple rules to help researchers who are interested in solving crystal structures by molecular replacement using these models. It is important to mention that many of these suggestions can be applied for models derived from experimental 3D structures.

3.1) Comparing models predicted by different softwares
Although softwares such as AF2 and RF have proved very successful and are now considered as gold-standards to generate in silico models of any protein structure, it is important to keep in mind that these are models and that a model generated by any of this software can be incorrect (i.e. inaccurate fold predicted) while other softwares may produce partly or fully correct models. It is therefore very important to generate protein models using many of the available softwares (Table 1) and to compare them. The superposition of these various models will indicate if different folds have been predicted by the programs. If two or more different folds are proposed, then, each one of these folds should be tested in molecular replacement trials. If a single fold is predicted by all programs, this is an indication that the proposed overall fold is most probably correct.

<table>
<thead>
<tr>
<th>Name</th>
<th>Method</th>
<th>Website</th>
</tr>
</thead>
</table>

Table 1. Selected methods.
<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>RosettaCM</td>
<td>Comparative Modelling</td>
<td><a href="https://www.rosettacommons.org/docs/latest/application_documentation/structure_prediction/RosettaCM">https://www.rosettacommons.org/docs/latest/application_documentation/structure_prediction/RosettaCM</a></td>
</tr>
<tr>
<td>i-Tasser</td>
<td>Threading</td>
<td><a href="https://zhanggroup.org/I-TASSER/">https://zhanggroup.org/I-TASSER/</a></td>
</tr>
<tr>
<td>Phyre2</td>
<td>Threading</td>
<td><a href="http://www.sbg.bio.ic.ac.uk/~phyre2">http://www.sbg.bio.ic.ac.uk/~phyre2</a></td>
</tr>
<tr>
<td>AlphaFold2</td>
<td>MSA-based DL</td>
<td><a href="https://alphafold.ebi.ac.uk/">Open source code for AlphaFold</a>, <a href="https://alphafold.ebi.ac.uk/">https://alphafold.ebi.ac.uk/</a></td>
</tr>
<tr>
<td>RoseTTAFold</td>
<td>MSA-based DL</td>
<td><a href="https://github.com/RosettaCommons/RoseTTAFold">https://github.com/RosettaCommons/RoseTTAFold</a></td>
</tr>
<tr>
<td>ESMFold</td>
<td>LLM</td>
<td><a href="https://github.com/facebookresearch/esm">https://github.com/facebookresearch/esm</a></td>
</tr>
<tr>
<td>OmegaFold</td>
<td>LLM</td>
<td><a href="https://github.com/HeliXonProtein/OmegaFold">https://github.com/HeliXonProtein/OmegaFold</a></td>
</tr>
</tbody>
</table>

### 3.2) Discard divergent regions or long loops

When several models with the same fold are proposed, we suggest to superpose all these models to identify the regions that are part of a shared structural core, as well as the regions adopting different conformations in these models. The latter are likely flexible (most often loops) and it is strongly suggested to delete these regions from the search models. This is particularly important, since keeping these regions could result in steric clashes with neighboring molecules in the crystal packing, and correct poses would then be eliminated due to a high clash score, *i. e.* a function implemented in the molecular replacement programs to exclude solutions leading to overlapping coordinates.
There is no unique way to prepare the search models for molecular replacement. In a recent study\textsuperscript{35}, we generated several models of the \textit{Kluyveromyces lactis} Nmd4 protein (244 amino acids) using AF2\textsuperscript{1}, RF\textsuperscript{2} but also other molecular modeling programs such as SwissModel\textsuperscript{42}, i-Tasser\textsuperscript{43}, RosettaCM\textsuperscript{44} and Phyre2\textsuperscript{45} and superposed them together, revealing that the same fold was proposed by each program and that this protein is made of a single domain (Figure 1). A visual inspection of these models led us to remove loops or secondary structure elements, which are divergent in these superposed models. We ended up with search models of 126 amino acids corresponding to the sole structural core of the Nmd4 protein (Figure 1). Systematic molecular replacement trials performed with these different models gave correct and detectable solutions for the two Nmd4 molecules present in the crystal asymmetric unit, only for the AF2 and RF models, but not with models obtained from “classical” molecular modeling programs. AF2 model clearly outperformed compared to all other models including the RF models. Since then, large Language Models (LLM) have emerged, and could be particularly efficient in many cases, in particular for proteins with few homologues\textsuperscript{3,46}. Interestingly, we compared molecular replacement results performed using two Nmd4 models obtained by LLM (ESMfold and OmegaFold) with AF2-produced models and observed very similar results, increasing the range of possibilities to obtain protein structure predictions (Figure 2).
Figure 2. Comparison of the molecular replacement statistics obtained with different search models. TF Z-scores of the molecular replacement solutions obtained using Phaser for each model47. The dashed line depicts the TF Z-score value (8) above which solutions are considered to be correct. In this example, only 126 residues from the structural core have been conserved for each model as described in Barbarin-Bocahu and Graille35. As reference, molecular replacement was performed with the coordinates corresponding to the sole structural core of the final Nmd4 crystal structure (7QHY cut). The five RF models are annotated as RF-a to -e. It is noteworthy that for the RF-d model, only the first molecule is correctly positioned. Molecular replacement was performed using the PHASER program48 (version 2.8.3) as implemented in the CCP4 interface49 (version 7.1.015) and using the 3-45 Å resolution range. The virtual rmsd between the search model and the crystal structure was set to 0.75 Å. The OmegaFold and ESMFold models were generated using versions 1.1.0 and 1.0.3, respectively.

Alternatively, it is possible to take advantage of the confidence scores provided with AF2 or RF models. These scores are of high quality and are very informative. In a recent analysis conducted on more than hundred AF2 predictions compared to crystal structures, a clear correlation was observed between the pLDDT values of AF2 models and the rmsd between corresponding Ca atoms when comparing AF2 predictions and crystal structures50. Indeed, the residues from AF2 models with pLDDT values higher than 90% appear to have a median predicted error of 0.6 Å compared to the crystal structure, while for residues with pLDDT values ranging from 80 to 90, the median rmsd increased to 1.1 Å. For instance, the process_predicted_model tool51 has been implemented in the PHENIX software and allows the automatic elimination from the PDB files of the AF2 or RF predictions, of residues with
confidence scores lower than a user-defined threshold so as to generate a truncated search model. Such routines are very useful but the size of the resulting truncated models can vary a lot from one model to another one, thereby influencing the final result (Figure 1). Indeed, it is known that the smaller the search model is, the more difficult it is to correctly position this model by the molecular replacement programs. This criterion is for instance considered in the Phaser molecular replacement program, which calculates an eLLG (for expected Log-Likelihood Gain) score based on the number of amino acids in such a model compared to the total number of amino acids present in the crystal asymmetric unit. In the case of the Nmd4 protein, using this tool, for the RF models, we ended up with PDB files containing 67 to 93 amino acids, i.e. smaller than the manually trimmed models (126 amino acids). On the contrary, the automatically truncated AF2 model contained 165 amino acids. While correct molecular replacement solutions could be found with the processed AF2 model, this was not the case for the various truncated RosettaFold models. Hence, such automatic approaches cannot be used blindly. Although we entered the artificial-intelligence era, human intelligence still needs to be used, but nowadays, the combination of both is highly suggested. We therefore strongly recommend performing visual inspection of the superposed models but also to use tools such as the Phenix process_predicted_model to discard regions of the protein models with low confidence scores (pLDDT values for instance). Another advantage of such a routine is that it automatically converts pLDDT values provided by AF2 or estimated RMS error from RF into estimated B-factors. This is particularly important as it significantly improves the percentage of robust molecular replacement solutions.

Although the structure of some regions are predicted with high pLDDT values by AF2, their final structure will differ from the structure adopted in the crystal. Again, this may preclude the identification of a correct solution due to a high clash score. It is then important to consider estimated errors in the coordinates during model preparation. This is estimated by the variance -r.m.s.d (or VRMSD) value, which takes into account several properties of a model (Ramachandran properties, MolProbity score, r.m.s.d on angles or bonds, sequence similarity with template, helices and strands content…) [30]. This is particularly important to improve the signal to noise in the molecular replacement search and then, the contrast between correct and incorrect solutions. Future developments in this direction will certainly be made in the near future to adapt to the high quality of recent in silico models since VRMSD are currently calculated using a function developed with experimentally determined structures of homologous proteins.

With these different models in hand and although they may look very similar, we suggest using each model as a search model, as in some difficult cases subtle differences between models can lead to the correct solution with one model but not with another. As for any attempt to solve crystal structure by molecular replacement, we insist on the importance of determining the number of protein present in the asymmetric unit by the use of the Matthews coefficient [33], on the use of different molecular replacement programs (the most commonly used being PHASER [48] and MOLREP [54]) and suggest to test different high resolution cutoff of the diffraction data as well as all space group enantiomorphs.

Interestingly, several of the above described steps have been recently implemented in MrBump, an automated molecular replacement pipeline [55,56], which is now searching for
models in the AlphaFold DataBase based on the sequence provided. Depending on the selected options, MrBump will select either the models with 100% sequence identity or will use models generated for proteins with lower sequence identity (from 50% to 95%). Prior to automated molecular replacement using both Phaser and MOLREP, the CHAINSAW program will modify the models to conserve common regions and remove regions with divergent sequences based on sequence alignment between the studied protein and homologues\(^5\). Similarly, some synchrotrons have implemented the use of AF2 models in the processing pipeline that is run automatically after data collection, for users who have provided sequence information for their protein of interest\(^6\).

3.3) Search domains separately
Although AF2 and RF also predict distance between \(\text{Ca} \) atoms from a single protein and thereby propose potential inter-domain contacts, the arrangement between domains can change in the crystal due to crystal packing or interaction with a ligand (small cofactor, substrate, nucleic acid) or a protein partner. As a result, for multi-domain proteins adopting different orientations between these domains in the crystal structure and the model, the Patterson maps of the model and of the diffraction data will be radically different, preventing the detection of a partially correct solution (\(i.e.\) where one domain correctly positioned). In addition, this will create many steric clashes with neighboring molecules in the crystal packing, again excluding correct solutions. It is then crucial when performing molecular replacement on a multi-domain protein to search each domain separately. In this case, for each domain, we suggest to proceed as described in section 3.2, to generate models corresponding to the structural core of each domain. One advantage of independently searching multiple domains from a single protein is that it provides a trick to evaluate the correctness of the proposed solutions. Indeed, if we consider a protein comprising a N-terminal domain (NTD) followed by a C-terminal domain (CTD), for correct molecular replacement solutions, the C-terminal extremity of the NTD should be in close proximity to the N-terminal end of the CTD. The same procedure should be followed when trying to solve the structure of a multi-protein complex, i.e. models for individual proteins or every domain from these proteins should be searched separately.

As mentioned above, AF2 and RF allow the prediction of contacts from sequence alignments\(^28,31\). The reliability of this prediction is estimated in the predicted aligned error (PAE) which can be used to predict domains\(^5\), or to help protein-protein docking\(^60,61\). However, the prediction of contacts is further complicated by conformational changes that make the relationship between sequence evolution and contacts partially ambiguous. This issue triggered the development of strategies to explore the conformational landscape with AF2 and RF\(^62-67\).

3.4) Document the methods and models quality
These new types of models have generated a lot of enthusiasm in the biology community and particularly in structural biology. However, we are still in the early stages of using these new models and it is crucial to obtain feedback from users, in order to improve the processes and the way these models are used. It is therefore crucial for reproducibility that, when using
these models to solve crystal structures, scientists put some particular effort in describing as precisely as possible how they proceeded. Informations such as the AI program used (including its version), the way the initial model was modified to generate the search (visual inspection vs. routines such as the Phenix process_predicted_model tool), details about the regions of the models that were conserved in the search model… should be described. Much of this information about model generation and modification should, for example, be included by authors when depositing coordinate and structure factor files using the wwPDB automatic deposit system. Indeed, this tool provides a "Details" field during deposit, which is ideal to provide such information. We strongly suggest that this element be made mandatory at the time of deposit in order to help the scientific community to obtain these technical details. It is also important to report if a specific model failed to provide a correct solution, in order to allow developers to improve the softwares.

Additional information such as the rmsd values between each model and the final experimental structure or the scores of the different molecular replacement solutions are also of interest. Detailed information about the molecular replacement softwares (including version) and resolution range used for molecular replacement are also of particular interest.

We would advise to evaluate the models even before their use in MR, in particular in the cases that prove challenging for MR methods. This can be done with the traditional physico-chemical and statistical analyses of Ramachandran plots, Procheck, etc.68,69. The models can also be improved by molecular dynamics simulations70. We advocate for the use of various methods and their comparison but consensus methods should also appear in the near future71.

3.5) What’s next when you have a correct solution?

Once correct molecular replacement solutions have been obtained, the next steps consist in iterating cycles of model building/improvement in the resulting electron density maps and refinement of the updated coordinates until convergence to a final and satisfactory model, which is in agreement with the experimental diffraction data. This is particularly important as the quality of electron density maps improves when the model fits better with the experimental data. Over the years, the crystallography community has developed tools that can improve the fit of the model with the experimental data in a (semi-)automatic way72,73. As AF2 can be fed with a PDB template, efforts are ongoing to generate an iterative procedure that initially performs the molecular replacement search with the template-free AF2 model and then rebuild a model in the obtained electron density maps prior to injecting this rebuilt model as template in AF2. The resulting template-based model is then used as a search model and so on74.

In some specific cases, one cannot solely rely on automated or semi-automated procedures to evaluate the correctness of a molecular replacement solution. For instance, for regions predicted to fold as long alpha-helices or to form coiled-coils, the length or the curvature of the helix, the package of one helix against another one are predicted with much less accuracy. In such cases, the contrast between the score of the correct molecular replacement solution and that of the incorrect solutions may be less and, therefore, it may be more difficult to assess whether a solution is good or not. It is then important to analyze the electron density
maps calculated for the different solutions in order to manually improve the model by adjusting portions of each alpha helix in these maps to correct for differences in curvature or orientation of a helix between the model and the experimental structure. Because molecular replacement programs also have difficulty accurately positioning long helices during the translation step, it may also be important to use truncated helices as search templates to minimize steric clash between neighboring molecules. Searching for poly-alanine-based helical peptides could also be useful. Indubitably, biological or biochemical information about the studied proteins must be taken into account and used in this process in order to obtain accurate crystal structures.

4) The impact of AI-generated models beyond molecular replacement

In this manuscript, we focus on the impact of this new generation of models on a specific issue, i.e. solving the crystallographic phase problem by molecular replacement. However, this is just one of the applications offered by these models. Many other applications of these models are clearly impacted\(^75\) and are rapidly discussed in this section.

4.1) Molecular biology and construct design

Investigating multi-domain protein often requires considering each domain separately to properly understand its functional role. In that case, the definition of the domain boundaries is critical to express soluble, well-folded and functionally competent domains both in cellulo and in vitro. This is not a trivial problem and several approaches have been developed. It is common to generate multiple sequence alignment and to combine them with other tools such as secondary structure prediction tools\(^76\), disorder prediction tools\(^77,78\) or with the analysis of the distribution of hydrophobic residues using for instance the Hydrophobic Cluster Analysis tool\(^79\). In parallel, semi-automated experimental procedures have been implemented to randomly identify suitable domain boundaries\(^80\). The high quality of the AF2 and RF models offers new information to redefine the boundaries of domains prior to cloning\(^81,82\). In particular the predicted alignment error (PAE) matrices provided with the AF2 models can be very informative for designing new constructs to be cloned to obtain soluble and crystallizable protein domains. This has, for instance, been implemented in the CCD2 server, a useful server for crystallographic construct design\(^83\).

4.2) Phylogeny of protein families

The identification of proteins distant from a protein of interest is based for example on multiple sequence alignments such as position-specific interacted basic local alignment search tool (PSI-BLAST\(^84\)), hidden Markov models (as implemented in HMMER\(^85\)) or other tools\(^86\). However, these approaches have some limitations and it can be very difficult or impossible to identify very distantly related proteins using these tools. It is well known that three-dimensional structures are far more conserved than protein sequences and that structure-based sequence alignments can unravel distant homologies, which could not have been detected by sequence alignments alone.
With the recent release of the AlphaFold Protein Structure Database, which contains more than 200 millions of protein structure predictions\(^87\), it is now possible to search for proteins with 3D structures (experimental ones or AF2 models) similar to that of a protein of interest\(^88,89\). This can be done using web tools such as the DALI server\(^90\). It can help improve significantly the accuracy of sequence alignment of remote proteins\(^91\) or unravel previously unexpected structural similarities between distantly related proteins that potentially share a conserved function\(^90\).

4.3) Application of AI-based models to other structural biology methods

X-ray crystallography is not the only structural biology method to be impacted by AF2 and RF models. Indeed, these AI-based models can be very useful to fit protein models into cryo-EM maps, thereby facilitating their interpretation\(^92-95\). As for crystal structures, tools have been developed to improve AF2 models using as a template a model fitted into the cryo-EM map, so as to generate new template-based AF2 models\(^96\). AF2 models can be combined with NMR data to obtain structural information on flexible proteins\(^97,98\). The analysis of NMR chemical shift perturbations is also very useful to map at the surface of an AF2 model, the region interacting with another protein. Combining AF2-Multimer\(^99\) with the chemical shift perturbations can also prove a very powerful approach to eliminate incorrect AF2-multimer predictions or to select interesting ones.

Structure predictions obtained by either AF2 or AF2-Multimer can also be used in combination with hydrogen-deuterium exchange mass spectrometry (HDX-MS) data to predict or validate models of protein-protein complexes, as HDX-MS is very efficient to identify protein regions involved in protein-protein interactions\(^100,101\).

AF2 and RF should also prove very useful in combination with low-dimensionality structural methods, facilitating their interpretation, for example with force spectroscopy\(^102\), CD\(^103\) and SAXS\(^104-107\) or FRET. Given the degeneracy associated with low-dimensionality methods, it is recommended to maximize the number of independent validations (see above).

4.4) Low confidence predictions, should we always put the blame on disorder ?

The biological importance of intrinsically disordered proteins (IDPs) and proteins containing intrinsically disordered regions (IDRs) is now well established, as these systems play a significant part in numerous cellular processes, such as signal transduction and transcription\(^108\), and are abundant in eukaryotic proteins. For example, roughly 30% of the human proteome is estimated to comprise IDRs\(^109,110\). Meanwhile, the same proportion of residues across AF2 predicted structures in the human proteome present very low (<50) pLDDT values\(^104\). Early studies on AF2 showed that the AF2 confidence score can be used as a competitive disorder predictor compared to other standard methods\(^59,110,111\).

However, AF2 is also known to overestimate disorder in protein sequences, in the assessment by Akdel et al.\(^59\), around half the residues presented a low confidence (<70) score. In their recent work, Bruley et al.\(^112,113\) highlighted the possibility of « hidden order » cases, i.e. situations where low-confidence structural predictions are not related to disorder, but correspond to foldable domains that are not correctly predicted due to AF2 intrinsic limitations (such as a lack of coevolutionary information for the target sequence). In that case
one can combine AF2 predictions with an additional tool based on the residues physico-chemical properties, such as their hydrophobicity in the case of the Hydrophobic Cluster Analysis\textsuperscript{112} to unveil ordered segments that remain hidden from AF2.

On the other hand, high confidence pLDDTs have been shown to sometimes correspond to residues belonging to disordered protein fragments in the monomeric unit that will fold conditionally, for example when binding another protein partner\textsuperscript{114,115}. Again, AF2 models should be taken with caution, as several studies show how they are likely to predict a protein bound structure instead of its unbound structure in solution\textsuperscript{116,117}.

5) Conclusion

Since their release, AF2, RF and related softwares have generated great excitement. One of their applications, which is discussed here, is in solving the X-ray phase problem. We describe current methods to take advantage of the AI-based models for molecular replacement but this field undergoes a rapid evolution as new examples are described regularly. It seems then important that scientists pay attention to give more details about the way they used these models in the materials and methods section of their articles. This will help the community to analyze the impact of these AI-based predictions and to offer guidelines for scientists about how to use these models. Due to their unprecedented accuracy, one can easily imagine that they will continue to change the way scientific projects in life science are conducted. These machine-learning protein prediction tools have emerged as game changers. Indeed, until now, 3D structures were very often used as a starting point to generate point mutants aimed at investigating in more detail the biochemical and biological functions of proteins. Now, in parallel to try to obtain 3D structures of their proteins or multi-protein complexes of interest, it seems reasonable to initiate functional analyses based on these AI-based models from the beginning of the project.

However, it is crucial to keep in mind that these predictions should be validated by experiments and that they are not as reliable as experimental structures\textsuperscript{50}.

Finally, contrary to many statements, it is important to stress out that, although the prediction of high accuracy 3D protein structures has made a huge step forward, the folding problem per se is only starting to be addressed by deep learning trying to predict the folding pathway followed by a protein sequence to adopt its final 3D structure\textsuperscript{118,119}.

Data and Software Availability

The models used for Figure are available online in a Zenodo archive: Taly, Antoine, Graille, Marc, & Sacquin-Mora, Sophie. (2023). Models for molecular replacement (7QHY) [Data set]. Zenodo. https://doi.org/10.5281/zenodo.7715786
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