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Weighted multiple testing procedures in
genome-wide association studies

Ludivine Obry and Cyril Dalmasso

Université Paris-Saclay, CNRS, Univ Evry, Laboratoire de Mathématiques et Modélisation d’Evry,
Evry-Courcouronnes, France

ABSTRACT

Multiple testing procedures controlling the false discovery rate (FDR) are increasingly
used in the context of genome wide association studies (GWAS), and weighted multiple
testing procedures that incorporate covariate information are efficient to improve the
power to detect associations. In this work, we evaluate some recent weighted multiple
testing procedures in the specific context of GWAS through a simulation study. We also
present a new efficient procedure called wBHa that prioritizes the detection of genetic
variants with low minor allele frequencies while maximizing the overall detection
power. The results indicate good performance of our procedure compared to other
weighted multiple testing procedures. In particular, in all simulated settings, wBHa
tends to outperform other procedures in detecting rare variants while maintaining good
overall power. The use of the different procedures is illustrated with a real dataset.

Subjects Bioinformatics, Genomics, Statistics, Data Science
Keywords False discovery rate, Genome wide association studies, Weighted MTP

INTRODUCTION

Multiple testing procedures in genome-wide association studies

In genome-wide association studies (GWAS), hundreds of thousands of genetic markers,
(usually single nucleotide polymorphisms—SNPs), are simultaneously tested for an
association with a phenotype of interest. In this context, the most common approach
consists in using single-marker methods (Bush ¢» Moore, 2012). To avoid an increase in
false significant results, multiple testing procedures are then applied with the objective to
control a global error rate.

The two major multiple testing error criteria used in GWAS are the family wide error-rate
(FWER), which is defined as the probability of obtaining at least one false positive, and the
false discovery rate (FDR), which is defined as the expected proportion of falsely rejected
hypotheses over all rejected hypotheses (Benjamini & Hochberg, 1995). The latter criterion
was designed as an error criterion less stringent than the FWER. The authors also included
an FDR controlling procedure (hereafter referred to as BH).

In GWAS, the FWER has been traditionally used to control multiplicity with methods
such as the classical Bonferroni procedure. To account for the correlation structure
induced by linkage disequilibrium between SNPs, different approaches have been
proposed to derive significant thresholds based on an estimation of the effective number of
independent SNPs (Pe’er et al., 2008; Dudbridge ¢» Gusnanto, 2008; Gao, Starmer ¢ Martin,
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2008; Duggal et al., 2008; Galwey, 2009; Li et al., 2012; Xu et al., 2014). However, multiple
testing strategies based on controlling the FWER are known to be overly conservative when
the number of tests is large. Thus, the FDR has become increasingly popular in the context
of GWAS, where obtaining a few false positives can be considered as acceptable (Brzyski et
al., 2017). While correlations between SNPs can substantially deteriorate the performance
of many FDR procedures (Owen, 2005; Qiu, Klebanov & Yakovlev, 2005; Sarkar, 20065
Efron, 2007; Neuvial, 2008), the classical FDR procedures remain valid under different
dependence assumptions (Benjamini ¢» Yekutieli, 20015 Farcomeni, 2007; Wu et al., 2009).
In particular, Sabatti, Service & Freimer (2003) observed that the validity holds for the
classical BH procedure in case—control studies. Thus, in a GWAS context with correlated
tests, FDR-based procedures achieved higher power than the FWER-based strategy, even
at a strict FDR level (Otani et al., 2018).

This single-marker strategy combined with multiple testing procedures has made it
possible to identify hundreds of genetic variants associated with several diseases, usually
close to previously unsuspected genes. However, only a small fraction of the phenotypic
variations has been explained, reflecting a large part of missing heritability (Maher, 2008;
Manolio et al., 2009; Tam et al., 2019). Many reasons for this missing heritability have been
proposed, such as common variants with small effects which have yet to be discovered, the
difficult identification of dominance genetic variation and epistasis, and rare variants with
strong effects that are poorly detected by genotyping arrays (Eichler et al., 2010; Zuk ef al.,
2014).

Indeed, rare variants are poorly covered by genotyping arrays and are usually filtered
from GWAS, since the overall idea is that frequent genetic variants explain a large part of
the heritability in common diseases and are easier to detect in populations (Panagiotou,
Evangelou ¢ Toannidis, 2010; Riancho, 2012; Korte ¢ Farlow, 2013). Thus, markers with
a minor allele frequency (MAF) lower than a specific threshold (usually 1% or 5%) are
removed from the analyses in order to limit problems due to too small sample sizes.
However, several studies have recently shown that the initial assumption of GWAS is
relatively false, so the full potential of these studies has not been unlocked since a part
of the missing heritability can be partially explained by rare variants that are difficult to
detect (Manolio et al., 2009; Auer ¢ Lettre, 2015; Bandyopadhyay, Chanda & Wang, 2017).
In fact, these variants are likely to have greater effects size than common variants (Janssens
et al., 2007; Bodmer ¢ Bonilla, 2008; Marouli et al., 2017).

Various approaches have been proposed to address the problem of detecting rare
variants. A popular strategy consists in using burden tests that collapse rare variants in a
genomic region into a single burden statistic (Morgenthaler ¢ Thilly, 2007; Li & Leal, 2008;
Madsen & Browning, 2009; Wi et al., 2011; Lee et al., 2014; Li et al., 2019). However, with
this strategy, only the cumulative effect of the SNPs contained in each set is tested. To keep
information on individual markers, it has been shown that considering weighting strategies
as described below is an effective way to increase the detection power of rare variants with
high genetic effects (Dalmasso, Génin ¢ Trégouet, 2008).
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Weighting strategies

One of the drawbacks of standard multiple testing approaches is that all hypotheses (that
correspond to SNPs in the context of GWAS) are considered as interchangeable. However,
the statistical or biological properties of individual tests are usually different, so some tests
have greater power than others. Moreover, classical multiple testing methods do not use
prior knowledge which can improve the detection power of associated variants (Roeder ¢
Wasserman, 2009; Gui, Tosteson ¢ Borsuk, 2012). Using weights is a way to increase this
detection power while maintaining the error rate level.

The principle of weighted multiple testing procedures is to multiply the thresholds
by weights (or equivalently the p-values or the test statistics by inverse weights) (Holm,
1979; Benjamini & Hochberg, 1997; Genovese, Roeder ¢ Wasserman, 2006). Thus, the power
increases for some individual hypotheses and it decreases for others, while keeping the error
criterion control at an average weight equal to 1. In practice, most weighting procedures
deal with a list of weighted pvalues. Recently, several procedures controlling the FDR have
been proposed (Genovese, Roeder ¢ Wasserman, 2006; Scott et al., 2015; Ignatiadis et al.,
2016; Lei & Fithian, 2018; Boca & Leek, 2018; Li ¢ Barber, 2019; Zhang, Xia & Zou, 2019;
Zhang & Chen, 2020).

We distinguish two main approaches defining weights. The first consists in defining
external weights, based on prior scientific knowledge of the data (Genovese, Roeder
e Wasserman, 2006; Roeder et al., 2006; Hu, Zhao ¢ Zhou, 2010). The second relies on
adaptive procedures that focus on optimal weights estimated from the data (Wasserman
& Roeder, 2006; Roeder, Devlin & Wasserman, 2007; Roquain ¢ Wiel, 2008; Roeder &
Wasserman, 2009; Zhao & Zhang, 2014; Zhao & Fung, 2016; Durand, 2019). In the latter
approach, different methods using informative covariates for maximizing the overall power
have recently been introduced (Ignatiadis et al., 2016; Zhang ¢ Chen, 2020). In a GWAS
context, using the MAF as an informative covariate can help to detect rare variants.

Objectives

In this work, we evaluate recent weighted FDR controlling procedures in the specific
context of GWAS. We also introduce a new adaptive procedure called wBHa in order to
prioritize the detection of genetic markers having a low MAF by letting the procedure
adapt a weighting function in order to maximize the overall power.

To evaluate the procedures, we conducted an extensive simulation study. Among the
procedures using informative covariates to define weights, we considered wBH (Genovese,
Roeder & Wasserman, 2006), FDRreg (Scott et al., 2015), IHW (Ignatiadis et al., 2016),
swidr (Boca & Leek, 2018), AdaPT (Lei & Fithian, 2018), SABHA (Li ¢ Barber, 2019),
AdaFDR (Zhang, Xia ¢ Zou, 2019), and CAMT (Zhang ¢» Chen, 2020). We also included
two unweighted procedures: BH (Benjamini ¢ Hochberg, 1995) and qvalue (Storey &
Tibshirani, 2003).

In the next section, we briefly describe the statistical framework, the main evaluated
methods, and present our new wBHa procedure. We also detail the simulation study that
was conducted to evaluate the procedures. The following section presents the results of the
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Table 1 Outcomes for m tested hypotheses in a multiple testing situation.

H, not rejected H, rejected Total
True Hy TN Fp my
False H, (True H,) FEN TP m

W=m—R R m

simulation study and we illustrate the use of our method with a real public dataset. Finally,
in the last section, we conclude with a discussion on the different approaches.

METHODS

Statistical setting

Let m denote the total number of null hypotheses tested. Among them, #1y null hypotheses
(Hp) are true while m; null hypotheses are false, i.e., m, alternative hypotheses (H;) are
true. When a multiple testing procedure is applied, R null hypotheses are rejected and
W = m — R null hypotheses are not rejected. The different outcomes are summarized in
Table 1. Only the random variable R can be observed while the numbers of true positives
(TP), false positives (FP), true negatives (TN ) and false negatives (FN) are unobservable
random variables.

Using these notations, the family-wise error rate is defined as FWER = P(FP > 0) while
the false discovery rate is defined as FDR = E(%). In the following, we focus on FDR
controlling procedures, most of them being based on a preliminary calculation of p-values.

Let p; i=(1,...,m) be the p-values calculated for the m tested hypotheses and let P be
the corresponding random variables. In the classical two components mixture model, the
population of p-values can be viewed as a mixture of two sub-populations corresponding
to null and alternative hypotheses. Thus, the marginal distribution of each p-value can be
written:

f(p) =mofo(p) + (1 —mo)fi(p) (1)

where fy denotes the null density, f; the alternative density, and 7y = Pr(H; =0) and
m = Pr(H;=1) with H; being the random variable such that H; = 0 if the null hypothesis
is true, H; = 1 if the alternative hypothesis is true. Note that if the test statistics are
continuous random variables, then, under the null hypothesis, the p-values follow a
uniform distribution over the interval [0, 1].

Finally, let X = (x;,...,x,;) be an informative covariate defined as any continuous
or categorical variable, independent from the p-values under the null hypothesis, and
informative on the statistical properties of the hypothesis tests. In this work, we consider
MAF as covariate to prioritize the detection of rare SNPs with strong effects over more
frequent SNPs with weaker effects, since the individual power is lower for SNPs with low
MAF than for common variants. Nevertheless, other covariates can be considered, such as
the signal quality, sample size, or the distance between the genetic variant and the genomic
location of the phenotype in expression-QTL analysis, etc. (Ignatiadis et al., 2016; Korthauer
etal., 2019).
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We briefly describe hereafter the different weighted multiple testing procedures included
in our evaluation.

Unweighted multiple testing procedures

Benjamini and Hochberg

The linear step-up procedure (BH) proposed by Benjamini ¢ Hochberg (1995) to control
the FDR at level « consists in rejecting all k null hypotheses corresponding to the k smallest
p-values where k = max(i>0: p(;) < ’%), p(i) being the ordered p-values. It has been shown
that when the test statistics are PRDS (positive regression dependent on subset of null
statistics), the BH procedure controls the FDR at level my (i.e., FDR < moa) (Benjamini &

Hochberg, 1995; Benjamini & Yekutieli, 2001).

Qvalue

To improve the power of the BH procedure, several adaptive procedures have been
introduced in which the proportion of true null hypotheses 7y is estimated from the data
(Storey, 2002; Dalmasso, Broét & Moreau, 2005; Benjamini, Krieger ¢ Yekutieli, 2006; Liang

¢ Nettleton, 2012). One of the most used is the Qvalue procedure, in which a cubic spline
#{p,‘>k}
m(1—A)

based method is used to estimate the quantity lim, _, 178¢(1) where 75(A) =
2002; Storey & Tibshirani, 2003).

(Storey,

Weighted multiple testing procedures

Weighted Benjamini and Hochberg

The weighted BH procedure (wBH) was introduced by Genovese, Roeder ¢ Wasserman
(2006). It consists in assigning to each null hypothesis Hy ; a non-negative weight such that
m

> w; = m. Then, the BH procedure is applied by replacing p; by f—/’ This procedure has
i=1 '

been proven to control the FDR.

False discovery rate regression

The false discovery rate regression (FDRreg) procedure introduced by Scott et al.
(2015) is an adaptive procedure in which the proportion of true null hypotheses g

is estimated. However, this quantity is made dependent on the covariate, leading to:
7o(x;) = Pr(H; = 0|X; = x;) and FDR(x;) = E(%l){i = x;) with my(x;) representing
weights specific to each hypothesis. Thus, noting z; the test statistics, the two-components
mixture model can be written:

f(zi) = mo(xi)fo(zi) + (1 — 7o (x:i)f1 (z:) (2)

In this approach, the alternative density f;(z;) is taken to be a location mixture of null
density which is assumed to be Gaussian. The mixing proportion of f;(z;) is fitted via a
predictive recursion algorithm (Newron, 2002) and the model parameters in Eq. (2) are
then estimated by an EM algorithm treating the mixing proportions of the alternative
distribution as fixed. A fully Bayesian approach based on MCMC method is also proposed.

Science-wise false discovery rate
The science-wise false discovery rate (swfdr) procedure introduced by Boca ¢ Leek (2018)
is similar to FDRreg in the sense that 7y and FDR are extended by conditioning on the
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covariate. However, while FDRreg jointly estimates 7y and the FDR by assuming that
the test statistics are normally distributed, swfdr first estimates the proportion of true

null hypotheses, and then the FDR is obtained from a plug-in estimator. To estimate

the proportions my(x;), an approach similar to Qvalue is proposed but the ratio i:q{{l’iii
EQ a1 Xi=x; . . . L. .
% where E(1p,~,|X; =x;) is estimated from a logistic regression

is replaced by
model.

Covariate adaptive multiple testing
The covariate adaptive multiple testing (CAMT) procedure introduced by Zhang e
Chen (2020) is also based on the mixture model (Eq. (2)) with mixing proportions
dependent on the covariate. However, this procedure relies on the local version of the
FDR, the local false discovery rate (Ifdr), introduced by Efron et al. (2001). The lfdr is
defined as the posterior probability that a hypothesis is null given a specific pvalue:
Ifdr (p;) = Pr(H =0|P = p;) = 48,

From this definition, the FDR can be derived by the relationship FDR =E(Ilfdr|P €I")
where [ is a rejection region for the pvalues (Efron et al., 2001; Dalmasso, Bar-Hen &

Broét, 2007). In addition, the optimal decision rule can be written Ifdr(p;) <t < % >
(A—1)7o(xi)
t(1—=mo(x;)) "
The principle of CAMT is to replace the ratio i in the optimal decision rule by a
fo

surrogate function h;(p) = (1 — ki)p;k". Then, the parameters 77y(x;) and k; are estimated
from an EM algorithm in order to find the optimal threshold ¢ that allows the FDR to be
controlled at the desired level.

Independent Hypothesis Weighting

The Independent Hypothesis Weighting procedure (IHW) was introduced by Ignatiadis
et al. (2016). Here, the objective is to find optimal weights that maximize overall power.
The basic idea is to divide hypotheses into G groups according to the ordered values of the
covariate. Then, positive weights are assigned to each group g in order to maximize the
number of rejections.

To avoid overfitting, the authors introduced a hypothesis splitting approach which
consists in randomly splitting the # hypotheses into k folds independently of the pvalues
and covariates. For each fold, an optimization problem is applied to the hypotheses of the
k — 1 remaining folds in order to derive weights @, (¢ =1,...,G) that maximize the overall
power. Then, hypotheses of the held out fold lying in the group g are assigned weight @,.

To make the optimization problem convex, the authors proposed using the Grenander
estimator instead of the empirical cumulative distribution function. In addition, to
solve the optimization problem, they added a regularization parameter A such that
Zg=2||wg —wg_1ll <A where A > 0. This regularization parameter allows for weights
of successive groups to be relatively similar.

Finally, once the weights are estimated, a standard wBH procedure is applied with the
resulting weights vector.
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wBHa procedure

In a context of GWAS where rare variants have strong genetic effects, it has been shown
that using a weighted-Holm procedure with weights depending on MAF can substantially
improve the power to detect associations (Dalmasso, Génin ¢ Trégouet, 2008). Here, we
extend this approach to the control of the FDR in order to prioritize the detection of rare
variants while optimizing the overall detection power. The principle of our method, called
wBHa, is to define weights as an explicit function of the covariate by:

1

w(x;,a) = X — (3)

m
S
j=1 %

In the following, we set x; = MAF; to prioritize the detection of rare variants, but
as mentioned before, other covariates can be considered, the proposed function being
particularly adapted to any continuous informative covariate. Thus, our procedure is
similar to the classical weighted BH procedure with weights prioritizing the detection of
variants with low MAF. However, the introduction of the free parameter a makes it possible
to optimize weights flexibly in order to improve the overall power.

In practice, the naive algorithm to obtain the optimal a consists in choosing the value
leading to the maximum number of rejection R for a grid of values. In the event of tied
values (i.e., if different a values lead to the same number of rejections), the optimal a is set
to the largest value of the longest interval defined by consecutive a values leading to the
largest number of rejections. The steps leading to the optimal a are presented in Algorithm
1. Once the optimal a is obtained, wBH procedure is applied with the corresponding
weights.

To avoid overfitting, we consider a bagging approach (Breiman, 1996; Gonzilez et al.,
2020): K datasets are generated by sampling % p-values with replacement within the m
tested hypotheses. For each dataset, the naive algorithm is applied leading to a set of K
values: a1, ...,ax. Finally, the optimal a value is obtained by calculating the average value
of all a;. values.

By choosing % for bagging sample sizes, it becomes possible to speed up the algorithm
and to increase diversity for further differentiation of the samples of the hypothesis set. In
addition, while standard bagging generates bootstrap samples of equal size as the original
dataset, optimal results are often obtained with sampling ratios smaller than the standard
choice (Martinez-Muifioz ¢ Sudrez, 2010).

To sum up, our wBHa procedure not only enables the incorporation of external
information to improve the detection power of rare variants but also makes it possible to
search for optimal weights by maximizing the overall power for a class of weights defined
as a function of a free parameter a.
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In the next section, we describe the simulation study we performed to evaluate the
different procedures in a context of GWAS.

Algorithm 1: a Optimization Algorithm

Input: A m-tuple of p-values P = (p1,...,pn) and covariates X = (xi,...,%;), a
nominal level & € (0, 1) for the FDR and a number of folds K = 100.

Output: Optimal a

fork;=1,...,K do

Sampling with remplacement of ¥ hypotheses;

fora=0,0.1,0.2,...,10 do

Application of wBH procedure at level o with w(x;,a) = =% L

X
>t P

X

]

Computation and saving of the numbers of rejections R;
end
Saving the values a leading to the maximum of R in an ordered L-tuple (L > 1)
A=(ay,...,ar);
if L > 1 then
Computation of the successive differences in A ;
Definition of interval bounds from differences larger to the step 0.1 ;
Clustering of the L values of A within the v intervals thus defined ;
if v=1then
‘ Saving the maximum value of the vector A ;
else
Computation of the length of each interval ;
if one of the intervals is longer than the others then
‘ Saving the maximum value in the longest interval ;
else
‘ Saving the maximum value in the interval closest to 1 ;

end

end

end

end
Optimal a obtained by calculating the average of the K values ;

SIMULATION STUDY

To compare and evaluate the performance of the different procedures in a GWAS context,
we performed a simulation study.

Fully simulated datasets
Genotypes

Note G the genotype matrix with # lines corresponding to individuals (set to 2000) and
m columns corresponding to SNPs (m € {8000, 14000,20000}). To code the genotype
matrix, we considered an additive genetic model with 0 for a homozygous genotype for the
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reference allele, 1 for a heterozygous genotype, and 2 for a homozygous genotype for the
alternative allele. Thus, G is a matrix of size n x m where Gj; € {0, 1,2}.

To mimic the linkage disequilibrium (LD) structure, we considered a model adapted
from the work of Wi et al. (2009). The full genotype of each individual was generated
from an m-dimensional multivariate normal distribution: G ~ N, (0, ). The correlation
matrix X is block-diagonal with blocks of size B= 10 and within each block, all variables
are equicorrelated at level p. The different values considered for p are: 0, 0.10, 0.20, 0.35,
0.5 and 0.75.

To obtain the genotypes, these continuous variables were discretized following the
Hardy Weinberg equation: p> +g* 4+ 2pq = 1 where, for each SNP, p is the frequency of one
of the two possible alleles and g=1—p.

From here, we arbitrarily set p as the MAF, so that p < q. The MAF of the m( non-causal
variants were generated from a uniform distribution between 0.01 and 0.5 (U[0.01,0.5]).
The m; causal variants were divided into four distinct subsets in which the MAF were
generated from the following distributions:

e Group 1 (Rare SNPs): U[0.01,0.05]

e Group 2 (Medium-Rare SNPs): U[0.05,0.15]
e Group 3 (Medium SNPs): U[0.15,0.25]

e Group 4 (Common SNPs): U[0.30,0.40]

The number of SNPs in each subgroup of causal variants was obtained by the Euclidean
division quotient of m; by 4 with m; € {5,10, 15,20, 25,50, 100, 150}. The remainder of this
division was added to group 4. The effect size simulation is described in the next section.

In the end, we set for each SNP:

o Gj=2if G:-'} <qp2,N(0,1)>
[ ] Gl] =1 ifqu < G;; < q(lfp)z,N(O,l)’
° Gl] =0 ifQ(l—p)Z,N(O,l) < G;;,

where g n(0.1) is the quantile function of the standard normal distribution.

Phenotypes

Let Y = (y1,...,¥s) be the studied phenotype. In our simulation setting, we considered
quantitative and binary variables corresponding to studies for quantitative trait and
case-control design, respectively.

Quantitative trait design. The values of the quantitative trait were generated from a linear
regression model. Thus, for each individual i:

Yi:ZGij,Bj+eiforj:(l,...,m) (4)

j=1

where the residuals €; were generated from a normal distribution N'(0,02). To calibrate

2

the strength of the association, o * was set as a function of the coefficient of determination
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Table 2 Values of effect sizes ( ) of SNPs for quantitative and binary traits into three scenarios.

Non causal Rare causal Medium-Rare Medium causal Common causal
SNP SNP causal SNP SNP SNP
Scenario 1 0 4 3 2 1
Quantitative Trait Scenario 2 0 1 2 3 4
Scenario 3 0 2 2 2 2
Scenario 1 0 log(2.2) log(1.8) log(1.5) log(1.3)
Binary Trait Scenario 2 0 log(1.3) log(1.5) log(1.8) log(2.2)
Scenario 3 0 log(1.5) log(1.5) log(1.5) log(1.5)

R? as in Stanislas, Dalmasso ¢& Ambroise (2017):

2= (R=DYAG; ~Yi)’
! R2(2—n)

(5)
We set R? values to 0.2.

Case-control design. For the case-control design, phenotypes were generated from a logistic
regression model. Thus, for each individual i:
eﬂ0+GUﬂ]

T ofrGi ot =,m) o

where B is the intercept corresponding to the expected mean value of Y when all G=0.
We set Sy so as to obtain balanced proportions of cases and controls in the samples.

Effect size. For both settings (quantitative and binary), the coefficients g; correspond to
the effect size of SNP j on the phenotype. For non-causal markers, we set 8; = 0. For causal
variants, we considered three different scenarios (as described in Table 2). The reference
scenario (scenario 1) represents the motivating context in which rare causal variants have
a greater effect than common variants. For a fair evaluation of the different methods, we
also considered two other scenarios: scenario 2 in which common variants have a greater
effect than less frequent variants, and scenario 3 in which all g; are equal.

Larger numbers of tested hypotheses

To evaluate the different procedures with more realistic numbers of hypotheses in GWAS,
we also simulated datasets with larger m and m; values (m € {100000,200000,500000} and
my € {100, 150,250}) with R?> =0.5. However, due to excessive computational time for
generating the data, we only considered the independent case with quantitative traits.

Simulation based on real dataset
To mimic a more realistic correlation structure, we also simulated data based on a real
dataset from a study on HIV infection (Dalmasso et al., 2008). In this study, 307,851 SNPs
measured for 605 individuals were analyzed in order to identify new genetic variants
associated with plasma HIV-RNA and cellular HIV-DNA levels.

For the reasons of computation time mentioned above, we restricted our simulation to
the genotype matrix corresponding to chromosome 6, which has been widely reported in
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the literature. All SNPs with more than 10 missing values were removed and the remaining
missing values were imputed using the k-nearest neighbors method with k =1 and the
Euclidean distance.

From the imputed genotype matrix, MAF were calculated and SNPs were divided into
four groups according to their MAF values: the first corresponding to the 558 SNPs with
MAF between 0.01 and 0.05, the second corresponding to the 4,909 SNPs with MAF
between 0.05 and 0.15, the third corresponding to the 6,674 SNP with MAF between 0.15
and 0.30 and the fourth corresponding to the 7,840 SNPs with MAF larger than 0.30.

Causal variants were randomly drawn in each group in the same proportions as for the
fully simulated datasets. To set their 8 values (effect sizes), we first estimated the regression
coefficient of all significant SNPs when applying the wBH method to the original dataset at
level @ = 0.05. Then, we considered the absolute values of the four quartiles of the empirical
distribution of these estimated coefficients to define the effect size of causal variants in
each of the four groups. As for the fully simulated datasets, we considered scenario 1 in
which rare causal variants have a greater effect than common variants, scenario 2 in which
common variants have a greater effect than less frequent variants, and scenario 3 in which
all effects are equally distributed among the four groups. Finally, the phenotypes were
generated from a linear regression model with R? =0.8.

Covariates and package versions

Once the phenotypes and genotypes were generated, we applied the multiple testing
procedures described in the previous section at a nominal FDR level of 5%. For each
configuration, we simulated 500 datasets.

Weights and covariates
In this work, we sought to prioritize the detection of rare variants having strong genetic
effects in GWAS. Thus, for wBH, we set the weights analogously to wBHa by considering

w; = % X % (with x; being the MAF). For the other weighting procedures, the MAF
=1y

was used as the informative covariate.

However, as previously mentioned, other informative covariates may be considered.
For example, we illustrate the use of the proposed method to prioritize common variants
by replacing MAF by 1/MAF for all methods (except for CAMT for which we used
log(1/MAF) to avoid computational problems in the EM-algorithm due to large values of
the covariate). In addition, to evaluate whether the proposed method is robust when the
covariate is completely uninformative, we applied all procedures with a covariate drawn
from a uniform distribution between 0 and 1 (U[0, 1]).

Package versions
Packages, their versions, and functions used for all analyses are displayed in Table 3.

Evaluation criteria
Overall power

To evaluate the ability of the procedures to detect true associations, for each configuration,

we estimated the average power E(E> by the empirical mean (and its corresponding
my
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Table 3 Procedures compared.

Procedure R package Function Version Reference

BH stats p-adjust 4.2.1 Benjamini & Hochberg (1995)
qvalue qvalue qvalue 2.28.0 Storey & Tibshirani (2003)
FDRreg FDRreg FDRreg 0.2.1 Scott et al. (2015)

swidr swfdr Im_qvalue 1.22.0 Boca & Leek (2018)

IHW ihw ihw 1.24.0 Ignatiadis et al. (2016)
CAMT CAMT camt.fdr 1.1 Zhang & Chen (2020)

standard error) of the numbers of true discoveries over the 500 simulated datasets divided
by mi.

However, for correlated statistics, the definitions of true and false positives are ambiguous
since one single genetic marker influencing the phenotype may lead to multiple significant
results for correlated markers (Benjamini, Krieger ¢ Yekutieli, 2006; Siegmund, Yakir &
Zhang, 2011; Brzyski et al., 2017). To handle this problem, we estimated the power (and the
FDR) in correlated datasets by considering clusters of correlated SNPs as units of interest.
The clusters were defined according to an estimated correlation coefficient threshold of
0.8.

Power in subgroups

To evaluate the performance of the methods specifically in the subgroup of rare variants,
we also estimated the average power in each subgroup E(;—E) ,g =(1,2,3,4) (where

¢ =1 corresponds to the subgroup of rare causal variants) by the empirical mean (and its
corresponding standard error) of the numbers of true discoveries over the 500 simulated
datasets divided by the number of causal variants contained in each subgroup.

FDR control

To assess the FDR control of each procedure, we estimated the FDR by the empirical mean
(and its corresponding standard error) of the observed false discovery proportion over the
500 simulated datasets.

RESULTS

Simulation results
Overall power

Figure 1 shows the overall power for scenario 1 (reference scenario) with independent
markers. Results for scenarios 2 and 3 and for correlated markers are available in
supplementary materials. As expected, for all procedures, the overall power tends to
decrease with the total number of tested hypotheses m. It also decreases with m;, since the
global effect is distributed among a larger number of SNPs, making the individual effect
of each causal variant more difficult to identify. In addition, for correlated datasets, the
power tends to increase with p in all configurations.

In scenario 1 with independent markers, for small and intermediate values of m
(m; <25 and m; <50 for quantitative and binary phenotypes, respectively), wBHa and
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Figure 1 Overall power comparison in scenario 1, with independent markers (p = 0), for different m
and m; values. Panels A and B display results for quantitative and binary traits, respectively. Vertical bars
illustrate standard errors.

Full-size & DOL: 10.7717/peerj.15369/fig-1

wBH tend to be the most powerful procedures, although for the smallest 71, values in the
quantitative case (m; < 15), BH, qvalue and swfdr are slightly more powerful (Fig. 1). For
larger values of m;, CAMT is the most powerful procedure for quantitative phenotypes
(for m; > 50) but the least powerful for binary traits (for #; > 100), the most powerful
being IHW. Conversely, FDRreg has good overall power for binary phenotypes but is the
least powerful procedure for quantitative phenotypes. Note that while wBHa is not always
the most powerful procedure, it has quite good overall power in all configurations in
comparison to the other procedures.

In scenarios 2 and 3 with independent markers, for small and intermediate values of m,
(m; <50), wBHa, wBH, BH, qvalue and swfdr tend to be the most powerful procedures
with similar results (except for binary phenotypes in scenario 3 where BH, qvalue and
swfdr are more powerful for m; <50) (Figs. S1 and S2). For larger m,; values (m; > 100),
IHW tends to be the most powerful procedure. As in scenario 1, CAMT performs well with
quantitative phenotypes but is the least powerful procedure for binary phenotypes.

For correlated markers (Figs. S3, S4 and S5), wBHa is among the most powerful
procedures when the value of m1; is intermediate (in scenario 1) or small (in scenarios 2
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Figure 2 Overall power comparison in scenario 1, with simulations based on real data, for different m,
values. Vertical bars illustrate standard errors.
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and 3). Note that in scenario 1 with binary traits, wBHa tends to be the most powerful
procedure in all configurations (Fig. S3).

The results obtained with simulations based on a real dataset are similar to those obtained
with fully simulated data (Fig. 2 and Figs. S6 and S7). In all scenarios, for intermediate and
small values of m; (m; <25), wBHa and wBH tend to be the most powerful procedures
while CAMT and IHW are more powerful for large values of m; (m; > 100).

Power in subgroups

Figure 3 shows the power of the different procedures to detect associations in the subgroup
of rare variants for scenario 1 (reference scenario) with independent markers. Results for
scenarios 2 and 3 and for correlated markers are available in supplementary materials. As
for the overall power, the power in the subgroup of rare variants tends to decrease with
the total number of tested hypotheses m and with the number of causal SNPs #1; for each
configuration. In addition, for correlated markers, the power tends to increase with the p
value in all configurations.

In scenario 1 with independent markers (Fig. 3), the wBH procedure, which is designed
particularly for this context, is the most powerful procedure in almost all settings. However,
our procedure wBHa shows quite large power compared to the other procedures. For large
values of m (m; > 50), CAMT tends to be the most powerful procedure for quantitative
phenotypes, but it is the least powerful one for binary phenotypes. Conversely, FDRreg
performs well for binary phenotypes but it is the least powerful for quantitative phenotypes.

Interestingly, in intermediate scenarios (scenarios 2 and 3), our procedure and wBH
tend to be the most powerful in the subgroup of rare variants for all configurations (Figs.
S8 and S9). However, as expected, the powers of all procedures for detecting associations of
rare variants are low in scenario 2, where the smallest effects are attributed to rare variants.

In the correlation case, for all scenarios we obtained results similar to those obtained in
the independent case (Figs. S10, S11 and S12). Thus, wBHa and wBH tend to be the most
powerful procedures in the subgroup of rare variants for all settings, except for m; > 50 for
quantitative traits in scenario 1.

Obry et al. (2023), PeerdJ, DOI 10.7717/peerj.15369 14/28


https://peerj.com
https://doi.org/10.7717/peerj.15369/fig-2
http://dx.doi.org/10.7717/peerj.15369#supp-1
http://dx.doi.org/10.7717/peerj.15369#supp-1
http://dx.doi.org/10.7717/peerj.15369#supp-1
http://dx.doi.org/10.7717/peerj.15369#supp-1
http://dx.doi.org/10.7717/peerj.15369#supp-1
http://dx.doi.org/10.7717/peerj.15369#supp-1
http://dx.doi.org/10.7717/peerj.15369#supp-1
http://dx.doi.org/10.7717/peerj.15369#supp-1
http://dx.doi.org/10.7717/peerj.15369#supp-1
http://dx.doi.org/10.7717/peerj.15369

Peer

A
ml: 5 mil: 10 ml: 15 mil: 20
100- 96~
— 1 85-
90- ;:;—’iﬁ 04~ 65-
98- 92- 80- 60-
97- 90- 75- 55- L\i
— 96- 88- -
g ! | = . L 70- ; : 0 . :
el 8000 14000 20000 8000 14000 20000 8000 14000 20000 8000 14000 20000
9]
g ml: 25 m1: 50 m1: 100 ml: 150
o 0.75-
0.50- %
025- & E—
| ) ; " " . 0.0- . ; . 0.00-, - "
8000 14000 20000 8000 14000 20000 8000 14000 20000 8000 14000 20000
B
mi: 5 m1: 10 mil: 15 ml: 20
50~ 40-
40- 40- 401
N o f\}\{ 30- —
30- —
20- 20- 20- 20-
S
T 8000 14000 20000 8000 14000 20000 8000 14000 20000 8000 14000 20000
)
= ml: 25 m1: 50 m1: 100 ml: 150
&£ 40- 12.5-
24- . 6-
30- \\. 20- \i\' 10.0-
4-
16- 75- = B
. s v 8- . . . . s . s s
8000 14000 20000 8000 14000 20000 8000 14000 20000 8000 14000 20000
BH — FDRre value wBH
Procedure 9 q

-~ CAMT — IHW = swfdr -+ wBHa

Figure 3 Power comparison in subgroup of rare variants in scenario 1 with independent markers ( p =
0), for different m and m, values. Panels A and B display results for quantitative and binary traits, respec-

tively. Vertical bars illustrate standard errors.
Full-size Gl DOI: 10.7717/peerj.15369/fig-3

m1: 20 m1: 25 m1: 50 m1: 100 m1: 150
100 - 12 08
60 E= 0.20
75 __ S T S 9 0.6 L L
R L __ 015
S 40
5 50 6 0.4
H ==
o
P 20 — I
5 I i O.ZI Ii oosL
0 0 0.0 Mlimm -
ES93855f B335 f BLPIISEf BLSII0Ef  BLBII0E:
Scr=¢82zQ Sr=g8zzQ Sr=8zzQ Sr=¢8zzQ Sr=¢8zzQ
OE =S H OE =S H OE & H OE & H OE & 2

Figure 4 Power comparison in subgroup of rare variants in scenario 1, with simulations based on real

data, for different m, values. Vertical bars illustrate standard errors.
Full-size & DOI: 10.7717/peerj.15369/fig-4

When considering simulations based on a real dataset (Fig. 4 and Figs. S13 and S14),
wBHa is among the most powerful procedures in all settings, the most powerful being
wBH.
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FDR control

Figure 5 displays the estimated FDR for all procedures in scenario 1 with independent
markers. These results indicate a good control of the FDR for all procedures in all settings
(except for FDRreg with binary phenotypes). Indeed, for all procedures except FDRreg,
the estimated FDR is lower than 0.05 or slightly larger than this threshold. This can be
explained by the fact that in our simulated settings, the numbers of rejections tend to
be small, leading to a quite large variability of the false discovery proportion. Thus, even
with the BH procedure (for which the FDR control has been theoretically proven for
independent tests), the estimated FDR is slightly larger than the threshold 0.05 in some
settings. Similar results were obtained for scenarios 2 and 3 (Figs. S15 and S16).

In the case with correlations between variants (Fig. 6), the estimated FDR increases
with p in all configurations. Similar results were obtained in scenarios 2 and 3 (Figs.
S17 and S18). In addition, the estimated FDR obtained with simulations based on a real
dataset (Figs. 519, 520 and S21) tend to be large for all procedures. These results illustrate
the difficulty to define and to control the FDR when tested hypotheses are correlated.
Nevertheless, as the estimated FDR are similar from one procedure to another, the power

comparisons remain relevant.
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Larger numbers of tested hypotheses

When considering larger values of m and m, for quantitative phenotypes, wBHa belongs
to the three most powerful procedures in scenario 1 while maintaining good overall power
in scenarios 2 and 3 (Fig. S22). wBHa is also one of the three most powerful procedures
in the subgroup of rare variants in scenario 1, while in scenarios 2 and 3, CAMT, IHW
and swfdr tend to be slightly more powerful, particularly for large values of m; (Fig. 523).
Figure 524 indicates a quite good control of the FDR for all procedures.

Other covariate
When MAF is replaced by 1/MAF to prioritize common variants, wBHa is one of the most
powerful procedures for detecting common variants in all scenarios (Figs. 525, 526 and
527) while maintaining an overall power similar to that of the unweighted procedure BH
(Figs. 528, 529 and S30). The FDR is controlled by all procedures except FDRreg for binary
phenotypes (Figs. S31, S32 and S33). Note that the use of log(1/MAF) in CAMT makes
it possible to avoid computational problems but leads to very similar results in the cases
where CAMT worked with 1/MAF (data not shown).

When using an uninformative covariate, the different procedures remain valid since the
FDR is controlled at the desired level (Figs. S34, S35 and S36). All weighted procedures
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tend to have a lower overall power than the unweighted BH procedure, although wBHa is
the one with the smallest loss (Figs. S37, S38 and S39).

Real dataset analysis

To illustrate the results obtained with the simulated data, we applied the different
procedures on a publicly available dataset from the study conducted by (Liu et al., 2017).
One of the objectives of that study was to identify new potential genetic variants that
influence Crohn’s disease. The genotypes of 659,636 SNPs for 98 individuals together with
the Paneth cell phenotype are available in the Gene Expression Omnibus (GEO) database
(GSE90102).

For our analysis, we only considered autosomal chromosomes. Therefore, standard
quality controls were applied: we removed all SNPs with a call rate of less than 95%,
all SNPs with a significant deviation from the Hardy-Weinberg equilibrium (pvalue less
than 107°), and all SNPs with a MAF less than 0.01. The MAF distribution of all SNPs is
presented in Fig. 540. After applying these filters, 607,720 SNPs were analyzed for GWAS.
To test the association between the genotypes and the percentage of abnormal Paneth cells
(quantitative phenotype), we used a classical linear regression model. Then the different
weighted multiple testing procedures were applied.

Figure 7 shows the total number of rejections for each procedure for different categories
of MAF. While CAMT and IHW, which tend to be the most powerful procedures in our
simulation study for quantitative phenotypes, led to the largest total numbers of rejected
null hypotheses (R =111 and R = 109, respectively), wBHa identified 106 significant results
while the procedures leading to the smallest number of rejections were BH, qvalue and
swfdr, which identified the same 43 markers. In addition, wBHa produced the largest
number of rejections for SNPs with a MAF lower than 0.02.

Note that while wBHa is not the most powerful procedure, it identified six specific SNPs
(Fig. 8) that could not be selected by the other procedures. Interestingly, two of these
SNPs, 153772479 and 152270569, are located in the FHIT and KIF9 genes, respectively,
which have been reported to play an important role in inflammatory bowel disease (IBD)
(Crohn’s disease being a type of IBD) (Skopelitou et al., 2003; Xu ¢» Qiao, 2006; Wierzbicki
et al., 2009; Wang et al., 2018).

DISCUSSION

In this study, we evaluated recent weighted multiple testing procedures in the context
of genome-wide association studies. We also introduced a new procedure called wBHa
that aims to prioritize the detection of genetic markers with a low MAF while letting the
procedure adapt a weighting function in order to maximize the overall power.

For independent datasets, wBHa performed well in the simulation study compared to
the other procedures with a quite good overall power in all simulated configurations. As
noted by Korthauer et al. (2019), we found that IHW and CAMT perform better when
the proportion of non-null hypotheses increases. However, the proportion of non-null
hypotheses is hard to estimate and using these two procedures in a context where only few
markers are associated to the phenotype may lead to a reduction in overall power. The
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fact that wBHa tends to be the most powerful procedure for smaller proportions of causal
variants in scenarios 2 and 3 than in scenario 1 can be explained by the increasing difficulty
to detect causal variants when their effect size is smaller.

When considering the power to detect associations within the subgroup of rare variants,
the non-optimal wBH procedure is the most powerful in all scenarios. However, wBHa is
not only powerful in the subgroup of rare variants but also has good overall power. These
results demonstrate the value of the optimization parameter a in the wBHa procedure.

Concerning FDR control, most procedures seem to correctly control the error criterion
for independent datasets, although in some cases, the estimated FDR for all procedures
(including BH) is slightly larger than the threshold. This can be explained by the small
number of rejections, which leads to a large variability of the false discovery proportion.
However, FDRreg does not appear to control the FDR in the case-control design, which is
consistent with similar results obtained by Boca ¢ Leek (2018); Korthauer et al. (2019) and
Zhang & Chen (2020) for some configurations.

For correlated datasets (fully simulated or based on a real dataset), we obtained similar
results in terms of power. Thus, wBHa showed good performance compared to the other
procedures. As expected, a loss of FDR control is observed with all procedures when
the correlations increase, and the difficulty of defining true and false positives remains
a challenge. However, in practice, the influence of correlations on FDR control may be
limited by using methods such as LD pruning (Purcell et al., 2007).
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Figure 8 Venn diagram of selected SNPs for all procedures.
Full-size Gal DOI: 10.7717/peerj.15369/fig-8

To sum up, although wBHa is not the most powerful in all configurations, it showed
good performance compared to other procedures in all configurations, not only in terms
of overall power but also regarding the power to detect associations in the subgroup of rare
variants. In particular, in scenarios 2 and 3 for which rare variants have moderate or low
effect sizes, wBHa proved to be powerful in the subgroup of rare SNPs, thereby testifying
to its value. Thus, wBHa allows the detection of rare variants while having overall power
similar to that of that of other procedures, whatever the size effect of rare variants.

To illustrate the results obtained with simulated data, we applied the different procedures
to a real public dataset on Crohn’s disease. The results were consistent with those obtained
with simulated data. The weighted procedures had good performance in terms of power,
particularly for procedures based on informative covariates. Moreover, wBHa identified
six specific rare variants that could not be selected by the other procedures. Among them,
two markers are located in genes FHIT and KIF9, which have been reported to be involved
in IBD, suggesting that they could be true associations. These results underline the value
of wBHa in real data applications.

In conclusion, adaptive weighted multiple testing procedures based on informative
covariates show great promise in the context of genome-wide association studies. Our new
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procedure wBHa, which showed good performance in all settings, appears to be a good
choice for prioritizing rare variants without loss of overall power.

AVAILABILITY

The wBHa procedure is implemented in the R package wBHa which is available at
https:/Jgithub.com/obryludivine/vBHa. A second GitHub repository is also available
at https:/github.com/obryludivine/vBHa_simulation. It contains the programs used to
create the simulated datasets and allows our results to be reproduced. These projects
have been archived on Zenodo on https:/zenodo.orgbadge/atestdoi/409590338 and
https:/zenodo.orgbadgelatestdoi/402729574 respectively.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

This work was supported by the doctorate program of the University of Paris Saclay,
France. The funders had no role in study design, data collection and analysis, decision to
publish, or preparation of the manuscript.

Competing Interests
The authors declare there are no competing interests.

Author Contributions

e Ludivine Obry conceived and designed the experiments, performed the experiments,
analyzed the data, prepared figures and/or tables, authored or reviewed drafts of the
article, and approved the final draft.

e Cyril Dalmasso conceived and designed the experiments, authored or reviewed drafts of
the article, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The wBHa procedure is implemented in the R package wBHa which is available at
GitHub:

- Available at https:/github.com/obryludivine/wBHa.

- Available at https:/github.com/obryludivinemwBHa_simulation. This contains the
programs used to create the simulated datasets and allows our results to be reproduced.

These projects are available at Zenodo:

- Ludivine Obry. (2023). obryludivine/wBHa: v0.0.0.9 (v0.0.0.9). Zenodo. Available at
https:/doi.org/10.5281/enodo.7702448

- Ludivine Obry. (2023). obryludivine/wBHa_simulation: v0.0.0.9 (v0.0.0.9). Zenodo.
Available at https:/doi.org/10.5281/zenodo.7702457.

Supplemental Information
Supplemental information for this article can be found online at http:/dx.doi.org/10.7717/
peerj.15369#supplemental-information.

Obry et al. (2023), PeerdJ, DOI 10.7717/peerj.15369 21/28


https://peerj.com
https://github.com/obryludivine/wBHa
https://github.com/obryludivine/wBHa_simulation
https://zenodo.org/badge/latestdoi/409590338
https://zenodo.org/badge/latestdoi/402729574
https://github.com/obryludivine/wBHa
https://github.com/obryludivine/wBHa_simulation
https://doi.org/10.5281/zenodo.7702448
https://doi.org/10.5281/zenodo.7702457
http://dx.doi.org/10.7717/peerj.15369#supplemental-information
http://dx.doi.org/10.7717/peerj.15369#supplemental-information
http://dx.doi.org/10.7717/peerj.15369

Peer

REFERENCES

Auer PL, Lettre G. 2015. Rare variant association studies: considerations, challenges and
opportunities. Genome Medicine 7:16 DOI 10.1186/513073-015-0138-2.

Bandyopadhyay B, Chanda V, Wang Y. 2017. Finding the sources of missing heri-
tability within rare variants through simulation. Bioinformatics and Biology Insights
11:1177932217735096 DOI 10.1177/1177932217735096.

Benjamini Y, Hochberg Y. 1995. Controlling the false discovery rate: a practical and
powerful approach to multiple testing. Journal of the Royal Statistical Society: Series
B (Methodological) 57:289-300 DOI 10.1111/].2517-6161.1995.TB02031.X.

Benjamini Y, Hochberg Y. 1997. Multiple hypotheses testing with weights. Scandinavian
Journal of Statistics 24:407—418 DOI 10.1111/1467-9469.00072.

Benjamini Y, Krieger AM, Yekutieli D. 2006. Adaptive linear step-up procedures that
control the false discovery rate. Biometrika 93:491-507
DOI 10.1093/BIOMET/93.3.491.

Benjamini Y, Yekutieli D. 2001. The control of the false discovery rate in multiple testing
under dependency. The Annals of Statistics 29:1165—1188
DOI 10.1214/20s/1013699998.

Boca SM, Leek JT. 2018. A direct approach to estimating false discovery rates conditional
on covariates. Peer] 2018:¢6035 DOI 10.7717/PEER].6035/SUPP-1.

Bodmer W, Bonilla C. 2008. Common and rare variants in multifactorial susceptibility to
common diseases. Nature Genetics 40:695-701 DOI 10.1038/NG.F.136.

Breiman L. 1996. Bagging predictors. Machine Learning 24:123—140
DOI 10.1007/BF00058655.

Brzyski D, Peterson CB, Sobczyk P, Candés EJ, Bogdan M, Sabatti C. 2017. Controlling
the rate of GWAS false discoveries. Genetics 205:61-75
DOI 10.1534/GENETICS.116.193987.

Bush WS, Moore JH. 2012. Chapter 11: genome-wide association studies. PLOS Compu-
tational Biology 8:€1002822 DOT 10.1371/JOURNAL.PCBI.1002822.

Dalmasso C, Bar-Hen A, Broét P. 2007. A constrained polynomial regression pro-
cedure for estimating the local false discovery rate. BMC Bioinformatics 8:1-12
DOI10.1186/1471-2105-8-229/FIGURES/5.

Dalmasso C, Broét P, Moreau T. 2005. A simple procedure for estimating the false dis-
covery rate. Bioinformatics Original Paper 21:660—668
DOI 10.1093/bioinformatics/bti063.

Dalmasso C, Carpentier W, Meyer L, Rouzioux C, Goujard C, Chaix ML, Lambotte
O, Avettand-Fenoel V, Clerc SL, De Senneville LD, Deveau C, Boufassa F, Debré
P, Delfraissy JF, Broet P, Theodorou I. 2008. Distinct genetic loci control plasma
HIV-RNA and cellular HIV-DNA levels in HIV-1 infection: the ANRS genome wide
association 01 study. PLOS ONE 3:e3907 DOI 10.1371/JOURNAL.PONE.0003907.

Dalmasso C, Génin E, Trégouet DA. 2008. A weighted-holm procedure accounting
for allele frequencies in genomewide association studies. Genetics 180:697—702
DOI 10.1534/GENETICS.108.089839.

Obry et al. (2023), PeerdJ, DOI 10.7717/peerj.15369 22/28


https://peerj.com
http://dx.doi.org/10.1186/S13073-015-0138-2
http://dx.doi.org/10.1177/1177932217735096
http://dx.doi.org/10.1111/J.2517-6161.1995.TB02031.X
http://dx.doi.org/10.1111/1467-9469.00072
http://dx.doi.org/10.1093/BIOMET/93.3.491
http://dx.doi.org/10.1214/aos/1013699998
http://dx.doi.org/10.7717/PEERJ.6035/SUPP-1
http://dx.doi.org/10.1038/NG.F.136
http://dx.doi.org/10.1007/BF00058655
http://dx.doi.org/10.1534/GENETICS.116.193987
http://dx.doi.org/10.1371/JOURNAL.PCBI.1002822
http://dx.doi.org/10.1186/1471-2105-8-229/FIGURES/5
http://dx.doi.org/10.1093/bioinformatics/bti063
http://dx.doi.org/10.1371/JOURNAL.PONE.0003907
http://dx.doi.org/10.1534/GENETICS.108.089839
http://dx.doi.org/10.7717/peerj.15369

Peer

Dudbridge F, Gusnanto A. 2008. Estimation of significance thresholds for genomewide
association scans. Genetic Epidemiology 32:227-234 DOI 10.1002/GEP1.20297.

Duggal P, Gillanders EM, Holmes TN, Bailey-Wilson JE. 2008. Establishing an adjusted
p-value threshold to control the family-wide type 1 error in genome wide association
studies. BMC Genomics 9:516 DOI 10.1186/1471-2164-9-516.

Durand G. 2019. Adaptive p-value weighting with power optimality. Electronic Journal of
Statistics 13:3336-3385 DOI 10.1214/19-E]JS1578.

Efron B. 2007. Correlation and large-scale simultaneous significance testing. Journal of
the American Statistical Association 102(477):93—103
DOI10.1198/016214506000001211.

Efron B, Tibshirani R, Storey JD, Tusher V. 2001. Empirical bayes analysis of a mi-
croarray experiment. Journal of the American Statistical Association 96:1151-1160
DOI10.1198/016214501753382129.

Eichler EE, Flint J, Gibson G, Kong A, Leal SM, Moore JH, Nadeau JH. 2010. Missing
heritability and strategies for finding the underlying causes of complex disease.
Nature Reviews. Genetics 11:446—450 DOI 10.1038/NRG2809.

Farcomeni A. 2007. Some results on the control of the false discovery rate under
dependence. Scandinavian Journal of Statistics 34(2):275-297
DOI 10.1111/j.1467-9469.2006.00530.x.

Galwey NW. 2009. A new measure of the effective number of tests, a practical tool for
comparing families of non-independent significance tests. Genetic Epidemiology
33(7):559-568 DOI 10.1002/gepi.20408.

Gao X, Starmer J, Martin ER. 2008. A multiple testing correction method for genetic
association studies using correlated single nucleotide polymorphisms. Genetic
Epidemiology 32(4):361-369 DOI 10.1002/gepi.20310.

Genovese CR, Roeder K, Wasserman L. 2006. False discovery control with p-value
weighting. Biometrika 93:509-524 DOI 10.1093/biomet/93.3.509.

Gonzalez S, Garcia S, Ser JD, Rokach L, Herrera F. 2020. A practical tutorial on bagging
and boosting based ensembles for machine learning: algorithms, software tools,
performance study, practical perspectives and opportunities. Information Fusion
64:205-237 DOI 10.1016/j.inffus.2020.07.007.

Gui J, Tosteson TD, Borsuk M. 2012. Weighted multiple testing procedures for genomic
studies. BioData Mining 5:4 DOI 10.1186/1756-0381-5-4.

Holm S. 1979. A simple sequentially rejective multiple test procedure. Scandinavian
Journal of Statistics 6:65-70 DOI 10.2307/4615733.

Hu JX, Zhao H, Zhou HH. 2010. False discovery rate control with groups. Journal of the
American Statistical Association 105(491):1215-1227 DOI 10.1198/JASA.2010.TM09329.

Ignatiadis N, Klaus B, Zaugg JB, Huber W. 2016. Data-driven hypothesis weighting
increases detection power in genome-scale multiple testing. Nature Methods
13:577-580 DOI 10.1038/nmeth.3885.

Janssens ACJ], Moonesinghe R, Yang Q, Steyerberg EW, Duijn CMV, Khoury MJ.

2007. The impact of genotype frequencies on the clinical validity of genomic

Obry et al. (2023), PeerdJ, DOI 10.7717/peerj.15369 23/28


https://peerj.com
http://dx.doi.org/10.1002/GEPI.20297
http://dx.doi.org/10.1186/1471-2164-9-516
http://dx.doi.org/10.1214/19-EJS1578
http://dx.doi.org/10.1198/016214506000001211
http://dx.doi.org/10.1198/016214501753382129
http://dx.doi.org/10.1038/NRG2809
http://dx.doi.org/10.1111/j.1467-9469.2006.00530.x
http://dx.doi.org/10.1002/gepi.20408
http://dx.doi.org/10.1002/gepi.20310
http://dx.doi.org/10.1093/biomet/93.3.509
http://dx.doi.org/10.1016/j.inffus.2020.07.007
http://dx.doi.org/10.1186/1756-0381-5-4
http://dx.doi.org/10.2307/4615733
http://dx.doi.org/10.1198/JASA.2010.TM09329
http://dx.doi.org/10.1038/nmeth.3885
http://dx.doi.org/10.7717/peerj.15369

Peer

profiling for predicting common chronic diseases. Genetics in Medicine 9:528-535
DOI 10.1097/GIM.0B013E31812EECEO.

Korte A, Farlow A. 2013. The advantages and limitations of trait analysis with GWAS: a
review. Plant Methods 9:29 DOI 10.1186/1746-4811-9-29.

Korthauer K, Kimes PK, Duvallet C, Reyes A, Subramanian A, Teng M, Shukla C, Alm
EJ, Hicks SC. 2019. A practical guide to methods controlling false discoveries in
computational biology. Genome Biology 20(1):118
DOI10.1186/s13059-019-1716-1.

Lee S, Abecasis GR, Boehnke M, Lin X. 2014. Rare-variant association analysis: study
designs and statistical tests. American Journal of Human Genetics 95(1):5-23
DOI10.1016/J.AJHG.2014.06.009.

Lei L, Fithian W. 2018. AdaPT: an interactive procedure for multiple testing with side
information. Journal of the Royal Statistical Society: Series B (Statistical Methodology)
80:649—679 DOI 10.1111/RSSB.12274.

Li A, Barber RF. 2019. Multiple testing with the structure-adaptive Benjamini—-Hochberg
algorithm. Journal of the Royal Statistical Society: Series B (Statistical Methodology)
81:45-74 DOI 10.1111/RSSB.12298.

Li B, Leal SM. 2008. Methods for detecting associations with rare variants for common
diseases: application to analysis of sequence data. American Journal of Human
Genetics 83:311-321 DOI 10.1016/J.AJHG.2008.06.024.

Li M-X, Yeung JMY, Cherny SS, Sham PC. 2012. Evaluating the effective numbers of
independent tests and significant p-value thresholds in commercial genotyping
arrays and public imputation reference datasets. Human Genetics 131(5):747-756
DOI 10.1007/s00439-011-1118-2.

LiZ,LiX, Liu Y, Shen J, Chen H, Zhou H, Morrison AC, Boerwinkle E, Lin X. 2019.
Dynamic scan procedure for detecting rare-variant association regions in whole-
genome sequencing studies. American Journal of Human Genetics 104:802—814
DOI10.1016/J.AJHG.2019.03.002.

Liang K, Nettleton D. 2012. Adaptive and dynamic adaptive procedures for false
discovery rate control and estimation. Journal of the Royal Statistical Society: Series
B (Statistical Methodology) 74:163-182 DOI 10.1111/].1467-9868.2011.01001.X.

Liu TC, Naito T, Liu Z, Vandussen KL, Haritunians T, Li D, Endo K, Kawai Y, Nagasaki
M, Kinouchi Y, McGovern DP, Shimosegawa T, Kakuta Y, Stappenbeck TS. 2017.
LRRK?2 but not ATG16L1 is associated with Paneth cell defect in Japanese Crohn’s
disease patients. JCI Insight 2:¢91917 DOI 10.1172/JCL.INSIGHT.91917.

Madsen BE, Browning SR. 2009. A groupwise association test for rare mutations using a
weighted sum statistic. PLOS Genetics 5:e1000384
DOI 10.1371/JOURNAL.PGEN.1000384.

Maher B. 2008. Personal genomes: the case of the missing heritability. Nature 456:18-21
DOI 10.1038/456018A.

Manolio TA, Collins FS, Cox NJ, Goldstein DB, Hindorff LA, Hunter DJ, McCarthy MI,
Ramos EM, Cardon LR, Chakravarti A, Cho JH, Guttmacher AE, Kong A, Kruglyak
L, Mardis E, Rotimi CN, Slatkin M, Valle D, Whittemore AS, Boehnke M, Clark

Obry et al. (2023), PeerdJ, DOI 10.7717/peerj.15369 24/28


https://peerj.com
http://dx.doi.org/10.1097/GIM.0B013E31812EECE0
http://dx.doi.org/10.1186/1746-4811-9-29
http://dx.doi.org/10.1186/s13059-019-1716-1
http://dx.doi.org/10.1016/J.AJHG.2014.06.009
http://dx.doi.org/10.1111/RSSB.12274
http://dx.doi.org/10.1111/RSSB.12298
http://dx.doi.org/10.1016/J.AJHG.2008.06.024
http://dx.doi.org/10.1007/s00439-011-1118-2
http://dx.doi.org/10.1016/J.AJHG.2019.03.002
http://dx.doi.org/10.1111/J.1467-9868.2011.01001.X
http://dx.doi.org/10.1172/JCI.INSIGHT.91917
http://dx.doi.org/10.1371/JOURNAL.PGEN.1000384
http://dx.doi.org/10.1038/456018A
http://dx.doi.org/10.7717/peerj.15369

Peer/

AG, Eichler EE, Gibson G, Haines JL, MacKay TF, McCarroll SA, Visscher PM.
2009. Finding the missing heritability of complex diseases. Nature 461:747-753
DOI 10.1038/NATURE08494.

Marouli E, Graff M, Medina-Gomez C, Lo KS, Wood AR, Kjaer TR, Fine RS, Lu Y,
Schurmann C, Highland HM, Riieger S, Thorleifsson G, Justice AE, Lamparter
D, Stirrups KE, Turcot V, Young KL, Winkler TW, Esko T, Karaderi T, Locke
AF, Masca NG, Ng MC, Mudgal P, Rivas MA, Vedantam S, Mahajan A, Guo
X, Abecasis G, Aben KK, Adair LS, Alam DS, Albrecht E, Allin KH, Allison M,
Amouyel P, Appel EV, Arveiler D, Asselbergs FW, Auer PL, Balkau B, Banas B,
Bang LE, Benn M, Bergmann S, Bielak LF, Blither M, Boeing H, Boerwinkle E,
Boger CA, Bonnycastle LL, Bork-Jensen J, Bots ML, Bottinger EP, Bowden DW,
Brandslund I, Breen G, Brilliant MH, Broer L, Burt AA, Butterworth AS, Carey D],
Caulfield MJ, Chambers JC, Chasman DI, Chen YDI, Chowdhury R, Christensen
C, Chu AY, Cocca M, Collins FS, Cook JP, Corley J, Galbany JC, Cox A]J, Cuellar-
Partida G, Danesh J, Davies G, Bakker PID, Borst GJD, Denus SD, Groot MCD,
Mutsert RD, Deary IJ, Dedoussis G, Demerath EW, Hollander AID, Dennis JG,
Angelantonio ED, Drenos F, Du M, Dunning AM, Easton DF, Ebeling T, Edwards
TL, Ellinor PT, Elliott P, Evangelou E, Farmaki AE, Faul JD, Feitosa MF, Feng
S, Ferrannini E, Ferrario MM, Ferrieres ], Florez JC, Ford I, Fornage M, Franks
PW, Frikke-Schmidt R, Galesloot TE, Gan W, Gandin I, Gasparini P, Giedraitis
V, Giri A, Girotto G, Gordon SD, Gordon-Larsen P, Gorski M, Grarup N, Grove
ML, Gudnason V, Gustafsson S, Hansen T, Harris KM, Harris TB, Hattersley AT,
Hayward C, He L, Heid IM, Heikkili K, @yvind Helgeland , Hernesniemi J, Hewitt
AW, Hocking L], Hollensted M, Holmen OL, Hovingh GK, Howson JM, Hoyng
CB, Huang PL, Hveem K, Ikram MA, Ingelsson E, Jackson AU, Jansson JH, Jarvik
GP, Jensen GB, Jhun MA, Jia Y, Jiang X, Johansson S, Jergensen ME, Jorgensen T,
Jousilahti P, Jukema JW, Kahali B, Kahn RS, Kidhonen M, Kamstrup PR, Kanoni
S, Kaprio J, Karaleftheri M, Kardia SL, Karpe F, Kee F, Keeman R, Kiemeney
LA, Kitajima H, Kluivers KB, Kocher T, Komulainen P, Kontto J, Kooner JS,
Kooperberg C, Kovacs P, Kriebel J, Kuivaniemi H, Kiiry S, Kuusisto J, Bianca ML,
Laakso M, Lakka TA, Lange EM, Lange LA, Langefeld CD, Langenberg C, Larson
EB, Lee IT, Lehtimiki T, Lewis CE, Li H, Li J, Li-Gao R, Lin H, Lin LA, Lin X, Lind
L, Lindstrém J. 2017. Rare and low-frequency coding variants alter human adult
height. Nature 542:186-190 DOI 10.1038/NATURE21039.

Martinez-Muiioz G, Suarez A. 2010. Out-of-bag estimation of the optimal sample size in
bagging. Pattern Recognition 43:143—152 DOI 10.1016/j.patcog.2009.05.010.

Morgenthaler S, Thilly WG. 2007. A strategy to discover genes that carry multi-allelic or
mono-allelic risk for common diseases: a cohort allelic sums test (CAST). Mutation
Research 615:28-56 DOI 10.1016/].MRFMMM.2006.09.003.

Neuvial P. 2008. Asymptotic properties of false discovery rate controlling pro-
cedures under independence. Electronic Journal of Statistics 2:1065—-1110
DOI 10.1214/08-EJS207.

Obry et al. (2023), PeerdJ, DOI 10.7717/peerj.15369 25/28


https://peerj.com
http://dx.doi.org/10.1038/NATURE08494
http://dx.doi.org/10.1038/NATURE21039
http://dx.doi.org/10.1016/j.patcog.2009.05.010
http://dx.doi.org/10.1016/J.MRFMMM.2006.09.003
http://dx.doi.org/10.1214/08-EJS207
http://dx.doi.org/10.7717/peerj.15369

Peer

Newton MA. 2002. On a Nonparametric Recursive Estimator of the Mixing Distribution.
Sankhya: The Indian Journal of Statistics, Series A 64:306—322.

Otani T, Noma H, Nishino ], Matsui S. 2018. Re-assessment of multiple testing strategies
for more efficient genome-wide association studies. European Journal of Human
Genetics 26(7):1038-1048 DOT 10.1038/s41431-018-0125-3.

Owen AB. 2005. Variance of the Number of False Discoveries. Journal of the Royal
Statistical Society. Series B (Statistical Methodology) 67(3):411-426
DOI10.1111/5.1467-9868.2005.00509.x.

Panagiotou OA, Evangelou E, Ioannidis JP. 2010. Genome-wide significant associations
for variants with minor allele frequency of 5% or less—an overview: a HuGE review.
American Journal of Epidemiology 172:869-889 DOI 10.1093/AJE/KWQ234.

Pe’er I, Yelensky R, Altshuler D, Daly M]J. 2008. Estimation of the multiple testing
burden for genomewide association studies of nearly all common variants. Genetic
Epidemiology 32(4):381-385 DOI 10.1002/gepi.20303.

Purcell S, Neale B, Todd-Brown K, Thomas L, Ferreira MA, Bender D, Maller J, Sklar
P, Bakker PID, Daly M]J, Sham PC. 2007. PLINK: a tool set for whole-genome
association and population-based linkage analyses. American Journal of Human
Genetics 81(3):559-575 DOI 10.1086/519795.

Qiu X, Klebanov L, Yakovlev A. 2005. Correlation between gene expression levels
and limitations of the empirical bayes methodology for finding differentially
expressed genes. Statistical Applications in Genetics and Molecular Biology 4:34
DOI 10.2202/1544-6115.1157.

Riancho JA. 2012. Enfermedades complejas y andlisis genéticos por el método GWAS.
Ventajas y limitaciones. Reumatologia CliNica 8:56-57
DOI10.1016/J.REUMA.2011.07.005.

Roeder K, Bacanu SA, Wasserman L, Devlin B. 2006. Using linkage genome scans to
improve power of association in genome scans. American Journal of Human Genetics
78:243-252 DOI 10.1086/500026.

Roeder K, Devlin B, Wasserman L. 2007. Improving power in genome-wide as-
sociation studies: weights tip the scale. Genetic Epidemiology 31:741-747
DOI 10.1002/GEPIL.20237.

Roeder K, Wasserman L. 2009. Genome-wide significance levels and weighted hypoth-
esis testing. Statistical Science : A Review Journal of the Institute of Mathematical
Statistics 24(4):398-413 DOI 10.1214/09-STS289.

Roquain E, Wiel MVD. 2008. Optimal weighting for false discovery rate control.
Electronic Journal of Statistics 3:678-711 DOI 10.1214/09-E]S430.

Sabatti C, Service S, Freimer N. 2003. False discovery rate in linkage and asso-
ciation genome screens for complex disorders. Genetics 164(2):829-833
DOI 10.1093/genetics/164.2.829.

Sarkar SK. 2006. False discovery and false nondiscovery rates in single-step multiple
testing procedures. The Annals of Statistics 34(1):394-415
DOI 10.1214/009053605000000778.

Obry et al. (2023), PeerdJ, DOI 10.7717/peerj.15369 26/28


https://peerj.com
http://dx.doi.org/10.1038/s41431-018-0125-3
http://dx.doi.org/10.1111/j.1467-9868.2005.00509.x
http://dx.doi.org/10.1093/AJE/KWQ234
http://dx.doi.org/10.1002/gepi.20303
http://dx.doi.org/10.1086/519795
http://dx.doi.org/10.2202/1544-6115.1157
http://dx.doi.org/10.1016/J.REUMA.2011.07.005
http://dx.doi.org/10.1086/500026
http://dx.doi.org/10.1002/GEPI.20237
http://dx.doi.org/10.1214/09-STS289
http://dx.doi.org/10.1214/09-EJS430
http://dx.doi.org/10.1093/genetics/164.2.829
http://dx.doi.org/10.1214/009053605000000778
http://dx.doi.org/10.7717/peerj.15369

Peer

Scott JG, Kelly RC, Smith MA, Zhou P, Kass RE. 2015. False discovery rate regression:
an application to neural synchrony detection in primary visual cortex. Journal of the
American Statistical Association 110:459-471 DOI 10.1080/01621459.2014.990973.

Siegmund D, Yakir B, Zhang NR. 2011. Detecting simultaneous variant intervals in
aligned sequences. Annals of Applied Statistics 5:645-668 DOI 10.1214/10-A0AS400.

Skopelitou AS, Katsanos KH, Michail M, Mitselou A, Tsianos EV. 2003. Immuno-
histochemical expression of FHIT gene product in inflammatory bowel disease:
significance and correlation with clinicopathological data. European Journal of Gas-
troenterology & Hepatology 15:665-673 DOI 10.1097/00042737-200306000-00014.

Stanislas V, Dalmasso C, Ambroise C. 2017. Eigen-Epistasis for detecting gene-gene
interactions. BMC Bioinformatics 18:54 DOI 10.1186/s12859-017-1488-0.

Storey JD. 2002. A direct approach to false discovery rates. Journal of the Royal Statistical
Society: Series B (Statistical Methodology) 64:479—-498 DOI 10.1111/1467-9868.00346.

Storey JD, Tibshirani R. 2003. Statistical significance for genomewide studies.
Proceedings of the National Academy of Sciences of the United States of America
100:9440-9445 DOI 10.1073/PNAS.1530509100.

Tam V, Patel N, Turcotte M, Bossé Y, Paré G, Meyre D. 2019. Benefits and limita-
tions of genome-wide association studies. Nature Reviews Genetics 20:467—484
DOI 10.1038/541576-019-0127-1.

Wang S, Hou Y, Chen W, Wang J, Xie W, Zhang X, Zeng L. 2018. KIF9-AS1, LINC01272
and DIO30S IncRNAs as novel biomarkers for inflammatory bowel disease.
Molecular Medicine Reports 17:2195-2202 DOI 10.3892/MMR.2017.8118.

Wasserman L, Roeder K. 2006. Weighted hypothesis testing. Available at hitps://doi.org/
10.48550/arXiv.math/0604172.

Wierzbicki P, Adrych K, Kartanowicz D, Wypych J, Stanislawowski M, Zwolinska-
Wecislo M, Celinski K, Skrodzka D, Godlewski J, Korybalski B, Smoczynski
M, Kmiec Z. 2009. Overexpression of the fragile histidine triad (FHIT) gene in
inflammatory bowel disease. Journal of Physiology and Pharmacology 60 Suppl
4:57-62.

WuMC, Lee S, Cai T, Li Y, Boehnke M, Lin X. 2011. Rare-variant association testing
for sequencing data with the sequence kernel association test. American Journal of
Human Genetics 89:82—93 DOI 10.1016/]J.AJHG.2011.05.029.

Wu TT, Chen YF, Hastie T, Sobel E, Lange K. 2009. Genome-wide association analysis
by lasso penalized logistic regression. Bioinformatics (Oxford, England) 25:714-721
DOI 10.1093/BIOINFORMATICS/BTP041.

Xu C, Tachmazidou I, Walter K, Ciampi A, Zeggini E, Greenwood CM. 2014. Esti-
mating genome-wide significance for whole-genome sequencing studies. Genetic
Epidemiology 38:281-290 DOI 10.1002/GEPI.21797.

Xu CM, Qiao CH. 2006. Loss of fragile histidine triad protein expression in in-
flammatory bowel disease. World Journal of Gastroenterology 12:7355-7360
DOI 10.3748/WJG.V12.145.7355.

Obry et al. (2023), PeerdJ, DOI 10.7717/peerj.15369 27/28


https://peerj.com
http://dx.doi.org/10.1080/01621459.2014.990973
http://dx.doi.org/10.1214/10-AOAS400
http://dx.doi.org/10.1097/00042737-200306000-00014
http://dx.doi.org/10.1186/s12859-017-1488-0
http://dx.doi.org/10.1111/1467-9868.00346
http://dx.doi.org/10.1073/PNAS.1530509100
http://dx.doi.org/10.1038/S41576-019-0127-1
http://dx.doi.org/10.3892/MMR.2017.8118
https://doi.org/10.48550/arXiv.math/0604172
https://doi.org/10.48550/arXiv.math/0604172
http://dx.doi.org/10.1016/J.AJHG.2011.05.029
http://dx.doi.org/10.1093/BIOINFORMATICS/BTP041
http://dx.doi.org/10.1002/GEPI.21797
http://dx.doi.org/10.3748/WJG.V12.I45.7355
http://dx.doi.org/10.7717/peerj.15369

Peer

Zhang M]J, Xia F, Zou J. 2019. Fast and covariate-adaptive method amplifies detection
power in large-scale multiple hypothesis testing. Nature Communications 10:1-11
DOI10.1038/541467-019-11247-0.

Zhang X, Chen J. 2020. Covariate adaptive false discovery rate control with applications
to omics-wide multiple testing. Journal of the American Statistical Association
117:411-427 DOI10.1080/01621459.2020.1783273.

Zhao H, Fung WK. 2016. A powerful FDR control procedure for multiple hypotheses.
Computational Statistics & Data Analysis 98:60—70 DOI 10.1016/].CSDA.2015.12.013.

Zhao H, Zhang J. 2014. Weighted p-value procedures for controlling FDR of grouped
hypotheses. Journal of Statistical Planning and Inference 151-152:90—-106
DOI 10.1016/].JSP1.2014.04.004.

Zuk O, Schaffner SF, Samocha K, Do R, Hechter E, Kathiresan S, Daly MJ, Neale BM,
Sunyaev SR, Lander ES. 2014. Searching for missing heritability: designing rare vari-
ant association studies. Proceedings of the National Academy of Sciences of the United
States of America 111:455-464
DOI10.1073/PNAS.1322563111/-/DCSUPPLEMENTAL/SAPP.PDF.

Obry et al. (2023), PeerdJ, DOI 10.7717/peerj.15369 28/28


https://peerj.com
http://dx.doi.org/10.1038/s41467-019-11247-0
http://dx.doi.org/10.1080/01621459.2020.1783273
http://dx.doi.org/10.1016/J.CSDA.2015.12.013
http://dx.doi.org/10.1016/J.JSPI.2014.04.004
http://dx.doi.org/10.1073/PNAS.1322563111/-/DCSUPPLEMENTAL/SAPP.PDF
http://dx.doi.org/10.7717/peerj.15369

