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ABSTRACT Open data are gold mines because they can be used to create services that develop a smart
city while improving users’ living conditions. Several research works go in this direction, presenting open
data impact in the smart city for some, while others have focused on data processing methods. We have
therefore deemed it necessary to make a state of the art on these different issues. The particularity of our
study is that it shows the link between open data and smart city in all its aspects, describing what kind of
open data is suitable for the smart city, how it is important for its development, and how these open data are
processed to create services. Thus, in this article, we first present a review of existing surveys since 2015.
Then, we present different smart city dimensions based on open data as well as some applications, and we
detail how to process these data. We end with a list of open data sources as well as some challenges and
solutions related to smart city services.

INDEX TERMS Data mining, machine learning (ML), open data, smart city.

I. INTRODUCTION
A city is not only limited to physical urban spaces
(e.g., places, and buildings) but also extends to systems,
structures, networks, flows, and processes [1]. This is why
Ahlers [2] defines a smart city as a livable, participative, and
sustainable city. To develop such a city, open data produced
by the different actors of the urban ecosystem play a crucial
role [3], since their integration and valorization enable the
development of high socio-economic impact services. The
data are produced in a digital urban space that is composed
of physical spaces (infrastructures, buildings, etc.), social
spaces (government, population, organization, culture, etc.),
and cyber spaces (internet data, communication data, etc.) [4].
The data are accessible through three main ways: official data
portals (via the internet), big data initiatives (obtained explic-
itly or implicitly via crawling techniques), and the broader
open data community [5]. However, not all open data are
smart city-oriented. Prieto et al. [6] established 14 open data
categories in the smart city to avoid ambiguity.
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Innovative service development in a smart city first
requires sharing these data categories, and then process-
ing them efficiently using sophisticated data analytics tech-
niques, including data mining and ML techniques. In this
vein, in the literature, several studies have pointed out the
importance and necessity of promoting data sharing and anal-
ysis using data mining and ML techniques. Our survey aims
to combine all these aspects. So, our contribution is first,
to provide an overview of existing surveys in the above-
mentioned fields. Second, we introduce smart city dimen-
sions as well as the related open data categories. In this
section, we also present applications of the smart city. Third,
all data analysis steps are detailed with an explanation of data
mining and ML techniques used for each data type. Fourth,
we provide a wide list of open data sources. Finally, some
challenges and solutions related to smart city services are
presented.

The remainder of this survey is organized as illustrated
in Fig. 1. The next section presents corresponding existing
surveys or reviews of open data and a smart city. Section III
introduces smart city dimensions and applications based on
open data analytics. Section IV outlines the data analytics
concept, detailing the entire process with data mining andML
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FIGURE 1. Survey taxonomy.

FIGURE 2. Statistics of existing surveys/reviews by our interest fields.

techniques. Section V presents future research directions in a
smart city. We conclude with section VI.

II. EXISTING SURVEYS/REVIEWS
The smart city concept is in vogue more than ever. However,
since this concept is rather blurred, several surveys in the
literature have tried to define it clearly [7], [8], [9], [10]. The
common idea of these papers is to present a smart city as a city
characterized by sustainability, urbanization, smartness, and
quality of life. On the other hand, data produced in a smart
city are getting more attention from researchers as they are
very valuable [11], [12], [13], [14]. Indeed, in a city, each

habitant or actor produces data when performing an activity
that represents his/her habits, interests, etc. [1]. These data
must be accessible (open data) via digital services, to achieve
several innovations that improve the city’s functioning and its
population’s well-being [3]. In this regard, some reviews have
shown the positive impact of using open data in a smart city
[15], [16] without, however, clearly presenting techniques for
exploiting these data. Other reviews have instead focused on
data analytics techniques [17], [18], [19], [20], [21], [22].
In order to have an overview of existing surveys in this broad
scope, we present in Fig. 2 a statistic of surveys or reviews
by year and field, and Table 1 compares them to the fields
covered in our paper.

VOLUME 11, 2023 56727



K. D. C. Adje et al.: Smart City Based on Open Data: A Survey

For our survey, we gathered and synthesized articles that
deal with at least one of our key themes: ‘‘smart city’’, ‘‘open
data’’, ‘‘data analysis steps’’, ‘‘profiling’’, ‘‘machine learning
techniques’’, and ‘‘data mining techniques’’.

As we can see in Table 1, no survey clearly presents what
types of open data are suitable for the smart city. However,
some of them [17], [20], [21], [22], [23], [29], [39] still cover
most of our interest areas. We will therefore make a brief
analysis of these surveys.

As we can see in Table 1 and Table 2, there is no survey
that investigates ‘‘smart city applications’’, ‘‘open data cate-
gories adapted to the smart city’’, ‘‘data analytics process’’,
‘‘data mining andML techniques’’, and ‘‘open data sources’’,
all combined with an overview of existing surveys. There-
fore, our survey meets this expectation by covering all these
aspects.

III. SMART CITY DIMENSIONS BASED ON OPEN DATA
ANALYTICS
A smart city is a sustainable city designed for socio-economic
development and improvement of the quality of life, thanks
to several means including ICTs (information and communi-
cation technologies) [43]. Thus, Giffinger and Gudrun [44],
and Ma et al. [4] classified the smart city into six dimensions
such as smart living, smart mobility, smart people, smart gov-
ernance, smart environment, and smart economy. To develop
these different fields, researchers use open data to identify
the challenges and problems faced by populations, in order
to create innovative services. Why specifically open data and
not big data? Indeed, these 2 concepts are closely related,
which can cause quite a lot of confusion. But there is a sig-
nificant difference between them: open data are characterized
by their accessibility and use while big data are characterized
by their velocity, volume and variety and may not be publicly
accessible. To be more precise, the open data concept makes
big data more useful, more democratic, and less threatening
[45]. However, not all open data are useful for the smart city,
so Prieto et al. [6] broadly established 14 open data categories
suitable for the smart city. We have therefore classified these
14 categories according to the six dimensions of the smart
city in Fig. 3.

A. SMART MOBILITY
Smart mobility represents the strategies and techniques devel-
oped to manage and facilitate people’s mobility.

1) TOURISM AND BEST ROUTES
In order to address mobility in the smart city, several works
have focused on improving route planners to allow easy
and fast travel, and tourism by proposing systems to gener-
ate POIs (point of interest) lists for the population. In this
regard, Vázquez-Salceda et al. [46] established a system
named Superhub that uses humans as sensors to collect useful
information (location, movement flow, average trip times,
interest, etc.) in order to not only get a better overview
of the cities but also to deduce users’ preferences through

their profiling. Such information, coupled with weather data,
allow their system to improve user mobility by generating an
intelligent and personalized planner of opportunistic routes
and POIs. In this same mobility recommendation perspec-
tive, Asad et al. [47] investigated passenger health safety in
the railway system, due to covid 19 advent. The goal was
to minimize its propagation by recommending appropriate
itineraries and times to vulnerable travelers. In the tourism
domain, Logesh et al. [48] considered that improvements
could still be made in the recommendation systems. For
example, to generate a POIs list for users, Logesh et al. [48]
not only took into account their preferences and contextual
information (e.g., weather) but also used their demographic
information, and exploited the relationships between users
in a group. The latter technique appears to be effective in
expanding the POIs list since two persons with similar pro-
files are more likely to appreciate the same tourist desti-
nations. Meanwhile, Abbasi-Moud et al. [49] proposed an
approach limited to couple users’ preferences with contextual
information such as weather, time, and location for recom-
mending POIs that are suitable for them.

2) ROAD TRAFFIC MANAGEMENT AND SAFETY
Beyond routes and POIs, good user mobility management
also relies on shared transport optimization. For this purpose,
Jäppinen et al. [50] implemented a bicycle-sharing system in
Helsinki city using available population and trip data. Their
results showed that combining a bicycle-sharing system with
the existing traditional public transport means reduced travel
time by an average of 10% in the entire region. Also in the
urban traffic management context, Kong et al. [51] proposed
a shared bus profiling scheme that is more suitable for users’
requirements about route planning.

In order to ensure comfortable mobility and especially to
prevent traffic accidents, Cooperative-Intelligent Transporta-
tion Systems have become key elements in transportation
systems. These systems allow inter-vehicular and vehicular-
to-environment communications to manage efficiently traf-
fic, with the aim of ensuring road safety. As part of these
systems, IoV (internet of vehicles) extends over a broader
network involving entities such as humans, objects, and
other heterogeneous networks [52]. Because execution time
is really crucial in these systems, Chen et al. [53] proposed
an offloading scheme to minimize a vehicular task’s exe-
cution time. Although these systems are very important for
traffic management, it should not be neglected that these
traditional vehicles have a negative impact on the environ-
ment due to their dependence on fuel; e.g. in 2021, they
caused an 8% increase in CO2 emissions compared with
2020 [54]. This is why smart mobility and smart envi-
ronment work closely together. To develop smart mobility
while respecting the smart environment requirements, solu-
tions based on electric vehicles have been proposed [55],
promoting sustainable and healthy lifestyles. Besides elec-
tric vehicles, Sanchez-Iborra et al. [56] proposed to integrate
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TABLE 1. Comparative table of existing surveys/reviews according to our interest fields.

two-wheeled eco-friendly personal vehicles (e.g., bicycles,
motorcycles, segways, etc.) into these existing C-ISTs. Their
system used an OBU (on-board unit), the cloud, LoRaWan,
and NB-IoT (narrow band-internet of things) communication

technologies. Their solution is called eco-efficient mobility
and pays particular attention to the road safety of these two-
wheeled vehicles, as they are more vulnerable to traffic acci-
dents than traditional vehicles.
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TABLE 2. Surveys closer to ours.

FIGURE 3. Open data categories by smart city dimension.

B. SMART ENVIRONMENT
Smart environment refers to all the tools and strategies put
in place to ensure a sustainable environment. Cities account

for 75% of global energy consumption and 80% of global
CO2 emissions, which contributes to environmental degra-
dation [57]. Thus, since a smart city must also be healthy
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and sustainable [43], then environmental protection becomes
imperative. In this light, Liu et al. [58] proposed a system for
sharing geographic data in China. Thanks to the visualization
of these data, it is possible to identify some environmental
problems in Chinese cities such as the effects of population
exposure to particulate matter (PM 2.5). Some researchers
have also opted for ecology promotion [56] because of its
important role in smart cities [59].

C. SMART PEOPLE
This field refers to several tools implemented to facilitate
people’s education. For example, many people do not know
their cultures or are not interested in them. Thus, to promote
art and culture, there are projects promoting their learning
through digitalization such as ‘‘Jecza Museum -the Sculpture
Collection’’ [60]. Based on open cultural and artistic data, this
project aims to educate young people, with the purpose of
conserving cultural heritage and art.

D. SMART GOVERNANCE
Smart governance is a democratic political governance frame-
work that aims to improve government service delivery
through digital technological innovations [61]. Indeed, some-
times people complain about government policy priorities,
indicating that they are not too aligned with their own, or they
also sometimes note a lack of transparency in the decision-
making process. Thus, to address this problem, several works
proposed to involve citizens more in the formulation of opin-
ions and in political decision-making thanks to digital tools
[61], [62]: this is electronic democracy. It improves gover-
nance by facilitating access to dialogue, andmaking decisions
that are truly tailored to citizens in a transparent way; this
will finally reinforce their trust in democratic procedures and
values [63].

E. SMART ECONOMY
Smart economy refers to all technological solutions allowing
businesses to be competitive in the market. In fact, there are
several companies that offer the same services or products.
This increases market concurrence. Faced with this competi-
tiveness, it becomes costly to attract new customers [64] and
even more costly to lose old ones. In fact, it is more profitable
to succeed in keeping an existing clientele, since they are
already satisfied with the services of a company and become
the ambassadors of this company to others. Thus, identifying,
in advance, the customers likely to unsubscribe, makes it
possible to quickly put in place effective strategies to keep
them loyal. In this light, Tang [64] proposed a model for pre-
dicting customer churn in the telecommunications industry,
in order to allowmobile communication operators tomaintain
their competitiveness in the business market. One strategy
for these telecom operators to maintain their clientele, for
example, is to opt for intent-based systems [65] which are
able to provide a good quality of experience.

The smart economy is also about finding a way to sig-
nificantly reduce the costs due to consumption in a given
city. In this context, Dizon and Pranggono [66] studied the
city of Sheffield to reduce energy consumption due to street
lights. Indeed, the lighting system in the city of Sheffield is
conventional, i.e., the operation of the street lights is depen-
dent on the solar clock. Using the StreetlightSim simulator
and regional AADF (annual average daily traffic flow) data
provided by Sheffield City Council, the authors studied this
system and concluded that it is a very expensive energy
system. In order to reduce the energy consumption of street
lights, they studied four other approaches: the Chronosense
scheme, Part Night scheme, Dynadimmer scheme, and Adap-
tive scheme. After the simulation, the Adaptive scheme
showed better results, but unfortunately, these results are not
reliable due to the lack of precision in some factors. Thus,
the authors proposed to opt for the Dynadimmer scheme
because it is the most reliable for the city of Sheffield and
the most adapted to its streetlights, saving almost 50% of
energy compared to the conventional scheme. The limitation
of this study is therefore seen in the simulation of the adaptive
scheme for the city of Sheffield. To provide reliable results,
it needs a more accurate flow of traffic on the different roads
of the city of Sheffield.

F. SMART LIVING
Smart living represents everything that allows people’s qual-
ity of life. All of the above-mentioned domains contribute to
smart living development. But beyond the services offered by
these domains, smart living extends to other services such as
health, entertainment, easy access, agriculture, etc.

1) SMART HEALTH
The healthcare field is not exempt from technological evolu-
tion. In fact, many hospitals are opting for the digitalization
of their health systems, in order to increase the well-being
of patients through more efficient diagnosis and monitoring,
and also through remote access to their medical records
called EHR (electronic health record). To this purpose, sev-
eral works have approached this direction. For example,
Chen et al. [67] proposed a mechanism for diabetes manage-
ment able to predict with a high accuracy this disease, and
then to give an adequate treatment to these diabetic patients.
Liu et al. [68] studied people’s physical activities to detect
falls and psychiatric diseases. There is also cancer, which
is a dangerous disease and one of the main causes of death
[69]. This leads researchers to set up systems to detect it very
early in order to treat it [70], [71], [72]. With the advent of
COVID-19 causing a lot of health and economic damage,
it has become more than necessary to forecast the number
of infected cases, in order to help decision-makers to take
the appropriate measures. In this context, several works have
been carried out to accurately predict confirmed cases of
covid [73], [74], [75], [76]. There is a more recent approach
that is not focused on a specific disease but rather helps in
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the general disease diagnosis [77]. In addition, it is essential
to highlight that any change in these data causes false diag-
noses and treatment that can lead to the patient’s paralysis or
death [78]. Moreover, some malicious people want to steal
confidential patient information for resale. Given the two
reasons mentioned, it is crucial to highly secure these EHR.
Thus, Kumaar et al. [78] developed a hybrid intrusion detec-
tion system based on user profiling, to detect cyberattacks.

2) OTHERS
Regarding entertainment, there are, for example, streaming
recommendation systems. These systems study the prefer-
ences and tastes of users in order to recommend movies
that match them [79]. There is also the e-commerce sector
that is developing. This one allows citizens to easily make
their purchases online, saving time and energy, and avoiding
certain diseases such as Covid-19. In this context, there is
the largest online C2C (consumer-to-consumer) platform in
China [80] which is based on user preferences to recommend
suitable items.

G. REAL-TIME CASE STUDIES
1) A REAL-TIME DATA ANALYSIS FOR MEDICAL DIAGNOSIS
USING FPGA-ACCELERATED NEURAL NETWORKS
Real-time analysis is really important because it allows more
precision in the results. This is the case in the medical field
where accuracy is very crucial since human life is at stake.
Thus, it is necessary to rely not only on efficient data anal-
ysis algorithms but also to pay special attention to certain
parameters such as the execution time of these algorithms.
Sophisticated inference algorithms such as neural networks
consume quite a lot of computing resources during their
running, resulting in processing times that are contrary to
the requirements of real-time. This problem is particularly
observed with traditional processors such as the GPU (graph-
ics processing unit) and CPU (central processing unit). Thus,
in order to have an efficient real-time diagnostic system,
Sanaullah et al. [81] proposed a real-time Multi-Layer Per-
ceptron inference processor for medical diagnosis based on
FPGA (field programmable gate arrays), that reduces latency
thanks to correct parameter sizing. At the end of their experi-
mentation on real-time cancer detection data, they concluded
that their FGPA-based system outperforms the GPU and
CPU. In their work, the authors showed how the variation of
two parameters influences the performance of an application.
Nevertheless, for an optimal solution, all contributions to
latency must be taken into account.

2) A REAL-TIME EDGE COMPUTED ACCIDENT RISK
INFERENCE SYSTEM
In order to improve road safety, Ovi et al. [82] proposed
a real-time edge-computed accident risk inference system.
Their system is based on a Deep Learning model combining
MLP (multi-layer perceptron) and LSTM (long short-term
memory) trained on various accident data collected from

February 2016 to June 2020 in the US. To ensure their
solution runs in real-time, they compressed their model and
deployed it at the edge using an Intel NCS2 (neural compute
stick 2) with the Raspberry Pi 4B. This technology not only
allows them to achieve faster inference of their system but
also allows low power and memory consumption. To show
the performance of their model, they tested it in six US cities
(Atlanta, Seattle, Detroit, Miami, Denver, and Chicago) and
compared it to base models. Compared to the other models,
the results showed that their solution is more accurate in pre-
dicting the risk of accidents. However, the accuracy of their
prediction system in the city of Chicago is lower compared to
that observed in the other five cities. Thus, further efforts are
needed, to improve the accuracy of accident and non-accident
risks in this city.

3) IoT-BASED PANEL FOR REAL-TIME TRAFFIC DATA
MONITORING
Mora et al. [83] implemented a network of intelligent pan-
els based on computer vision and IoT (internet of things),
aiming to inform the driver about the traffic status in differ-
ent locations around ZMG (Guadalajara Metropolitan Zone),
allowing him/her to take the most convenient route. However,
the authors implemented their system on the main avenue
of ZMG which is a straight road. As a result, at the driver’s
level, their information panel displayed the traffic and travel
time for two locations on this straight road. The fact that this
information is not available on other roads around the driver
is a limitation of this experiment because if for example there
is a traffic jam, the driver does not have an optimal way to
travel more fluidly. It is therefore necessary to add to this
information panel a system on the driver’s side, that auto-
matically recommends a less time-consuming route in case
of road disruption. In order to be effective, the system will
have to rely on information from the surrounding panels and
also from the driver’s final destination, in order to determine
the least time-consuming route.

Real-time implementation of research work is very impor-
tant, as it allows us to really assess the feasibility of the
proposed systems. However, this step is sometimes prevented
by government regulations or insufficient resources.

IV. DATA ANALYTICS CONCEPT
The smart city services described above are implemented to
meet the specific needs of the population or organizations.
Identifying these needs is called profiling and it is possible
thanks to careful data analytics. Thus, in this section, we will
present different profiling types and models, and then we will
detail the data analysis process. Finally, we will present a list
of open data sources.

A. PROFILE MODELS AND TYPES
To really know a user and a city’s daily life, it is necessary
to know different profiles in terms of behavior, preferences,
and intentions, thanks to a careful analysis of the collected
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data. Thus, in order to carry out profiling, there are three main
models to identify [29], [84]:

• behavior model: it is about identifying the different user
habits, whether virtual or physical;

• interest model: the interest model is based on the user’s
preferences and tastes;

• intention model: the idea is to be able to predict what
users want or will do, based on their behaviors and
interests. In other words, knowing the purpose of their
actions.

Based on these modeling processes, profiling can lead to
the realization of a static profile or a dynamic profile.
Eke et al. [29] defined a static profile as ‘‘a type of profile that
maintains user information for a long period of time (. . .) like
user’s age and sex’’. Static profiling means analyzing static
and predictable features of users [85]. Although some fea-
tures are supposed to be fixed for a long time such as certain
demographic information (e.g.: age), others can change at any
time. For example, a user can declare a job and then, after
3months, change to another job. In this case, static profiling is
no longer appropriate, but dynamic profiling is used because
it easily updates users’ information based on the analysis of
their actions in real time.

B. DATA PROCESSING CYCLE
1) DATA COLLECTION
We reiterate that user and city profiling requires data analyt-
ics. To this end, we list several types of data sources that can
provide us with useful information on given users and a city.

a: CDR, GPS, SYSTEM LOGS, AND NETWORK TRAFFIC
Bianchi et al. [86] used CDR (call detail record) data pro-
vided by the telecom operator Orange for D4D (data for
development) challenge. With these CDR data, the authors
were able to collect certain details about the users’ tele-
phone exchanges such as the time and date of the exchanges,
their duration, the latency time between two consecutive
calls, the id of the prefecture to which the exchanges are
attached, etc. These details allowed the authors, to highlight
users’ behavioral models. In addition to CDR data analysis,
Vázquez-Salceda et al. [46] and Ayesha et al. [87] used users’
GPS (global positioning system) data to obtain more accurate
results on their spatial behaviors. Through the analysis of
mobile users’ call records, Garcia-Davalos andGarcia-Duque
[88] discovered their social relationships i.e., their relatives.
As for Lashkari et al. [30], in order to differentiate the normal
user behavior from his/her abnormal behavior, they resorted
to the system log analysis of this user. These logs make
it possible to trace the user’s activity history, thus serving
to model his/her normal behavior. Still within the anomaly
detection context, they also used the users’ network traffic,
like Akshay Kumaar et al. [78], whose analysis allows them
to detect attacks such as DDoS. The network state is also an
important data source in the effective implementation of an
IDN (intent-driven network) [34] or IBN (intent-based net-
work) [89], as it allows constant checks if the configurations

have been well applied. The data cited above are usually
provided by organizations.

b: SOCIAL NETWORK
Many people have at least one social account on the inter-
net and there are enough who are active on their accounts.
Thus, several research works opted for user profiling via the
analysis of users’ activities on social networks. While some
researchers use it to improve recommendation systems in
the tourism field [46], [48], others use it to identify certain
users’ features, such as their demographic information [90]
or their tendency to volunteer [91]. To achieve their objec-
tives, Farseev et al. [90] used data from Twitter, Instagram,
Foursquare, and Facebook. Social networks are therefore
very useful for user profiling. However, this source of data
remains limited sincemany users still log in regularly, but stay
discreet or do not reveal their real behavior in order to protect
their privacy. They are not wrong to do that, as attackers often
take advantage of shared information to clone users’ identities
for malicious purposes [30].

c: BROWSING HISTORY
The browsing history includes all the pages visited by users.
It allows us to identify their browsing habits and therefore to
deduce their interests. For this purpose, Lashkari et al. [30]
used this data source for security purposes. Indeed, the aim
was to analyze all the sites visited by the users and to identify
potentially malicious sites. Thus, users who regularly have
potentially malicious sites in their browsing history are con-
sidered to be users at risk.

These various online data are generally collected thanks to
crawling techniques such as the use of APIs [88], [90], [91]
and Bread-first-search method [91].

d: SMARTPHONE APPLICATIONS
Zhao et al. [31] gathered user profiling research works based
on the analysis of smartphone app data. They classified these
data into four categories: installed app lists, app installation
behaviors, app metadata, and app usage records (app event
logs). For example, Xie et al. [92] opted to analyze users’
mobile healthcare application event logs, to detect scalpers of
online healthcare services. It is also possible to obtain some
contextual information about users such as their activities and
location [51], [88]. These data from smartphone applications
are generally collected through:

• APIs [88];
• specific applications such as AppSensor [93] and
AppJoy [94] or even Futurefleet that is based on MCS
(mobile crowdsourcing) [51];

• complete mobile sensing frameworks like Funf, Aware
[95], Carat project [96], and Device Analyzer [97];

• organizations [86].

e: SURVEY DATA, GENERATED DATA, AND UNFIXED
DATASET
Sometimes, researchers are faced with a lack of appropriate
datasets for their work. Thus, to get better results, they can:
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• collect data through wearable devices [68] or via a
chatbot [98], both used by consenting people during
a survey; in addition, there are sensors that allow for
example to collect contextual data [46], [47] such as
weather, traffic, etc.;

• generate data: Rajasinghe et al. [99] proposed a cus-
tomizable software framework that can generate labeled
network intrusion datasets on demand. This framework
allows to have enough data to train an IDS (intrusion
detection system) and consequently improve its perfor-
mance;

• use an unfixed dataset to work. For example,
Chen et al. [53] used a RL (reinforcement learning)
algorithm called DQN (Deep Q Network), to solve
a N-P hard problem of task offloading. Indeed, Rein-
forcement learning is a branch of machine learning
that operates with dynamically collected data from the
environment without using a static dataset.

2) DATA ANALYTICS WITH DATA MINING AND ML
TECHNIQUES
Once data collection is done, it is time to move on to the data
analytics step. This stage is very important because it allows
us to deeply analyze the collected data, in order to discover
correlations or patterns in these data, extract useful informa-
tion and make predictions, thanks to data mining and ML
techniques [100]. Sometimes these two concepts (datamining
and ML) are confused, so what is the difference between
them? In fact, they are complementary. Data mining requires
human intervention to extract the most relevant information
hidden in a dataset. To perform that task, it uses several dis-
ciplines such as statistics, database systems, pattern recogni-
tion, artificial intelligence, and machine learning algorithms
(e.g., clustering, classification) [23]. Machine Learning is
mainly about teaching a computer to learn and understand
given parameters, in order to automate complex tasks without
human intervention, like predictions [101]. Thus, ML can use
valuable information from data mining as a resource to better
learn the connections between relationships [101], [102].

The data analytics process follows this logic: service envi-
ronment understanding, data understanding, data preparation,
modeling, evaluation, and deployment [40].

a: SERVICE ENVIRONMENT AND DATA UNDERSTANDING
Service environment refers to the understanding reasons
behind a service creation, to identify the key factors required
to achieve the desired objectives. Data understanding con-
sists of listing the various raw data collected, verifying their
accuracy, and normalizing them when necessary. Normaliz-
ing data means transforming them into more understandable,
uniform, and easy-to-process data, such as transforming geo-
graphic coordinates into addresses [88]. Kumaar et al. [78]
normalized data using the standardized z-score formula
to achieve faster and more accurate convergence of their
machine learningmodel. Srinu et al. [103] used the technique

of normalization of Min-Max scaling, to normalize input data
into the interval (0-1).

b: DATA PREPARATION
➢ Data Integration

During the data preparation phase, several data sources can
be merged to refine the analysis and make it more accurate.
To this end, Atote et al. [104] proposed user profiling based
on the synchronization of all the user’s devices, in order to
better identify his/her profile. Lashkari et al. [30] followed
the same approach by combining four sources of user data to
better monitor his/her activities on the internet. Sometimes,
we notice users who give certain information on Facebook,
but which are not on Twitter or LinkedIn for example. Thus,
Song et al. [91] integrated all these data from several user’s
social networks, thanks to their MSNDC technique (multiple
social network data completion). This technique consisted
in finding the latent spaces shared by the different users’
social networks, through the optimization of an objective
function that consists in solving a decomposition of the
NMF (non-negative matrix factorization) (with L1-norm reg-
ularization). In the same context, to integrate the different
data, Farseev et al. [90] first tested two popular multimodal
data fusion approaches: late fusion and early fusion. They
then chose the late fusion technique because it gave them
better results. Early fusion is a technique that concatenates
multimodal features into a long feature vector, while late
fusion integrates the results obtained by learning with each
modality [105]. Having imbalanced data, Kumaar et al. [78]
used the SMOTE algorithm to upsample the minority class
data using the KNN (k-nearest neighbors) approach, in order
to obtain an almost balanced dataset and so provide better
model performance. The data obtained after this upsampling
are in fact synthetic samples generated from the K nearest
neighbors of each original data point. Abbasimehr et al. [75]
used bootstrapping to generate new time series.

➢ Data Cleaning
The intention is to remove all data that are unnecessary for

the objectives to be achieved. It is important because it per-
mits to reduce the computation complexity [70]. In the con-
text of location-based user profiling, Ayesha et al. [87] used a
filter based on users’ spatial behavior to identify load-sharing
records. Their spatial activities were analyzed using Shannon
entropy. Also, the Gabor filter was used during image pre-
processing to reduce noise [72] and Pathan et al. [71] used
the sharpening kernel technique to reduce image distortion.
To extract users’ tourism preferences from texts, Abbasi-
Moud et al. [49] followed this text filtering process:

- part of speech tagging: identification of sentence ele-
ments (subject, verb, nouns, etc.);

- stop words elimination: eliminate words that have no
specific meaning such as articles (e.g.: a, the);

- stemming: reduce the word to its word stem or the word
root (e.g.: the stem of beating, beats, beaten is beat);

- extracting nouns: in a sentence, nouns are the most
important words for efficient clustering [106].
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To remove irrelevant data, Kumaar et al. [78] successively
used the CFS (correlation-based feature selection) and recur-
sive feature elimination techniques. Indeed, after combining
two datasets with the same features, they used CFS to iden-
tify the strongly correlated features. And since two strongly
correlated features will have the same effects on dependent
variables, the idea was to remove one of them. Then, after
calculating each remaining feature’s significance using the p-
value, they used a logistic regression classifier for a recursive
feature elimination. Recently, Mohammed et al. [107] pro-
posed a deep RL-based system to eliminate irrelevant IoT
sensor data.

➢ Dimension Reduction
There are Machine Learning models whose performance

degrades with too much data, such as KNN [40]. Another
problem is that we cannot visualize the data with all dimen-
sions, so we need to be able to display the most essential
data. To solve these two problems, there are two popular
techniques that reduce data without losing enough infor-
mation: PCA (principal component analysis) [40], [86],
[90] and LDA (linear discriminant analysis) [40], [108].
However, Amato and Lecce [109] proposed a new method
called semi-pivoted QR approximation, to efficiently reduce
a data set, and they demonstrated its performance compared
to PCA.

➢ Features Extraction Techniques
Often, the collected data features are not all clearly defined.

Thus, in order to extract really significant features, feature
extraction techniques are used. Data from multiple sources
are often multimodal. And each data mode has its own tech-
niques for extracting features.

To identify users’ habits from their CDR data,
Bianchi et al. [86] established features based on observations
and statistics. The features obtained are weekday, workday,
day period, and previous calls. On another side, to discover
the different individual mobility patterns, Ayesha et al. [87]
selected the main features from application data, based
on a correlation analysis technique. Garcia-Davalos and
Garcia-Duque [88] used a statistical method to calculate
the incoming and outgoing frequencies from different user
call logs, in order to know the user’s Personal Social Net-
work. The selected features are call frequency for each
hour, distance for each hour, appeared cell frequency, and
appearance on weekdays or weekends. With a statistical
method, some features can also be deduced heuristically, e.g.,
by counting the number of URLs, hashtags, slang words,
emotion words, emoticons, etc. [90], [91]. To better under-
stand visual user preferences, Farseev et al. [90] used LBP
(local binary patterns), 64-D CH (color histogram), and Bag-
of-visual-words as features. For the bag-of-visual-words,
key points in each image were obtained by the difference
of Gaussians technique, and their SIFT descriptors were
extracted. Beyond that, to extract features on CT images,
Vaiyapuri et al. [72] used MobileNet, and Wu et al. [110]
proposed to use 3D-ResNet. Furthermore, in order to obtain
a better prediction effect, a data decomposition method

VMD (variational mode decomposition) has been proposed
to reduce the complexity of the original data [111], [112].
This way can better determine the inherent data features.
Thus, Li et al. [76] proposed to use GVMD (gradient-based
optimizer variational mode decomposition) on covid-19 data,
which is a better technique than the existing VMD.

c: MODELING AND EVALUATION
We will now move on to the data modeling and evaluation
phases. In the modeling step, it is a question of representing
the phenomenon behavior behind these data, in order to be
able to solve other future problems.

➢ NLP and Ontology Methods
Computers can understand human language thanks to an

artificial intelligence branch called NLP (natural language
processing) [113]. Several techniques are used to perform
NLP. LIWC (linguistic inquiry and word count) has been
used to identify volunteer features [91] and also to deter-
mine the users’ age and gender [90]. Indeed, LIWC is a
tool that analyzes the linguistic words of a text, classify-
ing them by psychological category of interest, in order
to capture the users’ emotions and personality. Also, it is
possible to evaluate a word’s importance in a text by cal-
culating its frequency using the weight function TF-IDF
(term frequency -inverse document frequency) [114]. There
is also LDA (latent dirichlet allocation) which is a tech-
nique for modeling the document’s subjects. More clearly,
its objective is to find the subjects to which a document
belongs, according to the words it contains. This helps to
learn more about users’ interests and personality [90], [91].
To develop an intent-based network, Jacobs et al. [98] used
NER (named entity recognition) to extract and label entities
from the operators’ natural language intents and then used
the Nile layer to translate them into network configuration
commands. We can also semantically analyze a text using the
FLM (fuzzy linguistic modeling) technique which identifies
the meaning of the language used [40]. NLP has limitations
in terms of accurate semantic understanding of a text. Thus,
to accurately capture the meaning of a text, ontology is used
[40]. In fact, an ontology is a ‘‘conceptualization of a domain
into a human-understandable, but the machine-readable for-
mat, which consists of entities, attributes, relationships, and
axioms’’ [115]. The ontology thus allows an unambiguous
semantic analysis thanks to the different relations created
between the different entities. So, in order to help doctors
in their diabetes diagnostic decision-making, Chen et al. [67]
developed an ontology-based model named OMDP. This
model is indeed able to screen for diabetes and then provide
appropriate treatment. To do so, they analyze patient data
by combining several detailed pieces of knowledge about
diabetes. Moreover, to understand text meaning, in order to
infer users’ tourism preferences, Abbasi-Moud et al. [49]
opted for a semantic clustering score technique. This tech-
nique is based on a semantic similarity measure proposed by
Wei et al. [116].
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TABLE 3. Model evaluation metrics.

➢ Statistics Methods
TRProfiling: TRProfiling has been proposed [51], to pro-

vide itineraries that satisfy users’ needs by taking into account
several constraints. The users’ travel needs are concretely
described using statistical methods and are instantiated using
ARIMA (autoregressive integrated moving average model).
Then, to select the optimal route, it was first modeled as a TSP
problem, and was solved using a heuristic algorithm named
MCEA (multiconstraint evolution algorithm).
CityDNA: To better conceptualize a smart city,

Moustaka et al. [117] opted for an approach that identi-
fies the interrelations between smart city dimensions. Thus,
inspired by the concepts of human DNA, they designed a

CityDNA framework to represent urban profiles, in order to
allow stakeholders tomake suitable decisions for populations.
To achieve this, CityDNA associated data collected on two
city dimensions (smart mobility and smart economy) and
used Pearson’s Correlation Coefficient (PCC) to analyze the
correlations between these dimensions’ attributes. As a result,
a double helix schema is generated and reflects the linear
correlations or non-correlations between these attributes.
GCS-P Framework: In order to improve personalized loca-

tion recommendations, Ma et al. [118] proposed a method
that combines users’ geographic, categorical and social
preferences with location popularity using a linear fusion
framework inspired by Ye et al. [119]. Geographic and social
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TABLE 4. Open data sources.
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TABLE 4. (Continued.) Open data sources.
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TABLE 4. (Continued.) Open data sources.
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TABLE 4. (Continued.) Open data sources.

preferences were computed using the power law function and
categorical preferences are computed based on the semantic
similarity between location tags.
MSNL (Multiple Social Network Learning): Besides rec-

ommendation services, websites can help to discover certain
demographic information. To this end, Song et al. [91] imple-
mented an analytical solution allowing to identify volunteers
on social networks. This solution consisted of studying a
linear mapping function for each social network, and then
establishing the final model as a linear combination of these
different functions trained on the social networks concerned.

They first used the least square loss on the mapping function
to obtain an objective function. And unlike some previous
analytical proposals (iSFS [120] and regMVMT [121]), the
authors have regularized the objective function by consider-
ing the trust and coherence parameters of social networks.
The resolution of these two parameters was done using an
optimization of the objective function, by fixing one of them
at each iteration.

➢ Machine Learning
Classification:After selecting the features as mentioned in

the data preparation section, Ayesha et al. [87] proceeded to
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user profiling in order to identify their localization. Due to the
class imbalance problem in the mobile application and CDR
datasets, SVMwc (support vector machine weighted classes)
model was chosen to classify data. To obtain the users’ age
and gender, Farseev et al. [90] instead applied RF (random
forest) model to each data type of three social networks. They
finally integrated the different RF classifiers into their global
learning model based on a SHCR (stochastic hill climbing
with random restart) optimization. Menon et al. [108] also
proposed an approach based on the RF classifier, to regularly
inspect the health status of diabetics. However, they improved
the basic RF by integrating feature selection weighting during
classification. Their approach is called ASV-RF (advanced-
spatial-vector-based random forest). From a marketing side,
it is very important for telecom operators to predict the users’
churn rate in order to prevent it. Thus, Tang [64] proposed a
churn prediction model. Indeed, with the aim of improving
the forecast accuracy and generalization ability, after per-
forming clustering on the training data, the author applied the
XGBoost algorithm to classify the obtained clusters.
Clustering: In order to learn users’ habits from their CDR

data, Bianchi et al. [86] proposed a multi-agent LD-ABCD
algorithm that relies on a suitable configuration parameters
list to return meta-clusters describing these users’ habits. This
parameter list defined the features by which the elements of
the meta clusters are similar to each other thanks to a dissimi-
larity measure. They showed that their clustering approach is
stable and complete. To achieve its goals, LD-ABCD used
multiple Markovian walks to discover small-radius meta-
clusters, set a threshold to retain only quality ones, and used
Boolean vectors to distribute the CDR data among these
meta-clusters. Unlike Bianchi et al. [86], Ayesha et al. [87]
did not just stop at modeling the user CDR data. They also
applied a filter based on a user’s spatial behavior (Shannon
entropy), using GPS data, to solve a main limitation of CDR
data which is load-sharing records. Clearly, a user A can call
being in the coverage area of a cell tower X, but since X is
not available, his/her call is attached to an adjacent available
tower Y. The problem is that the Y location does not reflect
the real position of user A. Based on this filter of users’
spatial behaviors, the authors used DBSCAN (density-based
spatial clustering of applications with noise) clustering to
group the CDR data, and to identify the different stay regions
of these users. It is true that, after the spatial filter is applied,
the different cell towers to which user A has been attached
during his/her calls are known, but this is still insufficient.
Indeed, the exact location of user A is needed and this location
corresponds to the centroid of the different cell towers that
have been assigned to him/her. Hence, in addition to the
load sharing record parameter, the authors added two other
parameters to the clustering: signal strength of the particular
cell tower, and the number of days that appeared in the par-
ticular cell tower. The centroid was obtained using weighted
k-means++ algorithm.
Moreover, Garcia-Davalos et al. [88] used a Jenks Natural

Breaks partitioning clustering algorithm to obtain cocentric

TABLE 5. Open data for traffic prediction problems [39].

circles of user’s personal social network, based on incoming
and outgoing frequencies that were computed from users’ call
logs. The objective was to identify the users’ different social
relationships such as their affinity group, sympathy group,
etc. Then, based on this personal social network and users’
location data, they inferred the most common situations in
which users find themselves, using the statistical technique
of Bayesian inference. Furthermore, to infer individual and
collective user activity-behavior profiles, Logesh et al. [48]
applied the Fuzzy C-means clustering algorithm on user
demographic and preference data. User preferences were
obtained by the proposed UUPM technique which combined
contextual preference mining, sentiment analysis and UTA
(utility theory additive) method. Finally, several POIs (point
of interest) filters were applied on the obtained users’ profiles,
in order to recommend them a personalized list of top N POIs.
Neural Networks: In 2020, a review gathered works using

deep learning to realize smart city applications focused on
mobility, education, urbanization, security, and health [18].
Other interesting and recent works have been published in
these different application fields. To protect patients’ med-
ical data (EHR) from any cyberattack, Kumaar et al. [78]
implemented a deep learning network called ImmuneNet
that analyzes network traffic for any intrusion into the EHR
system. Immunet is a sequence of blocks whose result is
output from a residual operation between the first and the
last block. And each block contains simple linear projec-
tions followed by mish activation and layer normalization.
Still in the medical field, a method to know tumor’s limits
or a tissue’s volume is image segmentation which consists
in analyzing an image by associating to each pixel a label
(semantic segmentation), and by delimiting each interest
object on the image (instance segmentation) [122]. An effi-
cient technique to perform this segmentation is deep learning
[122]. Vaiyapuri et al. [72] proposed an EPO-MLT (emperor
penguin optimizer with multilevel thresholding), for pan-
creatic tumor segmentation on CT images. Then, to clas-
sify tumors, an AE (auto encoder) was used with a MLO
(multileader optimization) technique to fine-tune these AE
model parameters. Also, Pathan et al. [71] proposed a model
based on a multi-headed CNN (convolution neural network)
to recognize breast cancer. To effectively classify emotional
stress features from vital signs, Andreas et al. [123] used a
CNN in conjunction with OTL (online transfer learning).
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In fact, transfer learning is a ML type that is used to transfer
knowledge from a model trained on a source dataset to a
model to be trained on a more specific and reduced tar-
get dataset [124]. To help clinicians in making diagnostic
decisions, a system based on medical code descriptions has
been proposed [77]. Indeed, several patient symptoms are
recorded as medical codes and diagnostics are performed
directly on these codes using, for example, XGBoost [125]
and MLP [126]. However, Tang et al. [77] demonstrated that
using the textual description of these medical codes increases
diagnostic accuracy. Thus, after mapping each medical code
to its textual description, the authors performed NLP using
three separate convolutional neural network models for text,
TextCNN, TextRCNN, and CharCNN, to evaluate the accu-
racy and time efficiency. At the end of this experiment, each
of these three models on textual descriptions presented better
results than using XGBoost and MLP directly on medical
codes.

To obtain an accurate user mobility profile,
Chen et al. [127] recently proposed a system called Digital
Twin Mobility Profiling. First, the Digital Twin technology
was used to create a virtual copy of a physical traffic network,
in order to simulate several scenarios without disturbing
the physical network [127]. Then, to learn node profiles
on this DT network, DACN (dilated alignment convolution
network) and TCN (temporal convolution network) were
used in parallel to represent and analyze fine-grained spatio-
temporal interaction in the network. In the same period,
Liu et al. [128] focused on pedestrian traffic specifically,
in order to guarantee the road safety of pedestrians in public
spaces through adapted urban configurations. Indeed, unlike
Carter et al. [129] that were limited to the exploration and
visualization of pedestrian traffic using Microsoft Excel and
PowerBI, Liu et al. [128] extended to crowd flow prediction
in the streets. For this purpose, they proposed a model based
on the GCN (graph convolutional network). Likewise, there
is a recent survey that gathered traffic forecasting works
also based on graph neural network [39]. Harrou et al. [130]
proposed an approach that predicts not only pedestrian
traffic but also cyclist traffic. This approach is based on
a guided-attention hybrid deep learning architecture called
GAHD-VAE. Indeed, to obtain better predictions, two main
techniques have been integrated into the VAE (variational
autoencoder): a self-attention mechanism was used to know
the most relevant part of features, while the recurrent neural
network LSTM (long short-term memory) served to effi-
ciently model the temporal dependencies in time series data.

We add to this set of presented works two other surveys
which also regroup other works based on the ML [21], [22].

➢ Hybrids Methods
Although statistical and machine learning models are effi-

cient, some researchers opt for hybrid models combining
statistics and machine learning to get more accurate mod-
els. In this context, Abbasimehr and Paki [73] proposed
three hybrid models based on BO (bayesian optimization),
to predict COVID-19 infected cases. BO has been used to

efficiently determine the optimal hyperparameters of differ-
ent DL (deep learning) models. In fact, its efficiency and
superiority over grid search has been demonstrated [111],
[131]. Thus, the first one combined multi-head attention and
BO, the second one combined LSTM and BO, and the third
one combined CNN and BO. After comparison, the results
concluded that the model based on LSTM and BO was better
for long-horizon forecasting. Besides, a hybrid model based
on a DL LSTM and a statistical Markov method has been
proposed [74]. LSTM was used to predict the cumulative
number of infected cases, while Markov was used to cor-
rect the prediction error of the LSTM model. After effi-
ciently decomposing the data using their GVMD method,
Li et al. [76] processed them with a model combining ELM
(extreme learning machine) and ARIMA.

On the IoV side, the most suitable machine learning for
task processing is reinforcement learning. Indeed, the advent
of IoV has led to the creation of several intelligent applica-
tions such as autonomous driving, video-aided real-time nav-
igation, etc. [53]. Since vehicular resources are insufficient to
guarantee a good quality of experience for these applications,
task processing is performed by MEC (multi-access edge
computing) servers. However, MEC servers also suffer from
insufficient computation services. In addressing this problem,
Chen et al. [53] proposed a distributed computation offload-
ing strategy in IoV. The first step was to model the optimal
offloading problem as a Markov decision process. Then, they
used the Deep QNetwork to determine the optimal offloading
and task allocation scheme.

Aftermodeling, the next step is evaluation. This step allows
us to evaluate howwell the model created meets the identified
needs. The evaluation is done by testing themodel on real data
to identify errors. We have grouped in Table 3 the metrics
commonly used in scientific articles.

Fig. 4 summarizes the data mining and ML techniques
presented in this article. These techniques were used since
2015.

C. DATA AVAILABILITY
Open data can be accessed through three main ways which
are: official data portals (via the internet), big data initiatives
(obtained explicitly or implicitly via crawling techniques),
and the broader open data community (with sharing require-
ments. e.g.: sharing for research purposes only) [5], [58].
To facilitate the search for useful data for future scientific
works, we gather in Table 4 some data sources specified by
the presented works.

In addition to the different data sources that we have sum-
marized in Table 4, we introduce other open datasets from a
survey about traffic forecasting [39] (Table 5).

V. RESEARCH DIRECTIONS
A. SOME UNDER-EXPLOITED ASPECTS OF SMART CITY
1) SMART HEALTH
Most of the solutions proposed at themoment target a specific
disease. It would be interesting to develop a more global
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FIGURE 4. Data analytics: (a) data analytics process with data mining and ML techniques, and (b) ML techniques.

system allowing to predict exactly the rate of occurrence of
each disease for a given patient as well as the date when the
disease might occur.

2) SMART ECONOMY
Intent-based networks are very useful for companies, espe-
cially for telecom operators that are in a perpetual need
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to improve the QoE (quality of experience) of their users
in order to retain them. These intent-based networks, with
natural language, can indeed quickly handle a wide range of
network policies.

3) SMART MOBILITY
It is necessary to deploy in real transport systems the smart
mobility solutions that take into account spatio-temporal rela-
tionships.

4) INTEROPERABILITY OF SMART CITY DIMENSIONS
It is necessary to develop smart city applications taking
into account interrelations between its six dimensions (smart
mobility, smart environment, smart economy, smart people,
smart governance, smart living).

B. HOW TO OVERCOME THE LACK OF DATA?
Smart city applications still face a lack of data. Several direc-
tions are to be explored to address this problem.

1) PARSIMONIOUS NEURAL NETWORKS
With a parsimony-based approach, it is possible to obtain
valuable information from little data, while significantly
reducing computational and time costs. Thus, it is an area to
be further explored to overcome the problem of limited data.

2) TRANSFER LEARNING
Another technique is to use Transfer Learning, which trans-
fers knowledge from a model trained on a source dataset to
a model that is to be trained on more specific and reduced
target data. This approach is appropriate when there are
already models trained on large datasets for a more general
application, while our application is about the specificity of
this general context.

The main cause of this data scarcity is mainly the data
security aspect. Therefore, it is necessary to make sure to
process these data, while respecting the rules regarding the
protection of users’ privacy established by the GDPR. In this
context, there are:

3) FEDERATED LEARNING (FL)
This approach mainly addresses the need to obtain accurate
ML models while avoiding the sharing of raw user data.
To do so, the ML model is trained on local data at each
stakeholder level, and then each resulting gradient list is sent
to a central server for aggregation, to build a more robust
model. In the end, the parameters of this new global model
are shared among the different stakeholders. To secure access
to these parameters, a method is to use the blockchain in
conjunction. This FL and Blockchain-based approach can
be further explored for user profiling applications requiring
very sensitive information about users such as their political,
religious, sexual affiliation, etc.

4) PROMOTE DATA SHARING BY ENSURING THE SECURITY
AND ETHICAL USE OF DATA
The FL and Blockchain based approach shows promise in
ensuring user data privacy by avoiding real data sharing.

However, there are applications that require on the one hand
exploring the raw data to detect any potential hidden infor-
mation; and on the other hand, that require data traceability in
order to understand the background of a given phenomenon
to avoid it in the future. This is the case of natural disaster
management applications through the prediction of potential
pandemics such as covid-19 or the prediction of earthquakes
such as the one of magnitude 7.8 that occurred in Turkey and
Syria. This type of disaster management allows to avoidmany
human casualties.

Therefore, another area to explore is using the blockchain
to ensure the secure sharing of reliable data between differ-
ent stakeholders. Thus, with blockchain, we will no longer
have to worry about the reliability of the data sources that
impact the results of the prediction model. Once the sharing
is complete, it will be possible to use these heterogeneous and
reliable data to develop even more accurate and robust ML
models. Besides, in this blockchain, it would be reasonable
for each user to have access to his/her data and to be aware of
the processing performed, in order to be reassured about the
ethical data use.

VI. CONCLUSION
The survey’s purpose was to show the link between open
data and the smart city in all aspects. To do this, we first
conducted a comparative study of some existing surveys
between 2015 and 2023, in order to identify the gaps to be
addressed. As a limitation, we note that the existing sur-
veys do not cover all aspects of the open data concept in
the smart city. Therefore, our survey combines ‘‘smart city
applications’’, ‘‘open data categories adapted to the smart
city’’, ‘‘data analytics process’’, ‘‘data mining and ML tech-
niques’’, ‘‘open data sources’’ and gives an overview of exist-
ing surveys. We clarified the difference between big data and
open data, and then between data mining and ML. We have
further detailed the data analytics process from collection
to evaluation, presenting existing techniques since 2015 by
analysis step and data type. Each solution presented, based
on open data analytics, contributes effectively to smart city
development and to quality-of-life improvement for popula-
tions. However, even if open data have enormous advantages
for smart city development, some challenges remain. Thus,
to overcome them, we have presented some future research
directions.
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