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On optimal regularity estimates for finite-entropy solutions of

scalar conservation laws

Xavier Lamy* Andrew Lorent� Guanying Peng�

Abstract

We consider finite-entropy solutions of scalar conservation laws ut + a(u)x = 0, that
is, bounded weak solutions whose entropy productions are locally finite Radon measures.
Under the assumptions that the flux function a is strictly convex (with possibly degenerate
convexity) and a′′ forms a doubling measure, we obtain a characterization of finite-entropy
solutions in terms of an optimal regularity estimate involving a cost function first used by
Golse and Perthame.

1 Introduction

For any strictly convex C1 flux function a : R → R we consider bounded weak solutions
u : [0, T ]× R→ R of the scalar conservation law

ut + [a (u)]x = 0 in D′ ((0, T )× R) . (1)

It is well known that, on the one hand, smooth initial data evolving according to (1) may
develop singularities in finite time, but on the other hand, there can be infinitely many weak
solutions corresponding to a single initial datum. One way to restore well-posedness is the
concept of entropy solution [8]. For any convex or C2 function η : R → R, called entropy,
and entropy flux q : R → R such that q′ = η′a′, the associated entropy production is the
distribution

µη = [η(u)]t + [q(u)]x.

Entropy solutions are bounded weak solutions such that µη is a nonpositive measure for
all convex entropies η, and for any bounded initial datum u0 there exists a unique entropy
solution defined for all positive times [8].

Here we are interested in the larger class of solutions with finite entropy production:

µη ∈Mloc([0, T ]× R) for all C2 entropies η. (2)
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This property does not ensure uniqueness of the initial value problem, but arises naturally in
the study of some stochastic processes [14, 13, 3], where large deviation principles are open
for want of a better understanding of finite-entropy solutions (despite major recent progress
in [11, 12]).

In [3, Proposition 2.3] (see [10, Appendix B] for a more detailed proof in a slightly different
context) it is shown that (2) implies the existence of a locally finite Radon measure m ∈
Mloc([0, T ]× R× R) such that

µη =

ˆ
η′′(v)m(·, ·, dv), (3)

for all convex or C2 entropy η. Then [7, Theorem 4.1] implies that u satisfies the regularity
estimate

sup
|h|≤ε

1

|h|

ˆ T

0

ˆ R

−R
χ(t, x)2∆(u(t, x), u(t, x+ h)) dx dt

≤ C(χ) (1 + |m|([0, T ]× [−R− ε, R+ ε]× [inf u, supu])) , (4)

for any smooth cut-off function χ with support in [0, T ]× [−R,R], some constant C(χ) > 0,
and the regularity cost ∆ is given by

∆(u1, u2) =
1

2

ˆ u2

u1

ˆ u2

u1

∣∣a′(v)− a′(w)
∣∣ dv dw

=

ˆ
[u1,u2]

(u2 − s)(s− u1) a′′(ds). (5)

The last equality is obtained by writing |a′(v) − a′(w)| =
´
[u1,u2]

(1v<s<w + 1w<s<v) a
′′(ds)

and applying Fubini’s theorem. Note that [u1, u2] = [u2, u1] = {tu1 + (1− t)u2}t∈[0,1] and the
integrand (u2 − s)(s − u1) is positive inside that segment, regardless of whether u1 ≤ u2 or
u2 ≤ u1.

Remark 1.1. The explicit statement of [7, Theorem 4.1] is actually a corollary of (4), but
its proof does contain (4), which corresponds to (4.10) in the proof of [7, Theorem 4.1]. The
quantity ∆ is defined in [7, Lemma 4.3] by the formula

∆(u1, u2) =

¨
1v>w(a′(v)− a′(w))(Mu1(v)−Mu2(v))(Mu1(w)−Mu2(w)) dv dw,

Mu(v) = 10≤v≤u − 1u≤v<0.

To see that this coincides with (5), first note that both expressions are symmetric so it suffices
to consider u1 < u2. In the proof of [7, Lemma 4.3] it is shown that

∆(u1, u2) =

ˆ u2

u1

ˆ u2

w

∣∣a′(v)− a′(w)
∣∣ dv dw

which implies (5) by writing a′(v)− a′(w) =
´
[v,w] a

′′(ds) and applying Fubini’s theorem.
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For instance, if a(v) = |v|β+1 for some β ≥ 1, then the regularity cost ∆ admits the

lower bound ∆(u1, u2) & |u1 − u2|β+2. Hence in that case (4) implies a local B
1/p
p,∞ bound for

p = β+2, in the x direction, that is, (t, x) 7→ |u(t, x+h)−u(t, x)|/|h|1/p is locally bounded in
Lp, uniformly with respect to h. In fact the same regularity is valid also in the t direction [7].

This local B
1/p
p,∞ estimate is optimal in Besov regularity scales [5], but for β > 1 it is strictly

weaker than (4) in regions where u stays away from the degenerate value u = 0. Loosely
speaking, the regularity cost ∆ takes into account that equation (1) regularizes more around
values of u where a is more convex. Therefore one can hope (as similar estimates in our recent
work [9] for a generalized eikonal equation) that (4) is optimal in the sense that a converse
estimate is valid:

� If the left-hand side of (4) is finite, does it imply that all entropy productions are finite
(2) ?

� Moreover, are the entropy productions (2) controlled by the left-hand side of (4) ?

The second question can be answered rather easily if a is C2, thanks to the recent rectifia-
bility result of [12]: under the a priori knowledge that all entropy productions are finite, they
are concentrated on a 1-rectifiable jump set and can be explicitly computed in terms of the
traces of u along that jump set. Elementary algebraic manipulation and a covering argument
then provide the following estimate.

Theorem 1.2. Assume that a ∈ C2(R) is strictly convex. Let u ∈ L∞([0, T ] × R) be a
weak solution of (1) such that u has finite entropy production (2). Then for any open set
U ⊂ [0, T ]× R we have the estimate

|µη|(U) ≤ C0 · sup
I
|η′′| · lim sup

ε→0
sup
|h|<ε

1

|h|

¨
U

∆(u(t, x), u(t, x+ h)) dx dt, (6)

for some absolute constant C0 > 0, where I = [inf u, supu].

Note that the a priori estimate (6) directly implies an estimate on |m|(U×R) = |m|(U×I)
for the measure m satisfying (3). In light of Theorem 1.2, it is natural to reformulate the
first question as follows: does finiteness of the right-hand side of (6) imply finiteness of the
left-hand side, that is, finite entropy production (2)? We provide a positive answer under a
doubling assumption on the nonnegative measure a′′.

Theorem 1.3. Assume that a ∈ C1(R) is strictly convex and that the nonnegative measure
a′′ is locally doubling, and let u ∈ L∞([0, T ]× R) be a weak solution of (1). Assume that

lim sup
ε→0

sup
|h|<ε

1

|h|

ˆ T

0

ˆ R

−R
∆(u(t, x), u(t, x+ h)) dx dt <∞, (7)

for all R > 0, then u has finite entropy production (2).

Theorem 1.3 provides a full converse to the estimate (4) proved in [7], under the assumption
that a′′ is locally doubling (this is satisfied in particular if a is analytic, see e.g. [9, Lemma 25]).
The proof of Theorem 1.3 also provides the estimate (6) even when a is not C2, but with a
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constant depending on the doubling property of a′′. More precisely, in the proof of Theorem 1.3
we obtain

|µη|(U) ≤ C0 · sup
I
|η′′| · lim sup

ε→0
sup
|h|<ε

1

|h|

¨
U

∆̂(u(t, x), u(t, x+ h)) dx dt,

for some absolute constant C0 and slightly different regularity cost ∆̂ (22), and then check
that ∆̂ ≤ C∆ for some C > 0 depending on the doubling constant of a′′ on I.

In the case of a uniformly convex flux function, 0 < c ≤ a′′ ≤ C, the condition (7) is

equivalent to local B
1/3
3,∞ regularity in the x direction, and Theorem 1.3 could be obtained by

adapting the commutator estimates in [4, Proposition 2]. However, in the case a(v) = |v|β+1

for some β > 1, the statement of Theorem 1.3 would not be valid with (7) replaced by a local

B
1/p
p,∞ bound for p = β+ 2 > 3. Indeed, for a solution taking values for instance in [1, 2] where

a is uniformly convex, B
1/3
3,∞ regularity (in the x direction) would be needed to ensure (2) (see

the examples in [5]).
It is also interesting to remark that, if the limit (7) is zero, then all entropy productions

vanish. In our particular context this provides a very precise regularity threshold for Onsager-
type statements in the spirit of [2], and a generalization of [4, Theorem 2] where a(v) = v2/2
is considered.

The proof of Theorem 1.3 relies, as in [4, 2], on good estimates of the commutator [a(u)]ε−
a(uε), where the subscript ε denotes regularization at scale ε. However, if the convexity of
a degenerates (e.g. a(v) = |v|β+1 for some β > 1), our regularity requirement (7) is strictly

weaker than the local B
1/3
3,∞ regularity that is needed in order to directly use (as done e.g. in

[6, Proposition 3.10]) the estimates of [4, Theorem 2]. As noted in [2] these estimates are valid
for any C2 function a and not related to its convexity. Here we take instead full advantage of
the convexity of a in order to obtain finer bounds in terms of the regularity cost ∆. We do
this by adapting ideas of [9], where a result analogous to Theorem 1.3 has been established
for a class of generalized eikonal equations with degenerate convexity.

We do not know whether Theorem 1.3 is valid without the requirement that the nonneg-
ative measure a′′ is doubling, even though the a priori estimate of Theorem 1.2 suggests that
this requirement is superfluous. In the next two sections we give the proofs of Theorems 1.2
and 1.3, respectively.
Acknowledgments. X. L. received support from ANR project ANR-18-CE40-0023. A. L.
gratefully acknowledges the support of the Simons foundation, collaboration grant #426900.
G. P. was supported in part by NSF grant DMS-2206291.

2 Proof of Theorem 1.2

Let u be a bounded weak solution to (1) with finite entropy production (2). The proof of [12,
Theorem 1], where a(v) = v2/2 is considered, actually uses only the facts that:

� u solves a kinetic formulation [12, (3)], which is a consequence of finite entropy produc-
tion,

� the flux function a is C2 (to construct a Lagrangian representation [11, Theorem 1.2]),

� and a′ is an increasing function (see [12, Proposition 6] and Step 2 of [12, Theorem 10]).
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Hence it applies in our setting: there exists an H1-rectifiable set Ju such that all entropy
productions µη are absolutely continuous with respect to H1

bJu . More precisely, u has strong
traces on both sides of Ju and for any entropy η we have

µη =
(
(η(u+)− η(u−))νt + (q(u+)− q(u−))νx

)
H1
bJu ,

where ν = (νt, νx) is the unit normal to Ju and u± are the traces. The equation (1) also
provides the Rankine-Hugoniot condition

(u+ − u−)νt + (a(u+)− a(u−))νx = 0 a.e. on Ju,

so µη can be rewritten as

µη = cη(u
+, u−) νxH1

bJu (8)

cη(u
+, u−) = q(u+)− q(u−)− a(u+)− a(u−)

u+ − u−
(η(u+)− η(u−)).

The crucial fact here is that the entropy cost cη is controlled by ∆.

Lemma 2.1. For any η ∈ C2(R) and u± ∈ R we have

|cη(u+, u−)| ≤ 1

2

(
sup

[u−,u+]

|η′′|

)
∆(u+, u−).

Proof of Lemma 2.1. Since both sides of the estimate are symmetric in (u+, u−) we may
assume u− < u+. Using q′ = η′a′ and Fubini’s theorem we have the identities

cη(u
+, u−) =

ˆ u+

u−
η′(t)

(
a′(t)− a(u+)− a(u−)

u+ − u−

)
dt

=
1

u+ − u−

ˆ u+

u−
η′(t)

ˆ u+

u−
(a′(t)− a′(s)) ds dt

=
1

u+ − u−

ˆ
[u−,u+]

wη(τ) a′′(dτ), (9)

where

wη(τ) =

ˆ u+

u−
η′(t)

ˆ u+

u−
(1s<τ<t − 1t<τ<s) ds dt

=

ˆ u+

u−
η′(t)

(
1t>τ (τ − u−)− 1t<τ (u+ − τ)

)
dt.

Since the second factor in the integrand has zero average on [u−, u+] we deduce

|wη(τ)| =

∣∣∣∣∣
ˆ u+

u−
(η′(t)− η′(τ))

(
1t>τ (τ − u−)− 1t<τ (u+ − τ)

)
dt

∣∣∣∣∣
≤

(
sup

[u−,u+]

|η′′|

)ˆ u+

u−
|t− τ |

(
1t>τ (τ − u−) + 1t<τ (u+ − τ)

)
dt

=

(
sup

[u−,u+]

|η′′|

)
1

2
(u+ − u−)(τ − u−)(u+ − τ).
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The last equality is obtained by directly calculating the integral. Plugging this into (9) we
deduce

|cη(u+, u−)| ≤ 1

2

(
sup

[u−,u+]

|η′′|

)ˆ
[u−,u+]

(τ − u−)(u+ − τ) a′′(dτ),

and we recognize the definition (5) of ∆(u+, u−) in the right-hand side.

Theorem 1.2 follows from Lemma 2.1 and the rectifiability of Ju in (8) by a covering
argument similar to [9, Lemma 32]. We assume without loss of generality that supI |η′′| ≤ 1
and U ⊂⊂ [0, T ] × R. For general open U ⊂ [0, T ] × R we may approximate it by open sets
Uk ⊂⊂ [0, T ]× R. Thanks to (8) we have

|µη|(U) =

ˆ
Ju∩U

|cη(u+, u−)| |νx| dH1. (10)

Further, for any J ′ ⊂ Ju such that H1(J ′) < ∞ we have, on the one hand, thanks to
Lemma 2.1,

ˆ
J ′∩U

|cη(u+, u−)| |νx| dH1 ≤ 1

2

ˆ
J ′∩U

∆(u+, u−) |νx| dH1, (11)

and, on the other hand, we will show
ˆ
J ′∩U

∆(u+, u−) |νx| dH1 ≤ C0 lim sup
ε→0

sup
|h|<ε

1

|h|

¨
U

∆(u(t, x), u(t, x+ h)) dx dt. (12)

The proof of (12) will follow as a consequence of the rectifiability of Ju and the trace properties
of u. Applying (12) to J ′δ = U ∩ Ju ∩ {|cη(u+, u−)νx| > δ} ⊂ Juand noting from (10) that
H1(J ′δ) ≤ δ−1|µη|(U) <∞, we deduce, thanks to (11),

ˆ
J ′δ∩U

|cη(u+, u−)| |νx| dH1 ≤ C0 lim sup
ε→0

sup
|h|<ε

1

|h|

¨
U

∆(u(t, x), u(t, x+ h)) dx dt.

Letting δ → 0, the left-hand side converges to (10), and this proves the a priori estimate (6).
To conclude the proof of Theorem 1.2 it remains to justify (12). The elementary building

block is that (12) is valid if u is a pure jump: for constant values u± ∈ R and a unit vector
ν, let ψu

±,ν : R2 → R denote the pure jump from u− to u+ across a line with unit normal ν,
namely

ψu
±,ν(t, x) = u−1(t,x)·ν<0 + u+1(t,x)·ν>0,

then for any r ≥ |h| > 0 we claim

ˆ
Jψu±,ν∩Br

∆(u+, u−) |νx| dH1 ≤ 2

|h|

¨
Br

∆(ψu
±,ν(t, x+ h), ψu

±,ν(t, x)) dx dt. (13)

To check (13), simply use that the left-hand side is equal to 2r|νx|∆(u+, u−), that ∆ ≥ 0 and
that the integrand in the right-hand side is equal to ∆(u+, u−) in a region of two-dimensional
measure ≥ r|hνx| (the intersection of Br with a straight band of width |hνx|).
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We deduce (12) from (13) via a covering argument similar to [9, Lemma 32], making use
of the rectifiability of J ′, the trace properties of u and the Lipschitz quality of ∆. We provide
the details for the reader’s convenience.

Let δ ∈ (0, 1). There exists ε0 > 0 and a subset J̃ ⊂ J ′ with H1
(
J ′ ∩ U \ J̃

)
< δ and

J̃ + Bε0 ⊂ U , such that for any (t0, x0) ∈ J̃ and 0 < r < ε0, denoting u±0 = u±(t0, x0) and
ν0 = ν(t0, x0), we have

−
ˆ
Br(t0,x0)∩J ′

(∣∣u± − u±0 ∣∣+ |ν − ν0|
)
dH1 < δ,∣∣H1

(
Br(t0, x0) ∩ J ′

)
− 2r

∣∣ < δ r,

and
1

πr2

¨
Br(t0,x0)

∣∣∣∣u− ψu±0 ,ν0t0,x0

∣∣∣∣ dx dt < δ, (14)

where ψ
u±0 ,ν0
t0,x0

(t, x) = ψu
±
0 ,ν0(t−t0, x−x0) is the pure jump centered at (t0, x0). Let ε ∈ (0, ε0/2).

By Besicovitch’s covering theorem [1, Theorem 2.18] there exists an absolute constant Q ∈ N
and families B1,B2, . . . ,BQ of pairwise disjoint balls in the set

{
Bε(t, x) : (t, x) ∈ J̃

}
such that

J̃ ⊂
Q⋃
k=1

⋃
B∈Bk

B.

We fix k ∈ {1, . . . , Q} and denote Bk = {Bε(tj , xj)}j=1,...,p for some (tj , xj) ∈ J̃ . We also
write u±j = u±(tj , xj) and νj = ν(tj , xj).

Note that ∆ is Lipschitz on I × I, with Lipschitz constant L . |I|a′′(I) thanks to its
definition (5). Using the first two properties (14) of J̃ , we findˆ

J ′∩Bε(tj ,xj)
∆
(
u+, u−

)
|νx| dH1 ≤ L

ˆ
J ′∩Bε(tj ,xj)

(
|u+ − u+j |+ |u

− − u−j |
)
|νx| dH1

+ ∆
(
u+j , u

−
j

) ˆ
J ′∩Bε(tj ,xj)

|νx − νj,x| dH1

+ ∆
(
u+j , u

−
j

)
|νj,x|H1(J ′ ∩Bε(tj , xj))

≤ 4ε∆
(
u+j , u

−
j

)
|νj,x|+ Cδε,

for some constant C = C(|I|, a′′(I)) depending on |I| and a′′(I). Applying the elementary
estimate (13) for pure jumps with r = h = ε, we deduceˆ

J ′∩Bε(tj ,xj)
∆
(
u+, u−

)
|νx| dH1

≤ 4

ε

¨
Bε(tj ,xj)

∆(ψ
u±j ,νj
tj ,xj

(t, x+ ε), ψ
u±j ,νj
tj ,xj

(t, x)) dx dt+ Cδε.

And using the last property (14) of J̃ we inferˆ
J ′∩Bε(tj ,xj)

∆
(
u+, u−

)
|νx| dH1

≤ 4

ε

¨
Bε(tj ,xj)

∆(u(t, x+ ε), u(t, x)) dx dt+ (20πL+ C)δε.
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Summing over j = 1, . . . , p and over the families B1, . . . ,BQ we obtain
ˆ
J̃

∆
(
u+, u−

)
|νx| dH1 ≤ 4Q

1

ε

¨
U

∆ (u(t, x+ ε), u(t, x)) dx dt+Q(20πL+ C)δ pε.

Noting from the properties (14) of J̃ that

H1
(
J ′ ∩ U

)
≥

p∑
j=1

H1 (Bε(tj , xj) ∩ Ju) ≥ pε,

this impliesˆ
J̃

∆
(
u+, u−

)
|νx| dH1 ≤ 4Q

1

ε

¨
U

∆ (u(t, x+ ε), u(t, x)) dx dt

+Q(20πL+ C)δH1
(
J ′ ∩ U

)
.

Taking the limits ε→ 0 and then δ → 0, we obtain (12).

3 Proof of Theorem 1.3

We fix an entropy η ∈ C2(R) and an entropy flux q with q′ = η′a′. The start of the proof is
as in [4, Theorem 2], we recall the argument for the reader’s convenience.

We denote by a subscript ε convolution at scale ε in the x variable:

uε(t, x) =

ˆ
u(t, z)ρε(x− z) dz,

where ρε(x) = ε−1ρ(x/ε) for some smooth kernel ρ ≥ 0 with supp ρ ⊂ [−1, 1] and
´
ρ = 1. We

let

µεη = [η(uε)]t + [q(uε)]x,

and prove Theorem 1.3 by appropriately estimating µεη. The regularized function uε is point-
wise differentiable with respect to t and satisfies

uε,t = −[a(u)]ε,x,

so we have

µεη = η′(uε)uε,t + q′(uε)uε,x

= −η′(uε)[a(u)]ε,x + η′(uε)[a(uε)]x

= η′(uε) [a(uε)− [a(u)]ε]x
=
[
η′(uε)(a(uε)− [a(u)]ε)

]
x
− η′′(uε)uε,x(a(uε)− [a(u)]ε).

Testing this with a function ψ ∈ C∞c ((0, T )× R) we obtain〈
µεη, ψ

〉
= −
¨

η′(uε)(a(uε)− [a(u)]ε)ψx dx dt

+

¨
η′′(uε)uε,x([a(u)]ε − a(uε))ψ dx dt. (15)

8



We have the convergences uε → u and [a(u)]ε → a(u) a.e. and uε is uniformly bounded, so by
dominated convergence the left-hand side of (15) converges to 〈µη, ψ〉, and the first integral
in the right-hand side of (15) converges to 0. Hence we deduce

〈µη, ψ〉 ≤ ‖ψ‖∞ sup
I
|η′′| · lim sup

ε→0

¨
suppψ

|uε,x|([a(u)]ε − a(uε)) dx dt. (16)

Here recall that I = [inf u, supu], and note that

[a(u)]ε − a(uε) ≥ 0, (17)

by convexity of a thanks to Jensen’s inequality. Therefore it all boils down to estimating the
right-hand side of (16), and this is where our proof needs to depart from [4].

We start by writing

[a(u)]ε(t, x)− a(u(t, x)) =

ˆ
(a(u(t, z))− a(u(t, x))) ρε(x− z) dz

=

ˆ (ˆ u(t,z)

u(t,x)
a′(τ) dτ

)
ρε(x− z) dz

=

ˆ (ˆ u(t,z)

u(t,x)
(a′(τ)− a′(u(t, x))) dτ

)
ρε(x− z) dz

+ a′(u(t, x))

ˆ
(u(t, z)− u(t, x)) ρε(x− z) dz

=

ˆ (ˆ u(t,z)

u(t,x)
(a′(τ)− a′(u(t, x))) dτ

)
ρε(x− z) dz + a′(u(t, x)) (uε(t, x)− u(t, x)) ,

hence

[a(u)]ε(t, x)− a(uε(t, x)) = [a(u)]ε(t, x)− a(u(t, x)) + a(u(t, x))− a(uε(t, x))

=

ˆ (ˆ u(t,z)

u(t,x)
(a′(τ)− a′(u(t, x))) dτ

)
ρε(x− z) dz

+ a(u(t, x))− a(uε(t, x)) + a′(u(t, x)) (uε(t, x)− u(t, x)) .
(18)

By convexity of a, we have

a(u(t, x))− a(uε(t, x)) + a′(u(t, x)) (uε(t, x)− u(t, x)) ≤ 0,

and applying this to (18) we deduce

[a(u)]ε(t, x)− a(uε(t, x)) ≤
ˆ (ˆ u(t,z)

u(t,x)
(a′(τ)− a′(u(t, x))) dτ

)
ρε(x− z) dz. (19)

To estimate this further, we define, for all v ∈ R and r ≥ 0,

Gv(r) =

ˆ v+r

v−r

ˆ v+r

v−r
|a′(σ)− a′(τ)| dσdτ,
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which satisfies

G′v(r) = 2

ˆ v+r

v−r

(
|a′(v + r)− a′(τ)|+ |a′(v − r)− a′(τ)|

)
dτ. (20)

As a′ is strictly increasing, so is G′v, and thus Gv is strictly convex. Further, denoting by
g(x, z, t) = |u(t, z)− u(t, x)|, we have

ˆ u(t,z)

u(t,x)
|a′(τ)− a′(u(t, x))| dτ ≤ 1

2
G′u(t,x)(g(x, z, t)),

and thus from (19), and recalling also (17), we infer

0 ≤ [a(u)]ε(t, x)− a(uε((t, x)) ≤ 1

2

ˆ
Bε

G′u(t,x)(g(x, z, t))ρε(x− z) dz.

Moreover we have

|uε,x (t, x)| . ε−1−
ˆ
[x−ε,x+ε]

|u(t, z)− u (t, x)| dz = ε−1−
ˆ
[x−ε,x+ε]

g(x, z, t) dz.

Multiplying the last two estimates, we obtain

ε ([a(u)]ε(t, x)− a(uε(t, x))) |uε,x (t, x)|

. −
ˆ
[x−ε,x+ε]

−
ˆ
[x−ε,x+ε]

G′u(t,x)(g(x, z, t))g(x, y, t) dy dz

≤ −
ˆ
[x−ε,x+ε]

Hu(t,x)
(
G′u(t,x)(g(x, z, t))

)
dz +−

ˆ
[x−ε,x+ε]

Gu(t,x) (g(x, y, t)) dy, (21)

whereHv(p) = supr∈R{pr−Gv(r)} is the Legendre transform of Gv. UsingHv(p) = pr∗−Gv(r∗)
where r∗ is characterized by G′v(r∗) = p, we find that

Hv
(
G′v(r)

)
= rG′v(r)− Gv(r)
≤ rG′v(r) ≤ 8r2a′′ ([v − r, v + r]) .

The last inequality follows from writing a′(v+r)−a′(τ) = a′′([τ, v+r]) and a′(τ)−a′(v−r) =
a′′([v − r, τ ]) in the explicit expression (20) of G′v, and applying Fubini’s theorem. Similarly
we have

Gv(r) ≤ 4r2a′′ ([v − r, v + r]) ,

and plugging these bounds for Hv(G′v(r)) and Gv(r) into (21) gives

([a(u)]ε(t, x)− a(uε(t, x))) |uε,x (t, x)|

.
1

ε
−
ˆ
[x−ε,x+ε]

g(x, z, t)2a′′ ([u(t, x)− g(x, z, t), u(t, x) + g(x, z, t)]) dz,

where we recall that g(x, z, t) = |u(t, z)− u(t, x)|. This implies

([a(u)]ε(t, x)− a(uε(t, x))) |uε,x (t, x)| . 1

ε
−
ˆ
[x−ε,x+ε]

∆̂(u(t, x), u(t, z)) dz

=
1

ε
−
ˆ
[−ε,ε]

∆̂(u(t, x), u(t, x+ h)) dh,
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where

∆̂(u1, u2) = |u1 − u2|2a′′([min(u1, u2)− |u1 − u2|,max(u1, u2) + |u1 − u2|]). (22)

Integrating, we deduce

¨
suppψ

|uε,x|([a(u)]ε − a(uε)) dx dt .
1

ε
sup
|h|<ε

¨
suppψ

∆̂(u(t, x), u(t, x+ h)) dx dt.

Plugging this estimate into the bound (16) for 〈µη, ψ〉, we find

〈µη, ψ〉 . ‖ψ‖∞ sup
I
|η′′| · lim sup

ε→0
sup
|h|<ε

1

|h|

¨
suppψ

∆̂(u(t, x), u(t, x+ h)) dx dt.

This is valid for any test function ψ and implies in particular that µη is a locally finite Radon
measure if the lim sup in the right-hand side is finite. It remains to show that, under the
doubling assumption on a′′, this lim sup is controlled by (7), thus concluding the proof of
Theorem 1.3.

Specifically, we claim

∆(u1, u2) ≥ C∆̂(u1, u2) ∀u1, u2 ∈ I, (23)

for some constant C depending on the doubling constant of a′′. To prove (23) we may assume
u1 < u2. Letting u0 = (u1 + u2)/2 and r = |u1 − u2|, and recalling the explicit expression (5)
of ∆, we have

∆(u1, u2) =

ˆ
[u1,u2]

(s− u1)(u2 − s)a′′(ds) ≥
r2

9

ˆ
[u0−r/6,u0+r/6]

a′′(ds).

Thanks to the doubling property of a′′ we deduce the lower bound

∆(u1, u2) ≥ Cr2a′′([u0 − 2r, u0 + 2r]),

which implies (23) thanks to the explicit expression (22) of ∆̂, since [u0−2r, u0 + 2r] contains
[min(u1, u2)− r,max(u1, u2) + r].
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