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Featured Application: The proposed models’ validation will enable the proper use of ultrasonic
simulation for designing NDT methods for embedded crack detection and characterization.

Abstract: Ultrasonic Non-Destructive Testing (NDT) methods are broadly used for detection and
characterization/imaging of cracks. Simulation is of great interest for designing such NDT methods.
To model the ultrasonic 3D response of a crack, ultrasonic high frequency asymptotic (semi-analytical)
models (such as the Physical Theory of Diffraction—PTD) are known to provide accurate predictions
for most classical NDT configurations, and 3D numerical models have also emerged more recently.
The aim of this paper is to carry out for the first time an experimental and theoretical comparison of
3D models for ultrasonic NDT of embedded cracks in 3D configurations. Semi-analytical models and
a hybrid 3D FEM strategy—combining high-order spectral Finite Elements Method (FEM) for flaw
scattering and an asymptotic ray model for beam propagation—have been compared. Both numerical
validations and comparisons between simulation and experiments prove the effectiveness of PTD in
numerous configurations but validate and demonstrate the improvement provided by the 3D hybrid
code, notably for small flaws compared to the wavelength and for shear waves.

Keywords: Non-Destructive Testing (NDT); ultrasounds; crack; scattering; numerical models
comparison; experimental validation

1. Introduction

Nowadays, simulation plays a key role in the design and demonstration of perfor-
mances of Non-Destructive Testing (NDT) methods. Conventional ultrasonic inspection
methods have been used for the NDT of cracks for several decades. The analysis of the
echoes generated by cracks, generally specular or diffraction ones, can lead to their de-
tection or imaging. To simulate the ultrasonic response of a crack during an ultrasonic
inspection, system models [1,2] have been devised. Such models consist of modeling the
propagated beam, its interaction with scatterers and the reception by a probe.

Historically, semi-analytical models were first studied to model flaw scattering. Two
classical ones were revisited in elastodynamics from the end of 1970s: the Kirchhoff ap-
proximation (KA) [3] and the Geometrical Theory of Diffraction (GTD) [4], which have
complementary areas of validity. KA enables handling reflections from planar or multi-
faceted cracks, volumetric voids [5] and impedance interfaces [6,7]. GTD is preferred to
KA for simulating scattering by crack edges (notably for TOFD configurations [8,9]) but
fails in the near-incident and specular reflection directions (shadow boundaries). A GTD
solution has also recently been proposed for wedge scattering [10–12]. Several system
models based on KA [3] or GTD [13,14] were conceived first for 2D configurations and
then developed in 3D for KA [1,5] and for GTD [15], then using an incremental Huygens
model [16]. Strategies were then created to take into account both reflection and edge
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diffraction. Recently, an approach based on the Huygens–Fresnel diffraction theory has
been proposed [17] to evaluate the signals diffracted by the edges, but it is equivalent [18]
to KA and limited to 2D time-of-flight diffraction (TOFD) configurations; it also cannot de-
scribe head waves [19,20]. Uniform corrections of GTD which are able to predict a spatially
uniform scattered field has led to recent developments for elastic waves. An elastodynamic
version of the Uniform Asymptotic Theory (UAT) [21] was first proposed [4]; however, the
UAT requires an artificial extension of the scattering surface and additional costly tracing
of fictitious rays reflected on this extended surface. The elastodynamic Uniform Theory
of Diffraction (UTD) [22] has also been established for the scattering from a stress-free
half-plane and represents a good alternative even if leading to small differences with UAT.
Finally, an ultrasonic system model accounting for both reflection and diffraction has been
proposed for 3D crack-like flaws in 3D configurations [23]. It is based on the Physical
Theory of Diffraction (PTD), initially developed in electromagnetism [24] and extended to
elastodynamics [25]. For a half-plane, PTD has been shown to be identical to UAT at the
used leading order. Moreover, the region of the model’s validity has been extended [26] to
cover some transition zones surrounding critical rays, where the shear diffracted waves and
head waves interfere. Important efforts have been made to propose an analytical modelling
of some head waves contributions, notably lateral waves in the TOFD configuration [27,28]:
for planar surfaces, lateral waves are head waves propagating along such surfaces, and
recent advances have been obtained in their modelling [29–33]; for complex or cylindrical
surfaces, lateral waves can include bulk wave contributions [34]. The PTD-based system
model [26] can be considered as the most sophisticated and valid semi-analytical approach
existing at the present date.

Nevertheless, the ultrasonic high frequency asymptotic models, despite providing
accurate predictions in a wide range of situations, have a limited domain of validity
identified through various experimental validation campaigns [35–37]: they can fail at
predicting responses from defects in some complex configurations when creeping and
bulk head waves or caustics occur. In the same way, their precision drops for defects with
characteristic dimension of the order of the wavelength. To overcome these limitations,
the use of hybrid models such as the 2D CIVA ATHENA model [5] combining numerical
and asymptotic methods has been demonstrated as an effective strategy. However, the
computational cost of the numerical solver remains a crucial issue for 3D simulations.
Different numerical codes [38–40] have been devised for simulating flaw scattering but have
limited performances for 3D problems. In this paper, we use a 3D hybrid model [41,42],
coupling FEM (Finite Element Method) for flaw scattering and a ray model for beam
propagation. In this model, the numerical parameters are set automatically, and the use
of high-order spectral elements [43,44] and techniques of domain decomposition ensures
high numerical performance.

A comparison of analytical, semi-analytical and numerical techniques has been per-
formed for 2D/3D ultrasonic field modeling [45]. For flaw scattering simulation, different
analytical approximations (such as GTD, UAT, UTD, KA and PTD) have been compared
for the wedge scattering problem in acoustics [46] or for the rigid half-plane problem in
elastodynamics [25]. When modelling a complete inspection with both beam propagation
and flaw scattering, a comparison between an analytical model (integral equation [47]) and
two numerical (COMSOL FEM and finite differences) models has been recently carried out
in some 2D ultrasonic NDT configurations [48]. A comparison between the semi-analytical
PTD model and the hybrid 2D numerical model CIVA ATHENA model has also been stud-
ied in detail for 2D configurations [26]. Preliminary numerical comparisons between PTD
and the 3D hybrid FEM model have been reported in two simple 2D configurations [42].
To our knowledge, no study has yet compared the most advanced semi-analytical (as PTD)
and numerical 3D crack ultrasonic NDT models in 3D configurations and their results with
experience. The models’ comparison proposed here relate to embedded planar defects
inspected in 3D configurations with a special interest in defect characteristic lengths of the
order of the wavelength for which asymptotic models are no longer valid. The models
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involved are the semi-analytical (GTD, PTD) and the hybrid numerical FEM models. We
also present comparisons between simulations and experiments for the models’ validation.
The analytical and numerical simulation methods are briefly recalled in Section 2 of this
paper; then, numerical (Section 3) and experimental (Section 4) validations are described
for 3D-embedded flaws.

2. Simulation Methods

All the simulation methods used are integrated in the CIVA NDT platform [49] for
simulation [2] and analysis. The semi-analytical models (GTD, PTD) have been widely
described in Refs. [15,26]. The Physical Theory of Diffraction (PTD) combines GTD (ray
theory) and Kirchhoff Approximation (KA—integral method) and applies to arbitrary large
scatterers. PTD [25,26] replaces the Kirchhoff edge diffraction contribution by GTD, the
asymptotical approximation of the edge problem solution. The PTD scattered field is the
sum of the Kirchhoff scattered field and a modified GTD field, whose diffraction coefficient
is the difference between the GTD and Kirchhoff edge diffraction coefficients. Finally, this
summation enables building a PTD total field which is spatially uniform, contrary to GTD,
which leads to several singularities (shadow boundaries).

The 3D hybrid FEM model is a coupling method [42] between an FEM scattering
model with a ray-based asymptotic field model (the CIVA pencil method for field computa-
tion [2]). This hybrid methods consequently consists of simulating the propagation field
until the defect vicinity employing the CIVA pencil method [50] and then the scattering of
this field from the defect thanks to a numerical approach. The flaw’s echographic signal
is finally obtained by the way of the Auld’s reciprocity principle [51], which expresses
it as a combination of fields from the emitter and receiver with and without a scattering
defect. The numerical solver is built upon a “dedicated” high-order spectral finite element
method [43,44], which enables us to address 3D configurations, and second, the constitution
of the numerical parameters are automatically deduced from the inspection configuration.
A theoretical description of the hybrid FEM method is given in Appendix A. Some addi-
tional details (meshing around the defect, numerical scheme, etc.) can be found in [41,52].
Different calculation strategies adopted in the CIVA 2017 release used in this paper depend
on the defect’s location (embedded or surface breaking) and on the sensibility area defined
by the user to reduce the computation time. For breaking flaws, the coupling reciprocity
integral [51] is carried out on both the flaw and component surfaces inside the sensibility
area (in red in Figure 1b).
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Finally, the simulation methods utilized here both use the same ray-based asymptotic
field model (the CIVA pencil method for field computation [2]) to simulate wave propaga-
tion, but they differ in the method they employ to model flaw scattering. The model based
on GTD or on the Physical Theory of Diffraction (PTD) is a semi-analytical high frequency
model, whereas, for the hybrid CIVA-FEM model, spectral finite elements (using high order
polynomials) are used.

For contact probes, only longitudinal waves are taken into account in the probe by
the simulation, and since a coupling gel is used in experiments to make a bond between
the probe and the specimen, a solid–solid sliding interface model is used for transmission
coefficients at the specimen interface.

3. Numerical Validations of 3D Embedded Flaws Simulations

In a first step prior to this study, numerical validations were performed in a wide range
of classical 2D NDT configurations by comparing simulations from the proposed hybrid
FEM method, the asymptotic PTD model [10] and another coupling method (2D CIVA
ATHENA). Such numerical validations showed that the PTD approach, which has a lower
computation time, breaks downs for small flaw heights compared to the wavelength as
shown in [10]. Preliminary comparisons between PTD and hybrid FEM have been reported
by some of the present authors in two simple 2D configurations [42] and lead to the same
conclusions. The hybrid FEM method appears thus be a solution to overcome the limitation
of analytical models for small flaws.

The proposed 3D hybrid FEM model is evaluated here by comparing numerically
it with existing analytical 3D models as the 3D PTD model. In these validations, crack
inspections in ferritic steel components are simulated using several different configurations:
TOFD [28] configurations, which are usually used to detect and characterize cracks from
their edge diffraction echoes, and pulse echo configurations with various incidences to
study both the reflection (normal incidence) and diffraction (oblique incidence) from the
crack. The influence of the flaw height and extension is also evaluated notably for small
sizes to determine the improvement provided by the FEM model in 3D configurations. For
the simulations, the following mechanical parameters have been considered: longitudinal
and shear sound velocities of 5900 and 3230 m/s and a density of 7.9 g/cm3. All the input
data for simulation are exactly the same for all the used models. These data describe the
inspection configuration [1]: the characteristics of the component, the used probes, the
inspection scanning, the inspected flaws and the simulation settings.

3.1. Longitudinal Waves

P waves are first considered. The first TOFD configuration is described in Figure 2a.
The specimen includes a 5 mm (or 0.5 mm) high rectangular crack with a varying extension
(perpendicular to the plane of Figure 2a). It is inspected using P45 waves in TOFD mode
at 2.25 MHz.
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The first numerical comparison of models consists in studying the effect of the flaw
extension on maximal flaw echo amplitude (Figure 2b). For both the 0.5 mm and 5 mm
high cracks, very important differences are observed between the FEM and PTD models in
terms of maximal echo amplitudes. Such differences are more important for the smallest
height. Nonetheless, for the 5 mm height differences are not negligible even for large
extensions for which the echo magnitude tends to stabilise (25 mm is close to the beam
width). For this 5 mm height, the echoes from the top and bottom edge are well dissociated,
and the amplitude noticeably oscillates as a function of the extension for the FEM model.
These oscillations may be due to interference between waves scattered from each edge and
their corners, the latter being better predicted by FEM than by the PTD model. The PTD
model used here relies on the incremental Huygens model to account for the finite edge
extension [16,26,53,54].

The second numerical comparison in the previous P45◦ TOFD configuration (Figure 2a)
consists of studying the effect of the flaw height on maximal flaw echo amplitude for the
25 mm extent crack (extension large enough to include the beam width). The flaws’ heights
from 0.5 to 5 mm are studied, which correspond to adimensional wave number 0.6 < ka < 6.
Again, significant differences are observed in Figure 3a between the FEM and PTD models
in terms of maximal echo amplitudes, especially for the smallest heights. Whereas the echo
amplitude is quite constant versus the height for the PTD, the FEM model predicts higher
amplitudes when the scattered waves are mixed for small heights.
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By comparing the Ascans simulated by both the 3D FEM and PTD and generated by
the 5 mm high and 25 mm extent rectangular crack (Figure 3b), the two models lead to a
similar prediction from the top edge response, but PTD provides an underestimation for
the bottom edge echo (which yields the maximal amplitude from the flaw). This is due to
the use of P45◦ waves and the presence at the 38◦ inspection angle of a minimum predicted
by GTD for the amplitude of the bottom edge echo versus the angle of observation in TOFD.
As shown in [55], GTD and CIVA ATHENA (hybrid FEM model) both predict a minimum,
but it is much more pronounced with GTD. Consequently, the difference of prediction of
this minimum by the two models explains the gaps obtained in terms of echo magnitude
even for large flaw heights in TOFD P45◦. The FEM model also predicts later contributions,
notably due to the Rayleigh waves propagating on the flaw surfaces.

The previous section concludes that the P45◦ waves TOFD configuration exhibits
differences between PTD and FEM predictions due to the presence of a minimum in
the directivity pattern for a particular observation angle. In the next P60◦ waves TOFD
configuration, the PTD and FEM models are expected to lead to similar results for large
flaws. When comparing the Ascans simulated both by the 3D FEM and PTD models using
inspection at 60◦ still at 2.25 MHz (configuration shown in Figure 4a), the two models
give rise to similar echoes for both the top and bottom edges (Figure 4b). The FEM model
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also predicts later contributions. The amplitude difference between the 3D FEM and PTD
models observed using P45 waves in TOFD is not reproduced for P60 waves.
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In the previous configuration with P60 waves at 2.25 MHz, another validation consists
of studying the effect of the flaw height on maximal flaw echo amplitude. The flaws’ heights
from 0.25 to 10 mm are studied, which corresponds to 0.3 < ka < 12. For small heights
(especially for heights less than 1 mm; ka < 1.2), significant differences in terms of echo
magnitude are observed between the two models.

Comparisons of the Ascans simulated by 3D PTD and 3D FEM (Figure 5) show that
according to finite elements, the two different echoes arising from the top and bottom edges
are relatively well dissociated for heights higher than 5 mm (ka > 6). From this height, these
two echoes are very well simulated by PTD, but the later Rayleigh waves are nevertheless
not taken into account in the PTD model. For small heights, important differences are
observed between the two models in terms of waveforms, which is most likely due to
primary edge diffracted waves and secondary diffractions of multiply reflected Rayleigh
waves (not modelled in the PTD model) having close time of flights.
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3.2. Shear Waves
3.2.1. Immersion Pulse Echo Mode: S45◦ Waves—Various Incidences on the Flaw

Figure 6a describes the first validation case in the pulse echo mode involving defects
of various heights, a fixed 0.5 mm extension and of an arbitrary tilt angle α. A 12.7 mm di-
ameter immersed transducer positioned 20 mm above the component generates transversal
45◦ waves at 5 MHz.
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Figure 6. (a) pulse echo configuration with the SV45◦ wave at 5 MHz of a rectangular defect of
varying height (5 mm here—red segment), 0.5 mm extent and various tilts; (b) α = −45◦, specular
reflection configuration; (c) α = 0◦, classical configuration of a vertical flaw.

The probe is not very divergent, and the flaw is in the area of the maximal field
amplitude (33–40 mm depths). The flaw extension is small (0.5 mm extent), which will
enable us to study the 3D effects of the flaw size in configurations unfavourable to analytical
models such as PTD.

In Figure 7, the 3D FEM and PTD models predict the flaw echo amplitude versus
the tilt angle α for three different flaw heights: 5, 1 and 0.5 mm (ka ~ 2.4 both in height
and extension in the latter case). An improvement consisting in a smoothing of PTD
coefficients near critical angles has been devised and described in [26]: it is referred to as
“PTD3D critical smoothing”. The results referred to as “PTD3D” were obtained without
this treatment, using a GTD code based on previous works [56]. Its response exhibits peaks
around critical angles.
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Figure 7. A planar component containing an embedded rectangular flaw of 0.5 mm extent and of
height: (a) 5, (b) 1 and (c) 0.5 mm. Comparison of FEM and PTD (standard or with smoothing around
the critical angle) models.

For specular reflection, PTD generally leads to a relatively good approximation and to
simulated results close to that of FEM even for small heights. Nonetheless, for the smallest
height (0.5 mm), the PTD response versus the tilt angle exhibits two local maxima, contrary
to FEM. This suggests that some phenomena are better predicted by the numerical model
than by PTD, possibly due to interferences between the waves reflected from the flaw
surface and those diffracted from the contour.

The difference between PTD and FEM can be significant away from the specular direc-
tion, especially beyond the critical angle. This is due to head waves not being accounted
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for in the PTD model presented here. Consequently, the 3D extension of the flaw can be
assumed to be a source of inaccuracies for the PTD model, possibly due to quantitative
errors in the PTD prediction of corner diffractions.

PTD differs most significantly from the FEM reference—for specular reflection when
the flaw height or extent is small—near and above the critical angle for S waves (head
waves) and small heights.

3.2.2. Contact Pulse Echo Mode: S45◦ Waves—Vertical Flaw

The next numerical comparison case involves the inspection of a vertical rectangular
crack inspected using SV45 waves in pulse echo mode at 2.25 MHz (Figure 8a). The used
probe emitting at 2.25 MHz is a contact circular planar probe of 6.35 mm diameter. The
first numerical comparison consists in studying the effect of the flaw extension on maximal
flaw echo amplitude for the 5 mm high crack (Figure 8b). For small extensions (<4 mm),
some amplitude oscillations occur, probably due to interferences between waves scattered
from both the edges and the corners. Important differences are observed between the FEM
and PTD models in terms of maximal echo amplitudes for all extensions. It is unexpected
that differences are obtained even for large extensions (25 mm ~ beam width) in the case
of a 5 mm high crack corresponding to a large dimensionless factor ka ~ 11.25. In order
to analyze the previous differences, the Ascans simulated by 3D FEM and 3D PTD are
plotted in Figure 9 for the 40 mm extent (the largest extension in Figure 8b) and 5 mm high
rectangular crack both at 2.25 MHz (corresponding to the case studied in previous Figure 8)
and also at 5 MHz. At 5 MHz, the Ascan simulated by 2 D FEM CIVA ATHENA is also
provided. The first echo chronologically observed in Figure 9a,b is obviously the top edge
diffracted wave. Echoes generated by bulk wave diffraction from the bottom edge (after
40.5 µs) and by later waves can be better distinguished at the higher frequency (5 MHz). A
head wave arrives at almost the same time as a wave diffracted from the bottom edge: it
corresponds to the diffraction at the top edge of the incident S wave path into a P creeping
head wave, which is then rediffracted into a bulk S wave at the bottom tip (see Figure 9c),
and its time of flight, which can be theoretically calculated by ray theory, is close to that
of the bottom edge diffraction (as explained later using Table 1). Chronologically, the first
wave arriving after the bottom edge diffracted wave is a bulk diffraction of a Rayleigh
wave. When the beam hits the top tip, a Rayleigh wave (R1) is generated. It propagates
along each crack face towards the opposite tip. Upon reaching the bottom tip, R1 sheds the
bulk S5 wave. The path of this Rayleigh wave then diffracted in the bulk corresponds to
that of the so-called S5 wave, which is due to a secondary diffraction (see its path drawn in
Figure 6 of Ref. [26]).
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34 mm extension and varying height.
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Figure 9. Inspection of a 40 mm extent and 5 mm high rectangular crack inspected using SV45
waves in Pulse Echo mode (circular plane probe of 6.35 mm diameter); Ascans simulated by 3D FEM
and 3D PTD: (a) at 2.25 MHz (b) at 5 MHz with also the normalized Ascan modelled by 2D FEM
Civa/Athena. (c) S head waves diffracted from a crack (in blue) under 45◦ incidence: the S wave
shed by the bottom tip irradiated by the P creeping wave coming back to the probe at 45◦ direction
and the S head wave radiated during the propagation of the P creeping wave along the crack surface.

Table 1. Analysis of Ascans simulated by 3D FEM and 3D PTD of the inspection of a 40 mm extent
and 5 mm high rectangular crack using SV45 waves in Pulse Echo mode (circular planar probe of
6.35 mm diameter) at 5 MHz: time of flight of the different waves theoretically calculated using ray
theory or obtained after 3D FEM simulation; PTD amplitude versus 3D FEM (dB).

Top Edge Diffraction Head Wave Bottom Edge
Diffraction

Secondary Rayleigh
Wave Diffraction

Theoretical time of
flight (µs) 0 1.94 2.19 2.81

FEM simulated time of
flight (µs) 0 Lost in the bottom

edge echo 2.12 2.70

PTD amplitude versus
3D FEM (dB) −0.9 Not calculated by the

PTD model −1.0 Not calculated by the
PTD model

When considering the time of flight of the top edge diffracted wave as the time origin,
the time of flight of the different waves can be theoretically calculated using ray theory and
compared to that obtained after 3D FEM simulation (see Table 1).

The comparison of the times of flight shows that the second echo chronologically
observed corresponds to the bottom edge diffracted wave interfering slightly with the
head wave. Such a head wave is of lower amplitude since it decreases quickly during
its propagation along the flaw surface and since the incidence is not critical (in Figure 9c,
θinc = 45◦ whereas θc = 33◦ for steel). The third echo corresponds to the secondary Rayleigh
wave diffraction S5. PTD predicts correctly the amplitudes of the primary bulk waves
diffracted by the two edges but the PTD model does not simulate the secondary Rayleigh
wave diffraction S5. It is this latter wave which leads to the more important amplitude in
the 3D FEM Ascan.

At the lower frequency of 2.25 MHz, the secondary Rayleigh wave diffraction echo
coalesces with the bottom edge diffracted echo, which explains the difference of simulated
maximal amplitudes between PTD and FEM shown in Figure 8b for large extensions.

After studying the effect of the flaw extension, a second numerical comparison
(Figure 8c) consists of studying the effect of the flaw height on maximal flaw echo amplitude
for the 34 mm extent crack (extension wider than the beam size). For rather small heights
(<8 mm), the FEM model highlights oscillations probably due to interferences between
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waves scattered from the edges, and Rayleigh waves multiply reflected at edges and also to
a lesser extent to multiply reflected head waves. For large heights, a difference of 2 dB is
observed between the two models. The maximal echo amplitude slightly decreases with
height due to the decrease in the field with the increasing distance from the bottom edge.

4. Experimental Validations

In a second step of validation, experimental measurements have been carried out
on ferritic steel components. First, TOFD inspections of large flaws involving 3D effects
(sometimes very important) have been considered.

4.1. Inspection of Large Flaws

Several notches and holes have been fabricated in a planar specimen (Figure 10a). In
order to study the influence of the orientations of both probes and flaws, two 6.35 mm
diameter probes emitting 45◦ P-waves at 2.25 MHz have been positioned in a TOFD
configuration with a 60 mm Probe Center Separation and rotated from the 0◦ skew angle to
the 34◦ skew angle. Figure 10b,c present a typical case of the 11◦ skew.
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Figure 10. (a) A planar component containing disoriented backwall breaking flaws and a 2 mm
diameter SDH; the TOFD configuration with the 11◦ probes’ skew: (b) top view and (c) side view
showing the flaw used for simulating the top edge of the 30◦ disoriented notch.

Measurements have been carried out on a rectangular 0◦ flaw and three defects (with
vertical disorientation of 10, 20 and 30◦ for the top edge) and calibrated against a 2 mm
diameter SDH. The resulting experimental B-Scan is shown in Figure 11a. The variation in
the amplitude of the echo from the top tip (equivalent to that of an embedded flaw) with
the vertical disorientation is displayed in Figure 11b. The results simulated by different
models are compared in terms of echo amplitude: (1) an older model based on the so-called
2.5D GTD [5], which involves the projection of the incoming and scattered wave vectors
on the plane normal to the flaw edge and 2D GTD coefficients related to these projections,
(2) 3D PTD model and (3) the hybrid 3D FEM model.
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Figure 11. (a) Experimental B-scan obtained when scanning the side drilled hole (SDH) and the three
defects (with vertical misorientation of 10◦ to 30◦ for the top edge); (b) validation of the 2.5D GTD,
3D PTD and the hybrid 3D FEM models against the measured echoes from the top tip of misoriented
backwall breaking flaws.

The differences between the 3D PTD model, the hybrid 3D FEM model and experimen-
tal data are less than 1 dB, except for the 30◦ misoriented flaw, for which the signal-to-noise
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ratio is low (see Figure 11b). Note that the 3D PTD-based model provides a slight improve-
ment over the 2.5D GTD model in that configuration.

In the view of studying more important 3D effects, a second experimental validation
has been performed to evaluate the effect of skew flaw angle on edge diffraction amplitude.
Tests have been carried out on a planar rectangular backwall breaking flaw (10 mm high
and 40 mm wide) using a pair of transducers (2.25 MHz, 45◦ longitudinal waves, 6.35 mm
diameter) in contact mode. The probes have been positioned in a TOFD configuration with
a 60 mm Probe Space Center and with flaw skew angle varying from 0◦ to 70◦ (Figure 12a).
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In Figure 12b, it can be seen that the influence of the skew angle on the measured
diffraction echo amplitudes is minor. The 3D hybrid FEM model leads to a good prediction
with a maximal disagreement of about 2.5 dB with measure; the 3D PTD also effectively
surpasses the older 2.5D GTD model (available in a previous CIVA release), which breaks
down for important skew (>40◦). It can be noticed that the 3D PTD and hybrid 3D FEM
models lead to close results for this configuration involving a flaw of both large height
and extension.

The previous experimental validations have thus confirmed that the 3D hybrid method
provides in the case of a large flaw a prediction in very good agreement with experiments
and also with the other CIVA 3D model (PTD). The hybrid method correctly simulates
larges flaws and 3D configurations.

4.2. Inspection of Small Flaws Compared to the Wavelength

Several measurements have also been carried out to evaluate the models validity on
cracks with a small height with respect to the wavelength.

The component used for the following experimental validations is described in Figure 13.
The thickness of the specimen, which is the depth to be inspected in experiments (see
Figure 14b for an example of inspection configuration), is indicated in red in Figure 13.

The specimen contains the following:

- Four electro-eroded notches (5 mm height × 30 mm extension) and four side-drilled
holes (2 mm diameter × 40 mm extension) which are embedded with respective bottom
ligaments (distance between notch extremity and backwall) of 5, 10, 15 and 20 mm;

- One backwall breaking notch (not considered in the following validation study);
- Four flat bottom holes on the right side.
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The experimental validations presented here concern inspections in immersion of the
notch of the highest ligament 20 mm (surrounded in blue in Figure 14b). We privilege
validation on the flaw with the highest ligament for a better confidence in the measurements,
even though measurements on the other flaws were satisfactory. A 10 mm extent starter hole
was pre-drilled before producing the notch of 30 mm extension by electro erosion. To study
small notch heights with respect to the wavelength, since the flaw height (5 mm) is relatively
important, low frequency transducers (0.5 MHz and 1 MHz) have been employed in
experiments. We controlled the measurements reproducibility with an obtained confidence
interval of the order ±3 dB owing to the low time resolution of the echoes observed at the
low frequencies used (0.5 MHz and 1 MHz). Measurements of side-drilled holes have been
carried out to set the input signal in simulation [2].

4.2.1. Inspections with Compressional (P) Waves

The specimen has been first inspected in a TOFD configuration for which the probes
radiate P45◦ waves. Figure 14a depicts the device, and the inspection configuration is
described in Figure 14b.

The experimental and simulated Bscans obtained using the 1 MHz probes and the
3D hybrid FEM model in simulation for the notch are provided in Figure 15. The Bscans
chronologically display the lateral wave, the echo from the defect and the echo due to
the P waves backwall reflection. At this low frequency (1 MHz), we observe a single echo
arising from the entire flaw. The experimental and simulated results are very similar: the
observed relative amplitudes of all echoes are very well reproduced in simulation. Details
on the simulation of lateral wave or backwall reflection in TOFD can be found in [13]. The
comparison of maximal amplitude for the flaw echo lead to a simulation/experience gap
of −1.6 dB for the 3D hybrid FEM model against −2.2 dB for the 3D PTD model.
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The 3D hybrid FEM model provides a slightly better prediction than the analytical
model for small flaws and TOFD P waves at 1 MHz.

4.2.2. Inspections with Shear (S) Waves

Since the numerical validations have shown that differences are more important between
the numerical and analytical models for shear waves, experimental acquisitions employing
transversal waves have also been carried out in pulse-echo and TOFD configurations.

Figure 16a shows the configuration of ultrasonic pulse echo NDT of the embedded
planar electro-eroded slots (depicted in Figure 13). Transducers acting in immersion and
generating oblique transversal waves at 45◦ at 0.5 and 1 MHz have been used. The experi-
mental BScan at 0.5 MHz shown in Figure 16b highlights the emission echo versus time
in blue, the echo from the entry surface, the response of the four slots and the flat bottom
holes. The echogenic signature of the slot include the direct, corner and indirect echoes. All
these echoes can be mixed when the slot backwall ligament is low (two slots at left); in that
case, the corner echo amplitude is higher.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 14 of 20 
 

Figure 16a shows the configuration of ultrasonic pulse echo NDT of the embedded 
planar electro-eroded slots (depicted in Figure 13). Transducers acting in immersion and 
generating oblique transversal waves at 45° at 0.5 and 1 MHz have been used. The exper-
imental BScan at 0.5 MHz shown in Figure 16b highlights the emission echo versus time 
in blue, the echo from the entry surface, the response of the four slots and the flat bottom 
holes. The echogenic signature of the slot include the direct, corner and indirect echoes. 
All these echoes can be mixed when the slot backwall ligament is low (two slots at left); in 
that case, the corner echo amplitude is higher.  

 
Figure 16. (a) Configuration of ultrasonic pulse echo NDT of the embedded planar electro-eroded 
slots (depicted in Figure 13); (b) experimental True BScan using the immersion probe at 0.5 MHz. 
The entry surface and backwall of the component are indicated in grey. The slot utilized for 
validation is shown thanks to the blue arrow, whereas the yellow ellipse indicates the component 
right corners and the flat bottom holes. 

As seen in Figure 17a, the FEM model leads to the better prediction. The gap between 
PTD and FEM reaches 8 dB at 0.5 MHz, PTD losing its effectiveness for small flaw heights 
with respect to the wavelength. The prediction of the echo signal also seems better when 
using the FEM model (Figure 17b,c). 

 
Figure 17. (a) Disagreements with measurements obtained with the 3D FEM and PTD simulations; 
(b) Predicted and measured signals with the 0.5 MHz probe; (c) the same as (b) with normalization 
on the maximal amplitude. 

The previous validation confirms that the FEM-based 3D hybrid model could bring 
an interesting contribution to the simulation of small defects compared to the wavelength 
for shear waves. 

The last experimental validation deals with the S45° TOFD inspection of the speci-
men at both 0.5 MHz and 1 MHz, whose configuration is schematized in Figure 18a. One 
can observe chronologically on the experimental BScan of Figure 18b for the 0.5 MHz case 
the lateral wave, the echo due to the specular reflection on the entry surface, the echo from 
the defect and the echo due to the S waves reflection on the backwall.  

0.5MHz 

Figure 16. (a) Configuration of ultrasonic pulse echo NDT of the embedded planar electro-eroded
slots (depicted in Figure 13); (b) experimental True BScan using the immersion probe at 0.5 MHz. The
entry surface and backwall of the component are indicated in grey. The slot utilized for validation is
shown thanks to the blue arrow, whereas the yellow ellipse indicates the component right corners
and the flat bottom holes.

As seen in Figure 17a, the FEM model leads to the better prediction. The gap between
PTD and FEM reaches 8 dB at 0.5 MHz, PTD losing its effectiveness for small flaw heights
with respect to the wavelength. The prediction of the echo signal also seems better when
using the FEM model (Figure 17b,c).

The previous validation confirms that the FEM-based 3D hybrid model could bring an
interesting contribution to the simulation of small defects compared to the wavelength for
shear waves.

The last experimental validation deals with the S45◦ TOFD inspection of the specimen
at both 0.5 MHz and 1 MHz, whose configuration is schematized in Figure 18a. One can
observe chronologically on the experimental BScan of Figure 18b for the 0.5 MHz case the
lateral wave, the echo due to the specular reflection on the entry surface, the echo from the
defect and the echo due to the S waves reflection on the backwall.
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Figure 18. (a) S45◦ TOFD immersion inspection of several embedded planar electro eroded slots;
(b) experimental BScan obtained when scanning the notches and the flat bottom holes at 0.5 MHz.

The table of Figure 19a presents the comparison with measure of both the 3D hybrid
FEM method and the PTD model simulations of the maximal echo amplitude from the
validation defect. The 3D hybrid FEM gives rise again to a better prediction in amplitude
for the 0.5 MHz case corresponding to the smallest flaw height/wavelength ratio. The
measured and simulated normalized Ascans are presented in Figure 19b at 0.5 MHz. One
can notice the effectiveness of the simulation which models all these waves of very different
natures both in terms of wave forms and of amplitude ratios (notably relatively to the
lateral wave and entry surface echoes for the FEM model).
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The experimental validation has to be pursued on small flaws notably in 3D configu-
rations, but the first numerical and experimental validations show that the hybrid method
provides a much better prediction than analytical models for small flaws (especially with
shear waves).
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5. Conclusions

An efficient semi-analytical ultrasonic crack measurement model based on the Physical
Theory of Diffraction (PTD) and an original hybrid asymptotic/numerical approach based
on a high-order spectral-like finite element method were recently proposed in the literature.
The numerical comparison of the new 3D hybrid model with semi-analytical models for
3D planar embedded defects has been carried out in this study. It highlights important
differences in terms of echo amplitude and waveforms for small flaw heights or extensions
and the FEM method seems to provide a more physical description in all configurations by
simulating phenomena not or badly accounted for by analytical models as corner diffraction,
Rayleigh and head waves. When the crack extension is large, the overall validity range of
PTD on the flaw half height ka > (ka)max—where ka is the dimensionless wave number—
is wider for P waves ((ka)max ∈ [1, 3] approximately) than for S waves ((ka)max ∈ [5, 10]
approximately). When the crack height is large, a similar criterion (around ka > 5–10) could
be approximately found for the overall PTD validity range with the flaw extension. The
PTD limitations are more noticeable when edge diffraction echoes are predominant with
respect to specular echoes and when head waves occur; PTD can be valid for smaller ka than
those given in the criterion in configurations of specular reflection. The existing PTD code
could be improved by accounting for the secondary diffractions due to Rayleigh waves.

Experimental validations on notches have first confirmed the good prediction provided
by PTD for simulating 3D top edge diffraction of large flaws. Measurements of embedded
slots carried out at low frequency have shown that the proposed 3D hybrid method leads to
a significant improvement for simulating small flaws compared to the wavelength, notably
for shear waves. Similar comparisons have been made for surface-breaking cracks and
should be the object of a complementary future publication. In-progress improvements
and developments of the 3D hybrid method (notably for handling complex-shaped cracks)
also have to be evaluated.
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Appendix A. Hybrid Method Description

In this appendix, a quick description of the hybrid method is given; more theoretical
details can be found in [42,52].

The adopted strategy consists of coupling a semi-analytical propagation model to a
scattering numerical model. The main principle of such coupling is to use the computation
of the incident field from CIVA by applying the beam computation module [50], and
to compute the interaction with the flaw using a dedicated scattering model. The echo-
response from the defect is then given by the Auld’s reciprocity principle [51], which links
healthy (incident field) and damaged (defect scattering) components. Indeed, in the time
domain, the elastodynamic response of a defect is expressed as:

SΓF =
∫

∂BΓF

ytot,E ∗
(
σ.n
)inc, R −

(
σ.n
)tot,E ∗ yinc,RdΓ (A1)

where the involved displacements y and stresses σ are defined below, n refers to the normal
integration surface (surrounding the flaw and depicted in dash blue in Figure A1) and
indices E and R denote two states. E quantities correspond to the ultrasonic fields radiated
by the emitting probe in the presence of the defect and R quantities are linked to the field
radiated by the receiver (used as a fictitious emitter) in healthy components (without flaws).
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Figure A1. The two different states for reciprocity application. For state R, the dashed red line mimics
the absence of the flaw.

The total displacement field is defined as follows for each state as the sum of the
incident and diffracted fields (similar notations/decompositions are employed for the
stresses also involved in Equation (A1)):

ytot,α = yinc,α + ydi f ,α, α ∈ {E, R} (A2)

In the case of cracks, a stress-free boundary condition applies:

σtot,E. n|
Γ
= 0, (A3)

and Equation (A1) reduces to:

SΓF =
∫

ΓF

(
yinc,E + ydi f ,E

)
∗
(
σ.n
)inc, RdΓ (A4)

The two incident fields involved in the previous Equation (A4) are calculated by the
ray-based asymptotic model [50], whereas the diffracted field in state E is obtained by a
numerical model.

In the latter calculation, the input data of the scattering model is obtained in an area of
interest associated with the flaw (around the defect) using the ray-based beam computation
model in the healthy part. The response of the flaw to this incident field is then computed
using the numerical dedicated model (high order spectral finite elements).

The advantages of such an approach are that the flaw response does not disturb the
incident field calculated by the ray method. In practice, the defect should be at sufficient
distance from the component edges to not interact with them. Otherwise, it is necessary to
consider the defect and the component edges in the diffraction pattern.

Computational performances are significantly enhanced by the use of high-order
spectral finite elements [43,44] defined on hexahedral meshes. This numerical method is
widely spread in the community of numerical solutions of transient high-frequency wave
propagation problems since they combine the flexibility of finite element methods and the
performances of standard finite differences by allowing a fully explicit numerical scheme
thanks to a diagonal mass matrix—in the literature, this technique is referred to as the
mass-lumping technique. By using a second-order leap-frog time discretization, a fully
explicit numerical scheme is finally obtained and transparent boundary conditions are
performed using the so-called perfectly matched layer (PML) formulation. Moreover, by
allowing high-order polynomials to represent the solutions, the spectral finite elements
require less discretization points to reach a given precision, which is a major asset when
simulating 3D configurations.

The assumption of embedded crack is utilized to derive an unbounded diffracted
field formulation: 

ρ∂2
t ydi f ,E −∇.σdi f ,E = 0 in BΓF ,
σdi f ,E.n = −σinc,E.n on ΓF,

& transparent boundary conditions on ∂BΓF .
(A5)
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The first equation is the fundamental equation of dynamics; the second one corre-
sponds to the boundary conditions applied to the flaw surfaces and transparent boundary
conditions are used to model an unbounded domain. Finally, the solution to the diffracted
field formulation (A5) is approximated using the numerical model based on high-order
spectral finite elements.
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