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Global harmonic analysis for $\Phi^4_3$ on closed Riemannian manifolds

I. BAILLEUL and N.V. DANG and L. FERDINAND and T.D. TÔ

Abstract. Following Parisi & Wu’s paradigm of stochastic quantization, we constructed in [6] a $\Phi^4_3$ measure on an arbitrary compact, boundaryless, Riemannian manifold as an invariant measure of a singular stochastic partial differential equation. The present work is a companion to [6]. We describe here in detail the harmonic and microlocal analysis tools that we used. We also introduce some new tools to treat the vectorial $\Phi^4_3$ model. This relies on a new Cole-Hopf transform involving random bundle maps. We do not aim here for the greatest generality; rather, we tried to keep our exposition relatively self-contained and pedagogical enough in the hope that the techniques we show can be used in other settings.

1 – Introduction

Thanks to the recent breakthroughs of Hairer [29] and Gubinelli, Imkeller & Perkowski [26], a certain class of stochastic partial differential equations (SPDEs) with low regularity coefficients now have a robust solution theory. Examples of equations in this class include the KPZ equation

$$ (\partial_t - \partial^2_x) u = (\partial_x u)^2 + \xi_1, $$

the parabolic $\Phi^4$ equation

$$ (\partial_t - \Delta + 1) u + u^3 = \xi_2, \quad (1.1) $$

and the generalized parabolic Anderson model

$$ (\partial_t - \Delta + 1) u = F(u) \xi_3, $$

A common feature to the above equations is that they do not make sense in a classical sense due to the low regularity of the different driving noises $\xi_1, \xi_2, \xi_3$. One needs to renormalize the PDE, somehow subtracting some infinite counterterm in the equation itself, to have a well-defined notion of solution. These recent seminal works, and the body of works that followed, allowed a number of authors [30, 46, 44, 25, 7] to recover the existence of the celebrated $\Phi^4_3$ quantum field theory measure first constructed by Glimm & Jaffe [22, 23] in the 2 and 3 dimensional Euclidean space in the 70s. The extension of such results to a curved setting is a longstanding open problem that matters from the point of view of constructive quantum field theory. We gave in the work [6] the first construction of the dynamical $\Phi^4_3$ model on any compact, boundaryless, 3-dimensional Riemannian manifold $M$ and deduced from some functional properties of the long time behaviour of the semigroup generated by the SPDE (1.1) the existence and non-triviality of a $\Phi^3$ Gibbs measure

$$ e^{-\int_M |\nabla u|^2 - \int_M \frac{u^4}{4!} |Du|^2}, \quad (1.2) $$
on M$. This measure is seen as an invariant measure for the semigroup. Our construction is naturally deeply rooted in the recent developments in the area of singular stochastic PDEs.

The present work is a companion paper of the work [6]. Our goal is to build in a relatively simple and self-contained way all the tools from paradifferential calculus and microlocal analysis on compact manifolds that we used in the existence proof of a $\Phi^3$ measure on $M$ in [6]. Most of its content is independent of that precise problem, though, so we hope the reader will take profit from what follows to investigate a number of other problems.

§1 – $\Phi^4_3$ measure on a closed 3-dimensional manifold – We fix from now on a smooth closed (i.e. compact, boundaryless) 3-dimensional Riemannian manifold $(M, g)$ and let $\Delta := \Delta_g$ stand for the (negative) Laplace-Beltrami operator on $M$. We will denote by

$$ P := 1 - \Delta $$
the massive Laplacian and by \( e^{-tP} \) the corresponding heat kernel. The eigenfunctions \( f_\lambda \) of \( P \)
form an orthonormal basis of \( L^2(M) \). Let \( \xi^\lambda \) stand for a collection of independent real valued
Brownian motions indexed by the set of eigenvalues of \( P \), defined on some probability space
\((\Omega, \mathcal{F}, \mathbb{P})\). Spacetime white noise on \( \mathbb{R} \times M \) can be constructed as the random series
\[
\xi := \sum_\lambda \xi^\lambda \otimes f_\lambda.
\]
It belongs almost surely to the parabolic Hölder space of regularity exponent \(-5/2 - \epsilon\), for any
\( \epsilon > 0 \). We let
\[
\xi_r := e^{r(\Delta - 1)}\xi
\]
stand for the space regularized spacetime white noise – so \( \xi_r \) is still white in time. The work
[3] is dedicated to constructing a Gibbs measure that formally writes (1.2) as an invariant
probability measure of the parabolic \( \Phi^4 \) parabolic dynamics
\[
\partial_t u = \xi + (\Delta - 1)u - u^3. \tag{1.3}
\]
Set
\[
a_r := \frac{r^{-1/2}}{8\sqrt{2}\pi^{3/2}}, \quad b_r := \frac{|\log r|}{128\pi^2}. \tag{1.4}
\]
One of the main results from [6] reads as follows. The constant \( 0 < \epsilon \) is small enough and fixed
throughout.

**Theorem** – Pick \( \phi \in C^{1/2-\epsilon}(M) \). The equation
\[
(\partial_t - \Delta + 1)u_r = \xi_r - u_r^3 + 3(a_r - b_r)u_r, \tag{1.5}
\]
with initial condition \( \phi \), has a unique solution over \([0, \infty) \times M\) in some appropriate function
space. For any \( 0 < T < \infty \) this random variable converges in probability in
\( C([0,T], C^{1/2-\epsilon}(M)) \)
as \( r > 0 \) goes to 0 to a limit \( u \).

We note that obtaining a local in time well-posedness result for (1.5) is relatively elementary. The non-trivial points in the preceding statement are the long time existence of that local in
time solution and its convergence as \( r > 0 \) goes to 0. The function \( u \) is what we define as the
solution to equation (1.3); it turns out to be a Markov process.

**Theorem** – The dynamics of \( u \) is Markovian and its associated semigroup on \( C^{1/2-\epsilon}(M) \) has
an invariant non-Gaussian probability measure.

We defined in [3] a \( \Phi^4 \) measure as an invariant measure of this Markovian dynamics on
\( C^{1/2-\epsilon}(M) \). The uniqueness of such an invariant measure is proved in [2], so we freely talk in
the sequel of the \( \Phi^4 \) measure. These results are proved by building on Jagannath & Perkowski's
insight [33] that a clever change of variable turns the stochastic PDEs (1.5) into a PDE
\[
(\partial_t - \Delta + 1)v_r = -A_r v_r^3 + B_r v_r^3 + Z_{2r}v_r^3 + Z_{1r}v_r^3 + Z_{0r}, \tag{1.6}
\]
with random coefficients whose solution theory is elementary provided one a uniform control of
the coefficients in some appropriate spaces. The problems related to the low regularity of the
spacetime white noise \( \xi \) and the singular character of (1.3) are all transferred to the question of
proving the convergence in an appropriate space of the random coefficients. When formulated
in this way there is no need to use the tools of regularity structures or paracontrolled calculus
to set up an analytic framework for the study of (1.3). However the question of the convergence of
the random coefficients is fairly non-trivial and remains to be dealt with separately. As a
matter of fact the \( r \)-uniform control of one of the terms that appear in Jagannath & Perkowski's
reformulation can be obtained using a number of basic tools from paracontrolled calculus.
Sections [3] and [4] are dedicated to present these tools in a self-contained way. They are used
in Section [5] to prove a crucial \( r \)-uniform control on the above mentioned term. The random
coefficients \( A_r, B_r, Z_{2r}, Z_{1r}, Z_{0r} \) are all continuous polynomial functions of eight distributions
built from the Gaussian regularized noise $\xi_r$ by some elementary operations. Building on moment estimates we formulate the problem of the convergence of the random coefficients as a problem of extension of some distributions defined the diagonales of some configuration spaces over $M$. In doing so, we follow Epstein & Glaser’s approach to renormalization. The analysis of this extension problem requires some tools from microlocal analysis that we explain in detail in sections 6, 7 and 8.

We this global picture in mind we can now be more specific. Denote by

$$L := \partial_t - \Delta + 1$$

the heat operator and by $L^{-1}$ its inverse with null initial condition at $t = -\infty$. Set

$$\Phi_r := L^{-1}(\xi_r), \quad \Phi_r := \Phi_r^{-1}(\xi_r), \quad \Phi_r := L^{-1}(\xi_r).$$

These stochastic terms are first regularized, since $\xi_r$ is mollified, and then Wick renormalized.

A Cole-Hopf transform – The main idea of [33] is to introduce a new Cole-Hopf transform which yields an optimal way to decompose the solution $u_r$ of (1.5) in such a way that all the singularities of the SPDE are well-isolated. Setting

$$u_r = \Phi_r - \Phi_r e^{-3\Phi_r} (v_{\text{ref},r} + v_r)$$

where $v_{\text{ref},r}$ solves the equation

$$L v_{\text{ref},r} = 3 e^{3\Phi_r} (\Phi_r \Phi_r - b_r (\Phi_r + \Phi_r)), \quad v_{\text{ref},r}(0) = 0,$$

the function $v_r$ is the solution of Equation (1.6) for some appropriate coefficients $A_r, B_r, Z_i$ and initial condition.

**Theorem 1.1** – One has $v_{\text{ref},r} \in \bigcap_{\epsilon > 0} C_T C^{1-\epsilon}(M)$ and

$$\nabla \Phi_r \cdot \nabla v_{\text{ref},r} - b_r (e^{3\Phi_r} \Phi_r) \in \bigcap_{\epsilon > 0} C_T C^{-2\epsilon}(M),$$

with estimates that are uniform as $r > 0$ goes to 0 in $P$-probability.

We use paradifferential calculus on compact manifolds as a key ingredient in our proof of Theorem 1.1. Sections 2 to 4 are dedicated to giving a detailed exposition of paraproduct operators and para-decomposition operators on arbitrary closed manifolds, and to establish several commutator estimates on these objects, in the spirit of Gubinelli, Imkeller & Perkowski’ seminal work [26], as in Bailleul & Bernicot’s works [3, 4, 5]. Our setting in these sections is general and our estimates hold for closed manifolds of any dimension. (A very nice related work for the first part is the recent paper of Guillarmou & Poyferré [28] where they developed some paradifferential calculus on manifolds. Some of our commutator estimates can be obtained from [28] but we thought it would be useful to include some detailed proofs here to make our work more self-contained, more pedagogical and show clearly the mechanism behind the proofs.) In Section 5.2, we also extend Theorem 1.1 to $\Phi_4$ models whose fields take values in some vector bundle over the manifold $M$. We explained in Section 6.2 of [6] how to construct a $\Phi_4$ measure in this setting adding to the strategy used in the scalar case a key new ingredient: A new vectorial Cole-Hopf transform which extends Jagannath & Perkowski’s transform to the bundle case. Instead of multiplying a solution with the exponential of some random field we apply the exponential of some random bundle endomorphism. It is interesting to note that the regularized renormalized equation reads in that setting, for a coupling function $\lambda$,

$$(\partial_t - \Delta + 1)u_r = \xi_r - \lambda(u_r,u_r)E u_r + (r k(E) + 2)(a_r - b_r)u_r,$$

for the same constants $a_r, b_r$ as in the scalar setting, with $rk(E)$ the rank of the bundle $E$. 

§2 – Convergence of the random coefficients in (1.6) – These coefficients a continuous polynomial of the following eight random (well-defined) distributions
\[
\left( \tilde{I}_r, \nabla_r, \nabla_r, \nabla_r, \nabla_r \right) = \left( \tilde{I}_r, \nabla_r, \nabla_r, \nabla_r \right) = \left( \tilde{I}_r, \nabla_r, \nabla_r, \nabla_r \right) = \left( \tilde{I}_r, \nabla_r, \nabla_r, \nabla_r \right) \end{equation}
(They are well-defined as the noise used in their definition has been regularized.) The operator \( S \) uniformly in \( r > 0 \), preceding list of stochastic objects belongs to some appropriate Banach space of distributions, \( \left( \text{in Paragraph 2.3.2, and } \rho, \text{ stable by the semiflow of } \rho \right) \). Then we will denote by \( \mathcal{L}^{-1}((t,x),(s,y)) \) the set of distributions whose wave face set lies in \( \Gamma \). This space is considered as a locally convex topological vector space endowed with the normal topology \( \mathcal{O} \).

Let \( \mathcal{Y} \subset \mathcal{X} \) denotes a submanifold of \( \mathcal{X} \), \( \rho \) a scaling field relative to \( \mathcal{Y} \), and \( \mathcal{U} \) some open subset which is stable by the semiflow of \( \rho \). Then we will denote by \( S^{\mathcal{L}}_{\mathcal{U}}((t,x),(s,y)) \) the set of distributions \( T \) such that the family of distributions \( \{s^{\mathcal{L}}e^{-\rho t}T\}_{s > 0} \) is bounded in \( \mathcal{D}^{-1}_{\mathcal{U}}(\mathcal{L}) \). Theorem 1.2 states that the kernels of the operators \( \mathcal{L}^{-1}, G^{(\mathcal{L})}, \mathcal{O}, \mathcal{U} \) and \( \mathcal{Q}^{\mathcal{Y}} \) are in different functional spaces of the form \( S^{\mathcal{L}}_{\mathcal{U}}(\mathcal{L}) \) for some ambient spaces \( \mathcal{U} \), scaling exponents \( \alpha \) and wavefront sets \( \Gamma \).

**Theorem 1.2** – In the conventions introduced above, we have the following microlocal estimates:

- The kernel \( \mathcal{L}^{-1} \) has scaling exponent \(-3\) and wavefront set
  \[ \mathcal{N}^{\ast} \left( \{ t \equiv s \} \times \mathbb{R}^2 \times M^2 \right) \).

- The kernel \( G_{\mathcal{L}}^{(p)} \) have scaling exponent \(-p\) and wavefront set
  \[ \mathcal{N}^{\ast} \left( \{ t \equiv s \} \subset \mathbb{R}^2 \times M^2 \right) \cup \mathcal{N}^{\ast} \left( \{ t \equiv s \} \times \mathbb{R}^2 \times M^2 \right) \).

- The kernel \( \mathcal{O} \) has scaling exponent \(-6\) and wavefront set
  \[ \mathcal{N}^{\ast} \left( \{ x = y = z \} \subset M^3 \right) \).

- The kernel \( \mathcal{Q}^{\mathcal{Y}} \) has scaling exponent \(-5 - 2\gamma\) and wavefront set
  \[ \mathcal{N}^{\ast} \left( \{ t \equiv s \} \times \mathbb{R}^2 \times M^2 \right). \]

Any kernel \( K \) of the above list satisfies some local diagonal bounds of the form
\[ |\partial^a \xi, \sqrt{s,x,y} | K | \lesssim \left( \sqrt{|t - s|} + |x - y| \right)^{-a - |a|} \]
for the corresponding scaling exponent \( a \).
We develop for the purpose of proving that statement a calculus of operators on closed Riemannian manifolds of any dimension whose Schwartz kernels have parabolic singularities. This calculus contains the heat kernel $\mathcal{L}^{-1}$ and the kernels $G_r^{(3)}$ above. We also include in Section 2.6 several commutator estimates that involve both pseudodifferential operators and Littlewood-Paley-Stein projectors. Together with the results from Section 8 this was used in sections 4.2 and 4.3 of [6] to obtain the explicit expressions (1.4) for the counterterms $a_r, b_r$.

The following table of contents gives a detailed synthetic view of the organization of this work.
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We tried to reach a certain compromise in writing this work.

- Our approach is less general than the works of Bailleul & Bernicot [3][4][5] in the sense we restrict our study to smooth compact Riemannian manifolds whereas the cited works works in the more general geometric background of metric measure spaces that have the volume doubling property. Another limitation compared to the mentioned work is that we only develop paracontrolled calculus in the first order setting. This is all we need in our study of the dynamics (1.3).

- Following an established classical tradition in microlocal analysis, we develop most objects first on $\mathbb{R}^d$ for operators with variable coefficients. Then, using partitions of unity and local charts, we explain what kind of results can be transferred to the manifold setting. This implies that most of the objects we define in our analysis, the quantizations, the projectors, are non-canonical with respect to the metric $g$. We also heavily rely on Fourier analysis. This makes some of our proofs easier than in [3][4][5] since we can use existing results on paradifferential and microlocal analysis on $\mathbb{R}^d$. We loose in generality, covariance and the intermediate analytical objects we use are not geometrically intrinsic. We gain in simplicity and flexibility, while a number of these results seems out of reach for the methods of [3][4][5].

Notation – We will denote by $d$ the Riemannian distance on $(M, g)$.
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2 – Paraproducts on compact manifolds made simple

We provide in this section a direct construction of some (family of) paraproduct and resonant operators on $M$ from their $\mathbb{R}^d$ analogue. This approach has the advantage that we can directly import on $M$ the results known on $\mathbb{R}^d$ at low cost. There are obviously other approaches to the subject with different advantages. Bernicot’s approach via the heat semigroup [10, 11] probably has the most general geometric scope. It needs to be refined as in Bailleul & Bernicot’s work [3] to deal with Besov spaces of negative regularity. See e.g. Mouzard’s works [47, 48] for an implementation of this approach in the setting of a smooth closed manifold.

We will use along some of the proof of this section some results stated and proved in Section 3 and Section 4 that are independent of the content of the present section.

We recall in Section 2.1 the definition of the paraproduct operator on $\mathbb{R}^d$. The Besov spaces over $M$ are introduced in Section 2.2, where we extend to these spaces the well-known fractional Leibniz and interpolation estimates and prove some Schauder-type estimate for a certain class of pseudodifferential operators. A family of paraproduct and resonant operators is introduced in Section 2.3. These objects naturally come in family as they depend on partitions of unity and similar side functions. They have the analytic properties that we expect. Last, Section 2.4 deals with the iteration of two paraproduct operators and paralinearisation.

2.1 – Paraproduct on $\mathbb{R}^d$. Recall we can find functions $\chi$ and $\psi$ such that

$$1 = \chi + \sum_{k=1}^{\infty} \psi(2^{-k} \cdot),$$

with $\text{support}(\chi) \subset \{0 \leq |\xi| \leq 4\}$ and $\text{support}(\psi) \subset \{1 \leq |\xi| \leq 4\}$. We denote by $\Delta_0 = \chi(D)$ and $\Delta_j = \psi(2^{-j} D)$ for $j \geq 1$, that is

$$\Delta_j f := F^{-1} (\psi(2^{-j} \cdot) \hat{f})$$

localizing (this is not a projector) $f$ on the Fourier dyadic shell of size $\{2^{j-1} \leq |\xi| \leq 2^{j+1}\}$ – a corona in Fourier space. The element $\Delta_j f$ is sometimes called a Littlewood-Paley block. The Littlewood-Paley decomposition of a distribution $f$ reads

$$\Delta_0(f) + \sum_{j=1}^{\infty} \Delta_j(f).$$

We define projectors on lower Fourier modes as:

$$S_j(f) := \Delta_0(f) + \sum_{k=1}^{j} \Delta_k(f).$$

Then the paraproduct is defined by

$$f \prec g = \sum_{j} S_{j-2}(f) \Delta_j(g),$$

where the product $S_{j-2}(f) \Delta_j(g)$ is supported in Fourier space in some enlarged corona $\frac{1}{2} 2^j \leq |\xi| \leq \frac{3}{2} 2^j$. This observation relies on the fundamental fact that the Fourier support of $fg$ is contained in the sum of the Fourier supports of $f$ and $g$, we refer to [43, p280-291] for more details. Recall the classical definition of Besov norms $\|u\|_{B^{s}_{p,q}(\mathbb{R}^d)}$ for $s \in \mathbb{R}, (p,q) \in [1, +\infty]^2$

$$\|u\|_{B^{s}_{p,q}(\mathbb{R}^d)} := \|2^{js} \Delta_j u\|_{L^p(\mathbb{R}^d)} \|2^{js} \Delta_j u\|_{L^q(\mathbb{R}^d)}.$$
2.2 – Besov spaces, Leibniz and Schauder. Since \( M \) is compact we can define the Besov space on \( M \) via a finite cover \((U_i, \kappa_i)_{i \in I}\) and partition of unity \((\chi_i)_{i \in I}\) subordinated to \((U_i)_{i \in I}\)

\[
\mathcal{B}^p_{p,q}(M) = \left\{ u \in \mathcal{D}'(M) : \|u\|_{\mathcal{B}^p_{p,q}(M)} := \sum_{i} \| \kappa_i \ast (\chi_i u) \|_{B^p_{p,q}(\mathbb{R}^d)} < \infty \right\}.
\]

This choice of norm depends on the cover and the partition of unity. Different choices lead to equivalent norms on the same space. The space \(\mathcal{B}^p_{1,\infty}(M)\), for \(p \in \mathbb{R}\), will be denoted by \(\mathcal{C}^\alpha(M)\) and

\[
\|u\|_\alpha := \|u\|_{\mathcal{B}^p_{1,\infty}(M)}.
\]

From the above definition of Besov space we deduce the analogue statement in \(\mathbb{R}^d\) the following statement on the fractional Leibniz rule.

**Proposition 2.1** – Let \( \alpha > 0, r \in \mathbb{N} \) and \( p, p_1, p_2, q \in [1, \infty] \) such that

\[
\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}.
\]

Then

\[
\|u^{r+1}\|_{\mathcal{B}^p_{p,q}(M)} \lesssim \|u^r\|_{L^{p_1}(M)} \|u\|_{\mathcal{B}^p_{p_2,q}(M)}.
\]

**Proof** – Let \((\tilde{\chi}_i)_{i \in I}\) be another partition of unity subordinated to \((U_i)_{i \in I}\) and such that \(\tilde{\chi}_i = 1\) on the support of \(\chi_i\). We have

\[
\|u^{r+1}\|_{\mathcal{B}^p_{p,q}(M)} = \sum_i \| \kappa_i \ast (\chi_i u^{r+1}) \|_{\mathcal{B}^p_{p,q}(\mathbb{R}^d)} \leq \sum_i \| \kappa_i \ast (\chi_i u^r) \|_{\mathcal{B}^p_{p,q}(\mathbb{R}^d)} \| \kappa_i \ast (\tilde{\chi}_i u) \|_{\mathcal{B}^p_{p,q}(\mathbb{R}^d)}
\]

\[
\lesssim \sum_i \| \kappa_i \ast (\tilde{\chi}_i u)^r \|_{\mathcal{B}^p_{p,q}(\mathbb{R}^d)} \lesssim \| \kappa_i \ast (\tilde{\chi}_i u)^r \|_{L^{p_1}(\mathbb{R}^d)} \| \kappa_i \ast (\tilde{\chi}_i u) \|_{\mathcal{B}^p_{p_2,q}(\mathbb{R}^d)},
\]

where we used the fact that the multiplication by \(C^\infty\) functions is continuous on Besov spaces and the fractional Leibniz estimate holds on \(\mathbb{R}^d\) \cite[Proposition A 7 and Corollary A.8]{16}, the implicit constant in the above estimate only depends on \((\chi_i)_i\). For every fixed \(i\),

\[
\| \kappa_i \ast (\tilde{\chi}_i u)^r \|_{L^{p_1}(\mathbb{R}^d)} \lesssim \| (\tilde{\chi}_i u)^r \|_{L^{p_1}(\mathbb{R}^d)}
\]

where the implicit constant depends only on the Jacobian of \(\kappa_i\) and also

\[
\| \kappa_i \ast (\tilde{\chi}_i u) \|_{\mathcal{B}^p_{p_2,q}(\mathbb{R}^d)} = \| \kappa_i \ast \left( \sum_j \tilde{\chi}_j \chi_j u \right) \|_{\mathcal{B}^p_{p_2,q}(\mathbb{R}^d)} \leq \sum_j \| \kappa_i \ast (\tilde{\chi}_i \chi_j u) \|_{\mathcal{B}^p_{p_2,q}(\mathbb{R}^d)}
\]

\[
\lesssim \sum_j \| \kappa_i \ast (\chi_j u) \|_{\mathcal{B}^p_{p_2,q}(\mathbb{R}^d)} = \| u \|_{\mathcal{B}^p_{p_2,q}(\mathbb{R}^d)}.
\]

where we used in a crucial way the diffeomorphism invariance of Besov spaces \cite{15}, the compact support in \(U_i \cap U_j\) of each piece \(\tilde{\chi}_i \chi_j u\) and where for every \(j\) we transported the function by the local diffeomorphism \(\kappa_j \circ \kappa_j^{-1} : \kappa_i(U_i) \to \kappa_j(U_j)\). The last equality just follows from the definition. We finally get

\[
\|u^{r+1}\|_{\mathcal{B}^p_{p,q}(M)} \lesssim \sum_i \| (\tilde{\chi}_i u)^r \|_{L^{p_1}(M)} \| u \|_{\mathcal{B}^p_{p_2,q}(M)} \lesssim \|u^r\|_{L^{p_1}(M)} \| u \|_{\mathcal{B}^p_{p_2,q}(M)}
\]

since the multiplication by \(\tilde{\chi}_i\) is continuous on the \(L^p\) spaces and since the sum over \(i\) is finite as \(M\) is compact. □
Proposition 2.2 – Let $\alpha_1, \alpha_2 \in \mathbb{R}$ and $p_1, p_2, q_1, q_2 \in [1, \infty]$ and $\theta \in [0, 1]$. Define $\alpha = \theta \alpha_1 + (1 - \theta)\alpha_2$, and $p, q \in [1, \infty]$ by

$$
\frac{1}{p} = \frac{\theta}{p_1} + \frac{1 - \theta}{p_2} \quad \text{and} \quad \frac{1}{q} = \frac{\theta}{q_1} + \frac{1 - \theta}{q_2}.
$$

Then

$$
\|u\|_{B^\alpha_{p,q}(M)} \lesssim \|u\|_{B^\alpha_{p_1,q_1}(M)}^{1 - \theta}\|u\|_{B^\alpha_{p_2,q_2}(M)}^{1 - \theta}.
$$

Proof – We have

$$
\|u\|_{B^\alpha_{p,q}(M)} = \sum_i \|\kappa_i (\chi_i u)\|_{B^\alpha_{p,q}(\mathbb{R}^d)} \lesssim \sum_i \|\kappa_i (\chi_i u)\|_{B^\alpha_{p_1,q_1}(\mathbb{R}^d)}^{1 - \theta}\|\kappa_i (\chi_i u)\|_{B^\alpha_{p_2,q_2}(\mathbb{R}^d)}^{1 - \theta},
$$

where we used again finiteness of the sum over $i$, continuity of the multiplication by $C^\infty$ functions and the interpolation inequality on $\mathbb{R}^d$.\[\square\]

These two results play an essential role in the proof of the long time existence and the coming down from infinity for the dynamical $\Phi^\alpha_{\rho,\delta}$. (You will find more details on this class of operators, and the reason for considering them in this work, in Section 3.)

Definition – Given $0 \leq \delta, \rho \leq 1, m \in \mathbb{R}$ and an open set $U \subset \mathbb{R}^d$, a function $a \in C^\infty(U \times \mathbb{R}^d)$ is said to be in the class $S^m_{\rho,\delta}(U \times \mathbb{R}^d)$ if

$$
\sup_{x \in K} |\partial_x^\alpha \partial_\xi^\beta a(x, \xi)| \leq C_{\alpha,\beta,K}(1 + |\xi|)^{m-|\beta|\delta+|\alpha|\rho}
$$

for all multi–indices $(\alpha, \beta)$ and compact subset $K \subset \mathbb{R}^d$. We define $Op(a)$ as the operator acting on $u \in S(\mathbb{R}^d)$ as

$$
Op(a)(u) := \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d \times \mathbb{R}^d} \sigma(x, \xi)e^{i(x-v)\xi}u(y)dy.
$$

When $a \in S^m_{\rho,\delta}(\mathbb{R}^d \times \mathbb{R}^d)$ the operator $Op(a)$ is said to belong to the class $\Psi^m_{\rho,\delta}(\mathbb{R}^d)$.

The next statement gives a Schauder-type estimate for a special kind of pseudo-differential operators. (You will find more details on this class of operators, and the reason for considering them in this work, in Section 3.)

Proposition 2.3 – Let $\alpha \in \mathbb{R}$, $(p, q) \in [1, \infty]^2$, let $c \in S^m_{1,1}(\mathbb{R}^d)$ be such that there is $0 < K < 1$ so that $\hat{c}(\eta, \xi)$ is supported in $\{|\eta| \leq K|\xi|\}$. Then the map

$$
Op(c) : B^\alpha_{p,q}(\mathbb{R}^d) \mapsto B^{-\alpha-m}_{p,q}(\mathbb{R}^d)
$$

is well-defined and continuous for all real numbers $\alpha$.

Proof – Pick $v \in B^\alpha_{p,q}(\mathbb{R}^d)$. Our goal is to control the $L^p$ norm of $\psi(2^{-i}|D_\xi|)Op(c)v$ when the index $i$ gets large. We start with the explicit identity:

$$
\psi(2^{-i}|D_\xi|)Op(c)v = F_{\eta}^{-1}\left(\psi(2^{-i}\eta)\int_{\mathbb{R}^d} \hat{c}(\eta - \xi, \xi)\hat{v}(\xi)d\xi\right).
$$

This follows from the definition of $Op$ and elementary computations with the Fourier transform. Note that the integrand in $\int_{\mathbb{R}^d} \hat{c}(\eta - \xi, \xi)\hat{v}(\xi)d\xi$ is supported in $|\eta - \xi| \leq K|\xi|$ by assumption on the support of $\hat{c}$. Hence for fixed $\eta$, the integral restricts to the corona $(1 + K)^{-1}|\eta| \leq |\xi| \leq (1 - K)^{-1}|\eta|$ by the triangular inequality. Therefore the above identity for $\psi(2^{-i}D)Op(c)v$ rewrites

$$
\psi(2^{-i}D)Op(c)v = F_{\eta}^{-1}\left(\psi(2^{-i}\eta)\int_{(1+K)^{-1}|\eta| \leq |\xi| \leq (1-K)^{-1}|\eta|} \hat{c}(\eta - \xi, \xi)\hat{v}(\xi)d\xi\right)
$$

$$
= F_{\eta}^{-1}\left(\psi(2^{-i}\eta)\int_{\mathbb{R}^d} \hat{c}(\eta - \xi, \xi)\hat{v}(\xi)d\xi\right),
$$

where we used again finiteness of the sum over $i$, continuity of the multiplication by $C^\infty$ functions and the interpolation inequality on $\mathbb{R}^d$.\[\square\]
where $\hat{\chi}(2^{-i} \cdot)$ is an extra cut-off function which localizes the integral of $\xi$ on some larger corona of radius $|\xi| \sim 2^i$, $\hat{\chi} = 1$ on the region $\{(1 + K)^{-1}|\eta| \leq |\xi| \leq (1 - K)^{-1}|\eta|\}$. For the moment we get a bound of the form
\[
\|\psi(2^{-i} D)Op(c)v\|_{L^p(\mathbb{R}^d)} = \|\left(\psi(2^{-i} \cdot) * Op(c)v\right)\|_{L^p(\mathbb{R}^d)} = \|\left(\left(\mathcal{F}^{-1}\psi(2^{i} \cdot)\right) * Op(c)v\right)(y)\|_{L^p(\mathbb{R}^d)} \leq \|\mathcal{F}^{-1}\psi\|_{L^1(\mathbb{R}^d)} \left\|\int_{\mathbb{R}^d} c(x, \xi) e^{i\xi \cdot x} \hat{\chi}(2^{-i} \xi) d\xi\right\|_{L^p_x(\mathbb{R}^d)} \leq \|\mathcal{F}^{-1}\psi\|_{L^1(\mathbb{R}^d)} \left\|\int_{\mathbb{R}^d} c(x; D)\hat{\chi}(2^{-i}|D|) (\hat{\chi}(2^{-i}|D|)v)\right\|_{L^p(\mathbb{R}^d)}.
\]
Set the sequence of Schwartz kernels
\[
A_i(x, x - y) := \int_{\mathbb{R}^d} c(x, \xi)e^{i\xi \cdot (x - y)}\hat{\chi}(2^{-i} \xi) d\xi;
\]
this is the Schwartz kernel of the operators $c(x; D)\hat{\chi}(2^{-i}|D|)$ whose symbol is localized on the frequency shell $|\xi| \approx 2^i$ and also define a sequence of functions
\[
B_i := \hat{\chi}(2^{-i}|D|)v = \mathcal{F}^{-1}\left(\hat{\chi}(2^{-i} \cdot)\hat{v}\right)
\]
which also corresponds to $v$ localized to frequency shell $|\xi| \approx 2^i$. First, we deal with the easier term $B_i$, $v \in B^p_{\alpha, \beta}$ means that
\[
\sum_{i=1}^{\infty} \left\|\left(2^{i\alpha}\hat{\chi}(2^{-i}|D_x|)v\right)\right\|_{L^p(\mathbb{R}^d)}^\beta = \sum_{i=1}^{\infty} \left(2^{i\alpha}\|B_i\|_{L^p(\mathbb{R}^d)}\right)^\beta < +\infty.
\]
Next, we deal with the more subtle operator term $A_i$. Now the idea is to treat the operator $c(x; D)\hat{\chi}(2^{-i}|D|)$ as some semiclassical pseudodifferential operator and use the continuity properties of semiclassical pseudodifferentials acting on $L^p$ spaces. First, we make a change of variables changing the position of the dyadic factor, the aim is to localize the frequency on the shell $|\xi| \approx 2^i$
\[
A_i(x, x - y) = \int_{\mathbb{R}^d} c(x, \xi)e^{i\xi \cdot (x - y)}\hat{\chi}(2^{-i} \xi) d\xi = 2^{id}\int_{\mathbb{R}^d} c(x, 2^i \xi)e^{i\xi \cdot 2^i(x - y)}\hat{\chi}(\xi) d\xi = 2^{-im}2^{id}\int_{\mathbb{R}^d} 2^{im}c(x, 2^i \xi)\hat{\chi}(\xi) e^{i\xi \cdot 2^i(x - y)} d\xi.
\]
We make two crucial observations. First $c \in S^m_{1,1}(\mathbb{R}^d)$ therefore the sequence of cut-off symbols $(2^{im}c(x, 2^i \xi)\hat{\chi}(\xi))$ forms a bounded family of smooth functions in $\xi$ with compact support on some frequency shell $\{a \leq |\xi| \leq b\}$, $0 < a < b$ uniformly in $i$ and $x$. Second, for the family of rescaled kernels
\[
K_i(x, h) = \int_{\mathbb{R}^d} (2^{im}c(x, 2^i \xi)\hat{\chi}(\xi)) e^{i\xi \cdot h} d\xi,
\]
the above observation implies that
\[
|K_i(x, h)| = \int_{\mathbb{R}^d} \left|\left(1 - \sum_{i=1}^{d} \partial_{\xi_i}^2\right)^{\frac{d+2}{4}i} (2^{im}c(x, 2^i \xi)\hat{\chi}(\xi))\right| (1 + |h|^2)^{\frac{d+2}{4}i} e^{i\xi \cdot h} d\xi \leq C(1 + |h|)^{-\frac{d+2}{2}i}
\]
where the constant $C$ does not depend on $x$. We used the fact that
\[
|\partial_{\xi_i} (2^{im}c(x, 2^i \xi)\hat{\chi}(\xi))| \lesssim 2^{im}2^{i(1 + 2^i|\xi|)^{-m-1}}\hat{\chi}(\xi) + 2^{im}|(1 + 2^i|\xi|)^{-m}\partial_{\xi_i}\hat{\chi}(\xi)| \lesssim 2^{i(m+1)}(1 + 2^i)^{-m-1} + 2^{im}2^{-im} \lesssim 1,
\]
since the support of \( \bar{\chi} \) in the shell \( \{ a \leq |\xi| \leq b \} \) forces some decay of \( c(x, 2^i \xi) \bar{\chi}(\xi) \) and its derivative in \( \xi \). The above decay bound on the kernels \( K_i \) implies that
\[
\int_{\mathbb{R}^d} \sup_x |K_i(x, h)| dh \lesssim C \int_{\mathbb{R}^d} (1 + |h|)^{-|d+2|} dh < +\infty
\]
The kernel \( K_i \) is related to \( A_i \) via the exact scaling relation
\[
A_i(x, x - y) = 2^{-im} 2^{id} K_i(x, 2^i(x - y)),
\]
therefore by scaling invariance of the \( L^1 \) norm together with Young inequality, we get
\[
\|c(x; D)\bar{\chi}(2^{-i}|D|) (\bar{\chi}(2^{-i}|D|)v) \|_{L^p(\mathbb{R}^d)} = \left\| \int_{\mathbb{R}^d} A_i(x, x - y) B_i(y) dy \right\|_{L^p(\mathbb{R}^d)}
\]
\[
= 2^{-im} \left\| \int_{\mathbb{R}^d} 2^{id} K_i(x, 2^i(x - y)) B_i(y) dy \right\|_{L^p(\mathbb{R}^d)}
\]
\[
\leq 2^{-im} \left\| \int_{\mathbb{R}^d} \sup_{z \in \mathbb{R}^d} |2^{id} K_i(z, 2^i(x - y))| B_i(y) dy \right\|_{L^p(\mathbb{R}^d)}
\]
\[
\leq 2^{-im} \left\| \sup_{z \in \mathbb{R}^d} K_i(z, \cdot) \right\|_{L^1(\mathbb{R}^d)} \| B_i \|_{L^p(\mathbb{R}^d)}
\]
In the end we get a bound of the form
\[
\|\psi(2^{-i}D)Op(c)v\|_{L^p(\mathbb{R}^d)} \leq \|\psi\|_{L^1(\mathbb{R}^d)} 2^{-im} \left\| \sup_{X \in \mathbb{R}^d} K_i(X, \cdot) \right\|_{L^1(\mathbb{R}^d)} \| B_i \|_{L^p(\mathbb{R}^d)} \lesssim 2^{-im} \| B_i \|_{L^p(\mathbb{R}^d)}
\]
which concludes since
\[
\sum_i \left( 2^{i(m+\alpha)\|\psi(2^{-i}D)Op(c)v\|_{L^p(\mathbb{R}^d)}} \right)^q \lesssim \sum_{i=1}^{\infty} \left( 2^{i\alpha\|B_i\|_{L^p(\mathbb{R}^d)}} \right)^q \lesssim \|v\|^q_{B^\alpha_{\rho,q}},
\]
and we are done.

We learned this idea of using Young inequality for such proof from Bony and also Fefferman-Kamen [2] Prop 3.2.1 p. 21 — we warmly thank them here. One can deduce from the above result that \( \Psi^{m}_{p, \alpha}(M) \) sends \( B^\alpha_{p,q}(M) \) to \( B^{\alpha-m}_{p,q}(M) \) continuously in the manifold setting using charts and partitions of unity. It is a well-known fact that a classical pseudodifferential \( A \in \Psi^m_{0,0}(M) \) over \( M \) can always be represented as
\[
A = \sum_{i \in I} \chi_i \kappa_i^\ast A_i \kappa_i \bar{\chi}_i + R
\]
where \( \chi_i \) is a partition of unity subordinated to the cover \( \cup_i U_i, \bar{\chi}_i \in C_c^\infty(U_i) \), \( \bar{\chi}_i = 1 \) on the support of \( \chi_i \), \( A_i \in \Psi^m_{0,0}(\mathbb{R}^d) \) and \( R \in \Psi^{-\infty}(M) \) is a smoothing operator. Therefore if we are given some Besov distribution \( u \in B^\alpha_{p,q}(M) \), then
\[
Au = \sum_{i \in I} \chi_i \kappa_i^\ast A_i \kappa_i \bar{\chi}_i u
\]
and using the invariance of \( B^\alpha_{p,q}(M) \) under diffeomorphisms and stability by multiplication by some smooth function one sees that \( \kappa_i \bar{\chi}_i u \in B^\alpha_{p,q}(\mathbb{R}^d) \), hence \( A_i \kappa_i \bar{\chi}_i u \in B^{\alpha-m}_{p,q}(\mathbb{R}^d) \), from Proposition 2.3 and the diffeomorphism invariance and the stability by multiplication with smooth functions, we deduce that \( Au \in B^{\alpha-m}_{p,q}(M) \).

### 2.3 Paraproduct decomposition on manifolds

The goal of the present paragraph is to present a simple method to decompose multilinear products of smooth functions as a sum of multilinear operations involving interactions of different frequencies. The ideas go back to Bony [12], Coifman-Meyer [13]. We start pedagogically by the simple case of a bilinear product \( uv \) of smooth functions so that the reader can clearly see the mechanisms at work.
2.3.1 – Paraproduct and resonant operators on closed manifolds. Let $M$ be a compact manifold. Denote by $(U_i, \kappa_i)$, an open cover by charts of the manifold $M$ where $\kappa_i : U_i \subset M \mapsto \mathbb{R}^d$ and $\kappa_i$ is a smooth diffeomorphism. From the data of a smooth compact manifold and its open cover by charts, we may decompose as follows the product $uv$ of two smooth functions. We start from a partition of unity $\sum_i \chi_i = 1$ with $\chi_i \in C_c^\infty(U_i)$, subordinated to $(U_i)_i$, and another family of smooth functions $\tilde{\chi}_i \in C_c^\infty(U_i)$ with $\tilde{\chi}_i = 1$ on the support of $\chi_i$. We choose for every $i$ some function $\psi_i \in C_c^\infty(\kappa_i(U_i))$ such that $\psi_i|_{\text{supp}(\chi_i \circ \kappa_i^{-1})} = 1$. From now on, we write $\chi \ll \tilde{\chi}$ if $\tilde{\chi} = 1$ on the support of $\chi$. Then we have the identities

$$uv = \sum_{i \in I} (u\chi_i)(v\tilde{\chi}_i) = \sum_{i \in I} \kappa_i^* (\kappa_i)_*(u\chi_i)\kappa_i^* (\kappa_i)_*(v\tilde{\chi}_i)$$

$$= \sum_{i \in I} \kappa_i^* ((\kappa_i)_*(u\chi_i)(\kappa_i)_*(v\tilde{\chi}_i)) = \sum_{i \in I} \kappa_i^* \left( \psi_i \times (\kappa_i)_*(u\chi_i) \times (\kappa_i)_*(v\tilde{\chi}_i) \right)$$

$$= \sum_{i \in I} \kappa_i^* \left( \psi_i ((\kappa_i)_*(u\chi_i) \ominus (\kappa_i)_*(v\tilde{\chi}_i)) \right) + \sum_{i \in I} \kappa_i^* \left( \psi_i ((\kappa_i)_*(u\chi_i) \circ (\kappa_i)_*(v\tilde{\chi}_i)) \right)$$

$$= u \ominus v + u \circ v + u \circ v + u \circ v$$

This decomposition motivates the following more general definition of paraproduct and resonant operators which depend on the data of a smooth compact manifold, its open cover by charts and a collection of cut-off functions satisfying suitable compatibility conditions.

**Definition** – We choose a family $\chi_i \in C_c^\infty(U_i)$ and another family of smooth functions $\tilde{\chi}_i \in C_c^\infty(U_i)$ with $\tilde{\chi}_i = 1$ on $\text{supp}(\chi_i)$. Then for every $i$, we also choose some function $\psi_i \in C_c^\infty(\kappa_i(U_i))$ such that $\psi_i|_{\text{supp}(\chi_i \circ \kappa_i^{-1})} = 1$. We define some generalized paraproduct and resonant operators setting

$$u \ominus v = \sum_i \kappa_i^* \left( \psi_i \left( (\kappa_i)_*(\chi_i u) \ominus (\kappa_i)_*(\tilde{\chi}_i v) \right) \right),$$

$$u \circ v = \sum_i \kappa_i^* \left( \psi_i \left( (\kappa_i)_*(\chi_i u) \circ (\kappa_i)_*(\tilde{\chi}_i v) \right) \right),$$

$$u \circ v = \sum_i \kappa_i^* \left( \psi_i \left( (\kappa_i)_*(\chi_i u) \circ (\kappa_i)_*(\tilde{\chi}_i v) \right) \right),$$

where the operators $\ominus, \circ, \circ$ on the right hand side are defined on $\mathbb{R}^d$.

We do not impose that $\sum \chi_i = 1$ so we do not necessarily have a decomposition of the product as $uv = u \ominus v + v + u \circ v$. However when $(\chi_i)_i$ is a partition of unity subordinated to $(U_i)_i$, i.e. $\sum \chi_i = 1$, then the above definition yields a decomposition of the usual product of smooth functions as

$$uv = u \ominus v + u \circ v + u \circ v.$$

We will use the notation with numbers, e.g., $\prec_1, \prec_2, \circ_2, \circ_3, \ldots$, to distinguish paraproduct/resonant operators built from different cut-off functions.

Note the following subtle fact: our definition of $\prec, \circ, \circ$ is asymmetric in the choice of the cut-off functions, the collection $\tilde{\chi}_i, i \in I$ does not form a partition of unity, so

$$u \prec v \neq v \succ u$$

since we use different cut-off functions on the right or on the left of the paraproducts. The paraproduct operators $\prec$ and the resonant operator $\circ$ are **non-commutative** although their sum $\circ + \prec + \succ$ is the Young product of distributions, which is commutative. These products are not associative either. However, we can still justify that the two maps $\prec$ and $\succ$ have the expected analytical properties when acting on Besov spaces. The following estimates
follow from the same estimates on $\mathbb{R}^d$ and from the diffeomorphism invariance of the Hölder-Besov spaces $\mathbf{1}$. One has
\[
\|g \ast f\|_{\alpha, \beta} + \|f \ast g\|_{\alpha, \beta} \lesssim \|f\|_\alpha \|g\|_\beta, \quad (\alpha < 0),
\]
and
\[
\|f \ast g\|_{\alpha, \beta} \lesssim \|f\|_\alpha \|g\|_\beta, \quad (\alpha + \beta > 0).
\]
The proof of these estimates boils down to comparing $u \chi_1 \prec v \chi_1$ and $u \tilde{\chi}_1 \prec v \chi_1$ where we exchanged the cut-off functions and where $\prec$ is the paraproduct operator on $\mathbb{R}^d$. A first observation is that if $u, v$ belong to some Besov spaces of given regularity, their product with any smooth functions with compact support will belong to the Besov space of the exact same regularity. Therefore the position of the test functions do not affect the continuity properties of our paraproducts acting on Besov spaces. The same argument also applies to the resonant part.

**Lemma 2.4** – Let $M$ be a closed manifold. Let $\eta, \eta_1, \eta_2 \in C^\infty(M), f \in C^\alpha(M), g \in C^\beta(M)$ with $\alpha > 0$ and $\beta < 0$. One has
\[
\|\eta(f \prec g) - f \prec (\eta g)\|_{\alpha, \beta} \lesssim C(\eta) \|f\|_\alpha \|g\|_\beta,
\]
and
\[
\|\eta(f \prec g) - (\eta f) \prec g\|_{\alpha, \beta} \lesssim C(\eta) \|f\|_\alpha \|g\|_\beta,
\]
and
\[
\|\eta_1 \eta_2(f \prec g) - (\eta_1 f) \prec (\eta_2 g)\|_{\alpha, \beta} \lesssim C(\eta_1, \eta_2) \|f\|_\alpha \|g\|_\beta.
\]
The same estimates also hold on $\mathbb{R}^d$ assuming the condition of compact support for all functions. The same estimates also hold when we replace the paraproduct operator $\prec$ by the resonant operator $\oplus$ provided $\alpha + \beta > 0$.

**Proof** – It suffices to prove the first two estimates. We choose a family $\chi_i \in C_\infty^\infty(U_i)$ and another family $\tilde{\chi}_i \in C_\infty^\infty(U_i)$ with $\tilde{\chi}_i = 1$ on $\text{supp} \chi_i$. For every $i$, we also choose some function $\psi_i \in C_\infty^\infty(\kappa_i(U_i))$ such that $\psi_i|_{\text{supp} \chi_i \cup \kappa_i^{-1}} = 1$, and $\tilde{\psi}_i \in C_\infty^\infty(\kappa_i(U_i))$ such that $\tilde{\psi}_i = 1$ on $\text{supp} \psi_i \cup \text{supp} (\tilde{\chi}_i \circ \kappa_i^{-1})$. We have
\[
\eta(f \prec g) = \sum_j \eta \left\{ \psi_j \left[ (f \chi_j) \circ \kappa_j^{-1} \prec (g \tilde{\chi}_j) \circ \kappa_j^{-1} \right] \circ \kappa_j \right\}
\]
\[
= \sum_j \eta \tilde{\psi}_j \circ \kappa_j \left\{ \psi_j \left[ (f \chi_j) \circ \kappa_j^{-1} \prec (g \tilde{\chi}_j) \circ \kappa_j^{-1} \right] \right\} \circ \kappa_j
\]
\[
= \sum_j \left\{ \psi_j (\eta \tilde{\psi}_j \circ \kappa_j) \circ \kappa_j^{-1} \left[ (f \chi_j) \circ \kappa_j^{-1} \prec (g \tilde{\chi}_j) \circ \kappa_j^{-1} \right] \right\} \circ \kappa_j.
\]
Set, for $u \in C_\alpha^\infty$,
\[P_u(v) := u \prec v.
\]
It follows from the $\mathbb{R}^d$ version of Lemma $3.8$ and Lemma $2.3$ that $P_u$ has the following property. For any $\rho \in C_\infty^\infty(\mathbb{R}^n)$ the operator
\[\rho P_u - P_u \rho : C^\beta \rightarrow C^{\alpha + \beta}
\]
has a norm dominated by $C(\rho) \|f\|_\alpha$. Therefore
\[
\left\| \left( \psi_j \circ \kappa_j \circ \kappa_j^{-1} \left[ (f \chi_j) \circ \kappa_j^{-1} \prec (g \tilde{\chi}_j) \circ \kappa_j^{-1} \right] - (f \chi_j) \circ \kappa_j^{-1} \prec (g \tilde{\psi}_j \circ \kappa_j \tilde{\chi}_j) \circ \kappa_j^{-1} \right) \right\|_{\alpha + \beta}
\lesssim C(\eta) \|f\|_\alpha \|g\|_\beta.
\]
Since \( \tilde{\psi}_j \circ \kappa_j = 1 \) on \( \text{supp}(\tilde{\chi}_j) \), the second term in the previous estimate is the one in the definition of \( f \times (\eta g) \), therefore we get the first estimate
\[
\| \eta(f \times g) - f \times (\eta g) \|_{\alpha + \beta} \lesssim C(\eta) \| f \|_{\alpha} \| g \|_{\beta}.
\]
For the second estimate, we remark that we have the flat decomposition
\[
(\eta \tilde{\psi}_j \circ \kappa_j) \circ \kappa_j^{-1} \left[ (f \chi_j) \circ \kappa_j^{-1} \prec (g \tilde{\chi}_j) \circ \kappa_j^{-1} \right]
= (\eta \tilde{\psi}_j \circ \kappa_j) \circ \kappa_j^{-1} \prec \left[ (f \chi_j) \circ \kappa_j^{-1} \prec (g \tilde{\chi}_j) \circ \kappa_j^{-1} \right]
+ (\eta \tilde{\psi}_j \circ \kappa_j) \circ \kappa_j^{-1} \succ \left[ (f \chi_j) \circ \kappa_j^{-1} \prec (g \tilde{\chi}_j) \circ \kappa_j^{-1} \right]
+ (\eta \tilde{\psi}_j \circ \kappa_j) \circ \kappa_j^{-1} \circ \left[ (f \chi_j) \circ \kappa_j^{-1} \prec (g \tilde{\chi}_j) \circ \kappa_j^{-1} \right].
\]

The two last terms in the right hand side are in \( C^{\alpha + \beta} \) since \( \eta \in C^\infty \), with their norm dominated by \( C\|\eta\|(\alpha - \beta)\|f\|_\alpha \|g\|_\beta \) for any \( \epsilon > 0 \). For the first term in the right hand side we use the \( \mathbb{R}^d \) version of the paramultiplication estimate of Lemma \( \text{A.1} \) to get
\[
(\eta \tilde{\psi}_j \circ \kappa_j) \circ \kappa_j^{-1} \prec \left[ (f \chi_j) \circ \kappa_j^{-1} \prec (g \tilde{\chi}_j) \circ \kappa_j^{-1} \right]
- \left[ (\eta \tilde{\psi}_j \circ \kappa_j) \circ \kappa_j^{-1}(f \chi_j) \circ \kappa_j^{-1} \right] \prec (g \tilde{\chi}_j) \circ \kappa_j^{-1}
\tag{2.1}
\]
is in \( C^{\alpha + \beta} \) with its norm dominated by \( C\|\eta\|_\alpha \|f\|_\alpha \|g\|_\beta \). As above, the second term in \eqref{2.1} is the one in the definition of \( (\eta f) \prec g \), hence we get the second estimate as required.

When \( \alpha + \beta > 0 \), the product \( \eta f g \) is well-defined, hence we can decompose the product \( \eta f g \) in three ways of paraproduct with respect to \( \eta(f g), (\eta f) g, \eta(g) \). Since \( \beta < 0 \), we have \( f \succ g \), \( f \succ (\eta g), (\eta f) > g \in C^{\alpha + \beta} \). Combining with the estimates above for paraproducts, we imply the same estimates for \( \circ \).

Finally, we have the following proposition which summarizes the results proved so far:

\[\textbf{Proposition 2.5} - \text{Let } \alpha, \beta \text{ be real numbers such that } \alpha < 0, \text{ } \alpha + \beta > 0.\]

Then for all \((u, v) \in C^\alpha(M) \times C^\beta(M)\), the Young product \(uv\) is well-defined in \(D'(M)\) and can be decomposed as
\[
uv = u \circ v + u \prec v + u \succ v
\]
where the maps
\[(u, v) \in C^\alpha(M) \times C^\beta(M) \mapsto u \circ v + u \prec v \in C^{\alpha + \beta}(M)(u, v) \in C^\alpha(M) \times C^\beta(M) \mapsto u \succ v \in C^\alpha(M)\]
are bilinear continuous.

\[\textbf{2.3.2 - Generalized Littlewood-Paley-Stein projectors, paraproduct and resonant operators.}\]

\[\textbf{Definition 2.6} - \text{From the above data, we can write explicitly a new formula for the manifold analog of the Littlewood-Paley-Stein projector as follows:}\]
\[
P^\alpha_k(\cdot) = \kappa^*_i \left[ \psi_i \Delta_k(\kappa_i(\chi_i)) \right], \quad (k \geq 0).
\]

Note that our projectors are indexed by both a frequency \( k \) and chart index \( i \in I \). We introduce another auxiliary projector \( \widetilde{P}^\alpha_k \) in terms of the test function \( \tilde{\chi}_i \in C^\infty(U_i) \) which reads
\[
\widetilde{P}^\alpha_k(\cdot) = \kappa_i^* \left[ \tilde{\psi}_i \Delta_k(\kappa_i(\chi_i)) \right], \quad (k \geq 0).
\]
where \( \tilde{\psi}_i \in C^\infty(\kappa_i(U_i)) \) is any function which equals 1 on the support of \( \psi_i \) and \( \tilde{\chi}_i = 1 \) on the support of \( \chi_i \).
If $\sum_{i \in I} \chi_i = 1$ then we have the resolution of the identity $Id = \sum_{i \in I} \sum_{k=0}^{\infty} P_k^i$. Beware that the projectors $P_k^i$ do not satisfy the resolution of the identity because we do not assume that the $(\hat{\chi}_i)_{i \in I}$ form a partition of unity. Their introduction is necessary since our paraproduct and resonant operators are asymmetrical. Then we can use the pair of Littlewood-Paley-Stein projectors $P_k^i, \tilde{P}_k^i$ to write the definition of the resonant term as

$$u \odot v = \sum_{i \in I} \sum_{|k - \ell| \leq 1} P_k^i(u) \tilde{P}_\ell^i(v)$$

and the paraproduct term as

$$u \prec v = \sum_{i \in I} \sum_{k \leq -2} P_k^i(u) \tilde{P}_k^i(v).$$

$u \succ v$ is defined accordingly, with the condition $l \leq k - 2$. In the sequel, we shall also need a notion of localized paraproduct and resonant operators.

**Definition 2.7** – They are indexed by the chart index $i$ and take value in distributions supported in $U_i$. They are defined following the simple rule, for every chart index $i$

$$u \odot^i v = \sum_{|k - \ell| \leq 1} P_k^i(u) \tilde{P}_\ell^i(v) = \kappa_i^* \left[ \psi_i \left( \kappa_i^* \left( \hat{\chi}_i u \odot \hat{\chi}_i v \right) \right) \right],$$

and

$$u \prec^i v = \sum_{k \leq -2} P_k^i(u) \tilde{P}_k^i(v) = \kappa_i^* \left[ \psi_i \left( \kappa_i^* \left( \hat{\chi}_i u \prec \hat{\chi}_i v \right) \right) \right].$$

We define $u \succ^i v$ accordingly, with the condition $l \leq k - 2$.

This localization is useful since we only need these localized resonant products for our stochastic estimates from the companion work in section 4.

### 2.3.3 – Decomposing scalar products of sections of some smooth Hermitian bundle.

In this short paragraph, we shall outline how to mimic the above construction to decompose scalar products or tensorial products of distributional sections of Hermitian bundles. Let $E \to M$ be a smooth hermitian bundle with Hermitian scalar products on sections denoted by $\langle .. \rangle_E$. We shall denote by $h$ the vertical metric. We need to decompose carefully the scalar product of two sections in $C^\infty(E)$. For $s_1, s_2 \in C^\infty(E)^2$, using the notations of Section 2.3 and some trivialization of the bundle on each chart $U_i$ by some orthonormal frame, we define $\langle s_1 \odot s_2 \rangle_E$ as:

$$\langle s_1 \odot s_2 \rangle_E := \sum_i \kappa_i^* \left[ \psi_i (\kappa_i h)^{\mu \nu} \left( \kappa_i (\hat{\chi}_i s_1)_\mu \odot \kappa_i (\hat{\chi}_i s_2)_\nu \right) \right]$$

where $\kappa_i, \psi_i, \chi_i, \hat{\chi}_i$ come from our definition of the resonant operator, $(\kappa_i h)$ is the vertical metric $h$ induced by the charts $\kappa_i : U_i \to \kappa_i(U_i) \subset \mathbb{R}^d$ and $(s_\mu)_{\mu=1}^{\text{rk}(E)}$ stands for the decomposition of the section $s$ in the trivializing frame over $U_i$. Similarly we have

$$\langle s_1 \prec s_2 \rangle_E := \sum_i \kappa_i^* \left[ \psi_i (\kappa_i h)^{\mu \nu} \left( \kappa_i (\hat{\chi}_i s_1)_\mu \prec \kappa_i (\hat{\chi}_i s_2)_\nu \right) \right],$$

and we recover the usual decomposition:

$$\langle s_1, s_2 \rangle_E = \langle s_1 \odot s_2 \rangle_E + \langle s_1 \prec s_2 \rangle_E + \langle s_1 \succ s_2 \rangle_E$$

for the scalar product on sections of $E$.

### 2.4 – Triple product and commutator involving paraproducts.

In this section, we shall decompose a triple product of the form $F(f, g, h)$ where $(f, g, h) \in C^\infty(M)^3$ and $F \in C^\infty(\mathbb{R})$ as a sum of quadrilinear operations involving both the paramultiplications, paralinearizations to deal with the composite term $F(f)$ and the usual product on manifolds.
Decomposition of triple products in terms of generalized paraproducts and resonant products. Let us localize on manifolds a triple product following the philosophy that we used for usual double products

\[ uvw = \sum_i (\chi_{i1}u)(\chi_{i2}v)(\chi_{i3}w) \]

where only \( \sum_i \chi_{i1} = 1 \) is a partition of unity subordinated to the cover \((U_i)_{i \in I} \), and \( \chi_{i2} = 1 \) (resp. \( \chi_{i3} = 1 \)) on the support of \( \chi_{i1} \) (resp. of \( \chi_{i2} \)), the three functions \( \chi_{i1}, \chi_{i2}, \chi_{i3} \) belong to \( C_c^\infty(U_i) \). Now we pull-back on open domains of \( \mathbb{R}^d \) using some charts

\[ \sum_i \kappa_i^* \left[ \kappa_{i1} \kappa_{i2} \kappa_{i3} \right] \]

where everything in parenthesis is happening in \( \mathbb{R}^d \). Then we decompose the products inside the parenthesis using the flat paraproduct and resonant operators. So, if we choose \( \psi_1 = 1 \) on \( \kappa_i(\text{supp}(\chi_{i3})) \), we get the following decomposition of the triple product:

\[ uvw = \sum_i \kappa_i^* \left[ \psi_i \kappa_{i1} (\chi_{i1} u) \right] \left[ \chi_{i2} v \right] \left[ \chi_{i3} w \right] \]

where the \( \cdots \) means that we replaced \( \kappa_1 \) with either \( \kappa_0, \kappa_1 \) and sum over all possibilities, we get nine terms in total. Thus we decomposed a triple product into a sum of 9 trilinear operations involving paraproduct and resonant operators. The trilinear operation we are interested in reads

\[ \sum_i \kappa_i^* \left[ \psi_i \kappa_{i1} (\chi_{i1} u) \right] \left[ \chi_{i2} v \right] \left[ \chi_{i3} w \right] \]

The important fact is that the generalized paraproduct and resonant operators have the same continuity properties as in the flat case and can be decomposed in terms of general Littlewood-Paley-Stein projectors \( P_k \) of general form in such a way that one can repeat for them word by word the stochastic estimates of the paper

2.4.2 – Paralinearization of some trilinear operator. Now for \( F \in C^\infty(\mathbb{R}), f \in C^\infty(M), g \in C^\beta(M), h \in C^\gamma(M) \) with \( \alpha + \beta + \gamma > 0, \beta + \gamma < 0 \) and \( 2\alpha + \gamma > 0 \), we define the trilinear operation:

\[ F(f) \odot (g \odot h) = \sum_i \kappa_i^* \left[ \psi_i \kappa_{i1} \left( \chi_{i1} F(f) \right) \right] \left[ \chi_{i2} g \right] \left[ \chi_{i3} h \right] \]

where \( \chi_{i1}, \chi_{i2}, \chi_{i3} \in C_c^\infty(U_i) \) and \( \psi \in C_c^\infty(\kappa_i(U_i)) \) with \( \chi_{i1} \ll \chi_{i2} \ll \chi_{i3} \ll \kappa_i^* \psi_i \).

\[ F(f) \odot (g \odot h) = \sum_i \kappa_i^* \left[ \psi_i \kappa_{i1} \left( \chi_{i1} F(f) \right) \right] \left[ \chi_{i2} g \right] \left[ \chi_{i3} h \right] \]

\[ \left( \kappa_{i1} \left( \chi_{i1} F(f) \right) \right) \odot \left( \kappa_{i2} \left( \chi_{i2} g \right) \right) \odot \left( \kappa_{i3} \left( \chi_{i3} h \right) \right) \]

\[ \left( \alpha \beta \gamma \right) \ll \kappa_i^* \psi_i \]

\[ \left( \alpha \beta \gamma \right) \ll \kappa_i^* \psi_i \]

\[ \left( \alpha \beta \gamma \right) \ll \kappa_i^* \psi_i \]

\[ \left( \alpha \beta \gamma \right) \ll \kappa_i^* \psi_i \]

\[ \left( \alpha \beta \gamma \right) \ll \kappa_i^* \psi_i \]

\[ \left( \alpha \beta \gamma \right) \ll \kappa_i^* \psi_i \]

\[ \left( \alpha \beta \gamma \right) \ll \kappa_i^* \psi_i \]
As consequence we have
\[ F(f) \circ_1 (g \ast_2 h) = F'(f) \cdot_1 (g \ast_2 (h \circ_3 f)) + C^{(2\alpha + \gamma) \wedge (\alpha + \beta + \gamma)}, \]
where
\[ F'(f) \cdot_1 (g \ast_2 (h \circ_3 f)) := \sum_i \kappa_i \left[ \psi_i \kappa_i \left( \chi_i \circ_1 F(f) \right) \kappa_i \left( \chi_i \circ_2 g \right) \left( \kappa_i \left( \chi_i \circ_3 h \right) \odot \kappa_i \left( \chi_i \circ_4 f \right) \right) \right]. \]

**Proof** – The key observation is that in flat space, for \( F_i(x, y) = (\kappa_i \chi_i(x) F(y), \) for any cut-off \( \chi_i \) such that \( \chi_i = 1 \) on the support of \( \chi_i \), we have the two identities:
\[
\kappa_i \left( \chi_i \circ_1 F(f) \right)(x) = (\kappa_i \chi_i)(x) F(\kappa_i \left( \chi_i \right)(x)) = F_i(x, \kappa_i \left( \chi_i \right)(x)), \\
(\kappa_i \chi_i)(x) F'(\kappa_i \left( \chi_i \right)(x))(x) = (\partial_y F_i)(x, \kappa_i \left( \chi_i \right)(x)),
\]
since for every \( x \) such that \( \chi_i(x) = 1 \) the term \( \kappa_i \chi_i(x) \) in factor must vanish. Hence the estimates of Bony [12 Prop 4.4 p. 230], Meyer [13 Thm 2 p. 281] proved on \( \mathbb{R}^d \) applies to \( F_i(x, \kappa_i \left( \chi_i \right)(x)) \) imply that:
\[
F_i(x, \kappa_i \left( \chi_i \right)(x)) \prec (\kappa_i \left( \chi_i \right)(x)) \in C^{2\alpha}(\mathbb{R}^d).
\]
By the above two identities, we get
\[
\kappa_i \left( \chi_i \circ_1 F(f) \right) - \kappa_i \left( \chi_i \circ_1 F'(f) \right) \prec (\kappa_i \left( \chi_i \right)(x)) \in C^{2\alpha}.
\]
Hence combining with the estimate \( \|u \circ v\|_{\alpha_1 + \alpha_2} \lesssim \|u\|_{\alpha_1} \|v\|_{\alpha_2} \) for \( \alpha_1 + \alpha_2 > 0 \) yields
\[
\left[ (\kappa_i \left( \chi_i \circ_1 F(f) \right)) \odot (\kappa_i \left( \chi_i \circ_2 g \right) \prec \kappa_i \left( \chi_i \circ_3 h \right) \right] = (\kappa_i \left( \chi_i \circ_1 F'(f) \right) \prec \kappa_i \left( \chi_i \circ_4 f \right)) \odot (\kappa_i \left( \chi_i \circ_2 g \right) \prec \kappa_i \left( \chi_i \circ_3 h \right)) + C^{2\alpha + \gamma}.
\]
Denote by
\[
C(f, g, h) = (f \ast g) \circ_1 h - f'(g \circ_1 h)
\]
the (flat) commutator in \( \mathbb{R}^d \). Then we apply two times the flat commutator estimate as follows:
\[
\left[ (\kappa_i \left( \chi_i \circ_1 F(f) \right)) \odot (\kappa_i \left( \chi_i \circ_2 g \right) \prec \kappa_i \left( \chi_i \circ_3 h \right) \right] \]
\[
= (\kappa_i \left( \chi_i \circ_1 F'(f) \right) \prec \kappa_i \left( \chi_i \circ_4 f \right)) \odot (\kappa_i \left( \chi_i \circ_2 g \right) \prec \kappa_i \left( \chi_i \circ_3 h \right)) + C^{2\alpha + \gamma}
\]
\[
= C(\kappa_i \left( \chi_i \circ_1 F'(f) \right) \prec \kappa_i \left( \chi_i \circ_3 h \right) \prec \kappa_i \left( \chi_i \circ_2 g \right), \kappa_i \left( \chi_i \circ_4 f \right), \kappa_i \left( \chi_i \circ_2 g \right) \prec \kappa_i \left( \chi_i \circ_3 h \right)) + C^{2\alpha + \gamma}
\]
\[
+ \kappa_i \left( \chi_i \circ_1 F'(f) \right) \prec \kappa_i \left( \chi_i \circ_4 f \right) \odot \kappa_i \left( \chi_i \circ_2 g \right) \prec \kappa_i \left( \chi_i \circ_3 h \right) + C^{2\alpha + \gamma}
\]
\[
= \kappa_i \left( \chi_i \circ_1 F'(f) \right) \prec \kappa_i \left( \chi_i \circ_3 h \right) \prec \kappa_i \left( \chi_i \circ_2 g \right) \prec \kappa_i \left( \chi_i \circ_4 f \right) \odot (\kappa_i \left( \chi_i \circ_3 h \right)) + C^{2\alpha + \gamma}
\]
\[
+ C(\kappa_i \left( \chi_i \circ_2 g \right), \kappa_i \left( \chi_i \circ_3 h \right), \kappa_i \left( \chi_i \circ_4 f \right)) + C^{2\alpha + \gamma}
\]
Then we get the desired estimate.

This estimate will be used in the proof of Theorem \[\text{1.1}\] in the next section.

**2.5 – From local to global principle.** For the purpose of doing the stochastic estimates in our companion work [4], we state here a key localization Lemma which allows us to isolate the singularities of a paraproduct \( f \ast g \) in terms of the singularities of \( g \). The reader can skip this section at first reading.
Lemma 2.9 – Let \( f, g \) be two tempered distributions on \( \mathbb{R}^d \) such that \( g \) has compact support. Then for every \( \chi \in C_0^\infty(\mathbb{R}^d) \) such that \( \chi = 1 \) on the support of \( g \), the differences

\[
f \prec g - \chi (f \prec g) , \quad f \prec g - (\chi f) \prec g , \quad f \odot g - \chi (f \odot g) , \quad f \odot g - (\chi f) \odot g
\]

all lie in \( C^\infty(\mathbb{R}^d) \), with no regularity assumptions on \( f \) and \( g \).

Note that the two quantities \( f \prec g - \chi (f \prec g) , f \prec g - (\chi f) \prec g \) always exist. However if \( f, g \in C^\alpha \times C^\beta \) but \( \alpha + \beta \leq 0 \), then the two difference terms \( f \odot g - \chi (f \odot g) , f \odot g - (\chi f) \odot g \) are only defined by a mollification and limiting procedure but the limiting term is smooth as claimed in the statement of the Lemma. The proof uses a composition theorem for pseudodifferential operators different from Proposition 3.7.

Proof – The distribution \( f \) belongs to some Hölder \( C^\alpha(\mathbb{R}^d) \) for some \( \alpha \in \mathbb{R} \). We will later see that the regularity of \( g \) is almost irrelevant in the arguments that follow. The key idea is to make appear the Littlewood-Paley projectors

\[
f \prec g = f \prec (\chi \tilde{\chi} g) = \sum_{i \geq 2} S_{i-2}(f) \Delta_i (\chi \tilde{\chi} f)
\]

for some function \( \tilde{\chi} \) which equals 1 on the support of \( g \) and such that \( \chi = 1 \) in the support of \( \tilde{\chi} \). Hence \( f \prec g - \chi (f \prec g) \) can be decomposed as

\[
f \prec g - \chi (f \prec g) = \sum_{i \geq 2} S_{i-2}(f)(\Delta_i (\chi \tilde{\chi} g) - \chi \Delta_i(\tilde{\chi} g)) = \sum_{i \geq 2} S_{i-2}(f)[\Delta_i M_\chi M_{\tilde{\chi}}(g)].
\]

We prove that the commutators \([\Delta_i, M_\chi] M_{\tilde{\chi}}\) form a family of smoothing operators in the semiclassical sense. Let us explain in more detail. Recall that the Littlewood-Paley projector \( \Delta_i = \psi(2^{-i}|D|) \) should be considered as a semiclassical pseudodifferential operator where \( h = 2^{-i} \) whose symbol lies in the class \( S(1) \) [54, p. 72]. By the composition Theorem [54, Thm 4.14 and 4.18], the respective symbols \( c_1(x, \xi), c_2(x, \xi) \) of the composite operators \( \Delta_i \circ M_\chi, M_\chi \circ \Delta_i \) equal \( \psi(2^{-i}(|\xi|)) \) mod \( h^\infty(\xi)^{-\infty} \) for all \( x \) such that \( \chi(x) = 1 \). (Beware that the multipliers \( M_\chi, M_{\tilde{\chi}} \) and \( \Delta_i \) are semiclassical quantizations of symbols in the class \( S(1) \) [54, p. 72].) Therefore the commutator \([\Delta_i, M_\chi] = Op_{2^{-i}}(c_1 - c_2) \) is the semiclassical quantization of a symbol \( (c_1 - c_2)(x; \xi) \) that is smoothing semiclassically exactly when \( x \in \{ \chi = 1 \} \). Finally set

\[
[\Delta_i, M_\chi] \circ M_{\tilde{\chi}} = Op_{2^{-i}}(c),
\]

and note, again by the composition Theorem [54, Thm 4.14 and 4.18], and from the fact that \( \chi = 1 \) on the support of \( \tilde{\chi} \), that

\[
c(x; \xi) = O(h^\infty(\xi)^{-\infty})
\]

for all \( x \). The operator \([\Delta_i, M_\chi] \circ M_{\tilde{\chi}}\) is thus a semiclassical smoothing operator, and we have

\[
\| ([\Delta_i, M_\chi] M_{\tilde{\chi}}(g)) \|_{C^N(\mathbb{R}^d)} \lesssim 2^{-mN_i}
\]

for all integers \( N \) and \( m \). We have as a consequence the estimate

\[
\| f \prec g - \chi (f \prec g) \|_{C^N(\mathbb{R}^d)} \lesssim \sum_{i \geq 2} \| S_{i-2}(f) [\Delta_i, M_\chi] M_{\tilde{\chi}}(g) \|_{C^N(\mathbb{R}^d)}
\]

\[
\lesssim \sum_{i \geq 2} \| S_{i-2}(f) \|_{C^N(\mathbb{R}^d)} \| [\Delta_i, M_\chi] M_{\tilde{\chi}}(g) \|_{C^N(\mathbb{R}^d)}
\]

\[
\lesssim \sum_{i \geq 2} 2^{(N-\alpha)} 2^{-2iN} \lesssim \sum_{i \geq 2} 2^{-iN} < +\infty.
\]
The proof for the difference $f \odot g - \chi (f \odot g)$ is identical: Replace $S_{i-2}(f)$ by $\Delta_i(f)$ for $|i-j| \leq 1$. To control $f \prec g - (\chi f) \prec g$, write

$$f \prec g - (\chi f) \prec g = \sum_{e \in C^\infty} \chi(f \prec g) + \chi((\chi f) \prec g) - (\chi f) \prec g + \chi((\chi f) \prec g) - \chi((\chi f) \prec g)$$

where we used twice the previous result, then

$$f \prec g - (\chi f) \prec g = \sum M_{\chi}^i [M_{\chi}, S_{i-2}(f)\Delta_i(g)] + C^\infty$$

and we repeat the previous commutator arguments using both that $M_{\chi}, M_{\chi}, S_{i-2} = \beta(2^{-i} |D|)$, $\psi = \beta(2^{-1}) - \beta(.)$ are semiclassical operators obtained by quantizing symbols in the class $S(1)$ and the support properties of $\chi, \chi$. A similar argument also yields that $f \odot g - (\chi f) \odot g$ is smooth.

**From local to global principle:** Recall that $(\kappa_i, U_i)_i$ forms a collection of open charts and cover of the closed, compact manifold $M$. Consider the bilinear and trilinear operations

$$f \prec_1 g := \sum_i \kappa_i^* \left[ \psi_i \left( \kappa_{i+1} \prec (g \chi_{i1}) \right) \right]$$

and

$$f \prec_1 (g \prec_2 h) := \sum_i \kappa_i^* \left[ \psi_i \left( \kappa_{i+1} (g \chi_{i1} f) \right) \prec \left( \kappa_{i+1} (g \chi_{i2} g) \prec \kappa_{i+1} (g \chi_{i3} h) \right) \right]$$

where $\chi_{i1}, \chi_{i2}, \chi_{i3}$ are arbitrary cut-off functions supported in $U_i \subset M$ such that $\chi_{i1} = \chi_{i3} = 1$ on $\text{supp}(\chi_{i1})$. Assume we have a **local form of regularity** which means for every chart index $i$, the functions

$$(\kappa_{i+1} (g \chi_{i1} f) \prec \kappa_{i+1} (g \chi_{i2} g) \prec \kappa_{i+1} (g \chi_{i3} h))$$

are $C^\infty$ (resp. $C_T C^\infty$) in some neighborhood of $\kappa_i(\text{supp}(\chi_{i1}))$ and $\kappa_i(\text{supp}(\chi_{i3}))$ respectively. Then $f \prec_1 g$ and $f \prec_1 (g \prec_2 h)$ are both $C^\infty(M)$ (resp. $C_T C^\infty(M)$) **globally and the result does not depend on the choice of cut-off functions** $\psi_i, \chi_{i1}, \chi_{i2}, \chi_{i3}$ provided they satisfy the compatibility condition on supports previously stated. We can show a similar property for $\odot, \succ$ instead of $\prec$.

**Proof** – This is a trivial consequence of the localization Lemma 2.9 since both $\kappa_{i+1} (g \chi_{i1} f) \prec \kappa_{i+1} (g \chi_{i2} g)$ and $\kappa_{i+1} (g \chi_{i2} g) \prec \kappa_{i+1} (g \chi_{i3} h)$ are smooth outside $\kappa_i(\text{supp}(\chi_{i2}))$ and $\kappa_i(\text{supp}(\chi_{i3}))$ respectively. Indeed, for any function $\psi$ which equals 1 on the support of $\chi_{i1}$ (resp. $\chi_{i3}$), the difference $(1 - \psi)\kappa_{i+1} (g \chi_{i1} f) \prec \kappa_{i+1} (g \chi_{i2} g)$ (resp. $(1 - \psi)\kappa_{i+1} (g \chi_{i1} f) \prec \kappa_{i+1} (g \chi_{i3} h))$ is smooth by Lemma 2.9.

### 2.6 – Littlewood-Paley-Stein projectors and pseudodifferential operators

We study in this section some commutator lemma involving both pseudodifferential operators and the generalized Littlewood-Paley projectors.

**Proposition 2.10** – Let $(P_i^k, P_i^k)$ be a pair of generalized Littlewood-Paley-Stein projectors in the sense of Definition 2.6 where $i$ is a chart index and $k, \ell$ represents the frequencies $2^k, 2^\ell$. For every pseudodifferential operator $A \in \Psi_0^m(M)$ the series of commutators

$$\sum_{|k-\ell| \leq 1} (P_i^k A P_i^\ell - A P_i^\ell P_i^k)$$

converges absolutely in $\Psi_{1,0}^{m-1}(M)$. 
Proof – We work in the same chart \( \kappa_i : U_i \mapsto \kappa_i(U_i) \) used to define the pair \( P, \tilde{P} \) of generalized Littlewood-Paley-Stein projectors whose representation reads:

\[
P_k^i = \kappa_i^* \psi \Delta_k \kappa_i \chi_i, \quad \tilde{P}_k^i = \kappa_i^* \tilde{\psi} \Delta_k \kappa_i \bar{\chi}_i.
\]

First we use the fact that the sequence \( \sum_{k=t}^{t+1} \tilde{P}_k^i \) is bounded in \( \Psi_{1,0}^0(M) \). The proof follows from considering the symbol of \( P_k^i \) in the chart \( \kappa_i \) which reads

\[
p_k(x; \xi) = \psi(2^{-k} \xi)(\psi \kappa_i \chi)(x).
\]

Since we have the estimate

\[
|\partial_x^2 \partial_x^\beta \psi(2^{-k} \xi)(\psi \kappa_i \chi)(x)| \leq 2^{-k|\beta|} \|\partial_x^2 \psi\|_{L^\infty} \|\partial_x^\beta \psi\|_{L^\infty} \lesssim |\xi|^{-|\beta|}
\]

we deduce that the sequence of symbols \( (p_k)_k \) is bounded in \( S_{1,0}^1(\mathbb{R}^d) \), hence the sequence \( (P_k^i)_k \) and \( (\sum_{k=t}^{t+1} P_k^i)_k \) are bounded in \( \Psi^0_{1,0}(M) \).

Setting the sequence of commutators

\[
B_t = \sum_{k=t}^{t+1} \left[ P_k^i, A \right],
\]

we deduce by the usual commutator estimates in the pseudodifferential calculus that the sequence \( (B_t)_t \) is bounded in \( \Psi_{1,0}^{m-1}(M) \).

Secondly, the series \( \sum_{|k| \leq t} P_k^i \tilde{A} P_k^i = \sum_{k \leq t} B_k \tilde{P}_k^i \)

where the sequence \( (B_t)_t \) is bounded in \( \Psi_{1,0}^{m-1}(M) \). We consider the symbol of each composite operator \( B_t \tilde{P}_k^i \) in the same chart \( \kappa_i : U_i \mapsto \kappa_i(U_i) \) used to define the pair \( P, \tilde{P} \) of generalized Littlewood-Paley-Stein projectors. Recall that each \( \tilde{P}_k^i \) is supported in \( U_i \times U_i \). We choose some functions \( \chi_i, \bar{\chi}_i \in C_c^\infty(U_i) \) which both equal 1 on the support of \( \kappa_i^* \tilde{\psi}, \chi_i = 1 \) on the support of \( \chi_i \). Then using the pair of cut-off functions, we can decompose the previous series into two pieces of different natures:

\[
\sum_{k} B_k \tilde{P}_k^i = \sum_{k} \chi_i B_k \tilde{\chi}_i \tilde{P}_k^i + \sum_{k} (1 - \chi_i) B_k \tilde{\chi}_i \tilde{P}_k^i
\]

where the operator \( (1 - \chi_i) B_k \tilde{\chi}_i \) is supported outside the diagonal therefore it is a smoothing operator. We study the two pieces separately. To study the first piece \( \sum_k \chi_i B_k \tilde{\chi}_i \tilde{P}_k^i \) precisely, we need to consider the operator \( \chi_i B_k \tilde{\chi}_i \tilde{P}_k^i \). First conjugate it by \( \kappa_i \) to reduce to compactly supported pseudodifferential operators on \( \mathbb{R}^d \). This yields:

\[
\kappa_i \left( \chi_i B_k \tilde{\chi}_i \tilde{P}_k^i \right) \kappa_i^* = (\kappa_i \chi_i B_k \tilde{\chi}_i \kappa_i^*) \left( \kappa_i \tilde{P}_k^i \kappa_i^* \right) \tilde{\psi} \Delta_k \kappa_i \bar{\chi}
\]

where \( (\kappa_i \chi_i B_k \tilde{\chi}_i \kappa_i^*) \tilde{\psi} \in \Psi_{1,0}^{m-1}(\mathbb{R}^d) \) is a bounded sequence of compactly supported pseudodifferential operators on \( \mathbb{R}^d \), we used the fact that multiplication by smooth function are pseudodifferential operators of order 0 and the composition for pseudodifferential operators is bounded. Therefore there exists a bounded sequence \( b_t \) of symbols in \( S_{1,0}^{m-1}(\mathbb{R}^d) \) such that for all \( \ell \):

\[
(\kappa_i \chi_i B_k \tilde{\chi}_i \kappa_i^*) \tilde{\psi} = Op(b_t),
\]

\[
|\partial_x^\ell \partial_x^\beta b_t(x; \xi)| \leq C_{\alpha,\beta}(1 + |\xi|)^{m-|\beta|}
\]

where the constant \( C_{\alpha,\beta} \) does not depend on \( \ell \). Note that the composition \( (\kappa_i \chi_i B_k \tilde{\chi}_i \kappa_i^*) \tilde{\psi} \Delta_k \)

also reads:

\[
Op(b_t) \Delta_k = Op(b_t \psi(2^{-k} \cdot)) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i\xi \cdot (x - y)} b_t(x, \xi) \psi(2^{-k} \cdot) d\xi.
\]
Therefore, to prove the convergence of the series \( \sum_{\ell} (\kappa_+ \chi \kappa^*_+) \tilde{\psi} \Delta_{\ell} \), it suffices to show that the partial sums \( \sum_{\ell \leq N} b_{\ell}(x, \xi) \psi(2^{-\ell} \xi) \) are bounded in the space \( S^{m-1}_{0,0}(\mathbb{R}^d) \) of symbols of order \( m-1 \). But the series converges in the space \( S^{m+1+\epsilon}_{0,0}(\mathbb{R}^d) \) for all \( \epsilon > 0 \). This is a consequence of the partition of unity identity 1 = \( \psi_0(\xi) + \sum_{\ell} \psi(2^{-\ell} \xi) \),

\[
|\partial^2_{x} \Delta_{\ell} \sum_{\ell} b_{\ell}(x, \xi) \psi(2^{-\ell} \xi)| \leq \sum_{\ell, |\ell| = 2^d} |\partial^2_{x} \Delta_{\ell} b_{\ell}(x, \xi) \psi(2^{-\ell} \xi)| \lesssim \sum_{\ell, |\ell| = 2^d} 2^{j(m-|\beta|)} \lesssim (1 + |\xi|)^{m-|\beta|}
\]

where we used the Leibniz rule and also the fact that given \( \xi \), the series \( \sum_{\ell} b_{\ell}(x, \xi) \psi(2^{-\ell} \xi) \) reduces to a finite sum \( \sum_{\ell, |\ell| = 2^d} b_{\ell}(x, \xi) \psi(2^{-\ell} \xi) \). Therefore the series

\[
\sum_{\ell} (\kappa_+ \chi \kappa^*_+) \tilde{\psi} \Delta_{\ell} = \sum_{\ell} Op(b_{\ell}) \Delta_{\ell} = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i\xi \cdot (x-y)} \sum_{\ell} (b_{\ell}(x, \xi) \psi(2^{-\ell} \xi)) d\xi
\]

defines a pseudodifferential operators in \( \Psi^{m-1}_{1,0}(\mathbb{R}^d) \). Again by the invariance of pseudodifferential operators under diffeomorphisms, we get \( \sum_{\ell} \chi \Delta_{\ell} \tilde{P}_{\ell} \in \Psi^{m-1}_{1,0}(M) \).

It remains to deal with the term \( \sum_{\ell} (1-\chi) \Delta_{\ell} \tilde{P}_{\ell} \). First note that the sequence \((\sum_{\ell} (1-\chi) \Delta_{\ell} \tilde{P}_{\ell})_\ell \) is bounded in \( \Psi^{-\infty}(M) \). It suffices to prove that for any smooth function with sufficiently small support, the operator \( \chi_\ast \left( \sum_{\ell} (1-\chi) \Delta_{\ell} \tilde{P}_{\ell} \right) \) is smoothing. For any chart \( \Psi : V \to \Psi(V) \), choose any function \( \chi_\ast \in C^\infty_c(V) \), then we reduce the study of \( \chi_\ast \left( \sum_{\ell} (1-\chi_\ast) \Delta_{\ell} \tilde{P}_{\ell} \right) \) to

\[
\Psi_\ast \left( \chi_\ast \sum_{\ell} (1-\chi_\ast) \Delta_{\ell} \tilde{P}_{\ell} \right) \kappa_\ast^+ = (\Psi_\ast \chi_\ast \sum_{\ell} \Delta_{\ell} \tilde{P}_{\ell}^\ast \kappa_\ast^+ \right) \kappa_\ast^+ \Delta_{\ell} \kappa_\ast^+
= (\Psi_\ast \chi_\ast \sum_{\ell} \Delta_{\ell} \tilde{P}_{\ell}^\ast \kappa_\ast^+) \psi \Delta_{\ell} \kappa_\ast^+ \tilde{\psi}.
\]

Now, it is an immediate consequence of the composition theorem for pseudodifferential operator that the operator \( (\Psi_\ast \chi_\ast \sum_{\ell} \Delta_{\ell} \tilde{P}_{\ell}^\ast \kappa_\ast^+) \psi \) is smoothing on \( \mathbb{R}^d \), so arguing as above, we can conclude that the series \( \sum_{\ell} \left( \Psi_\ast \chi_\ast \sum_{\ell} \Delta_{\ell} \tilde{P}_{\ell} \kappa_\ast^+ \right) \psi \Delta_{\ell} \) converges in \( \Psi^{-\infty}(\mathbb{R}^d) \) which concludes the proof of Proposition 2.10.

### 3 – Commutator estimates for paradifferential operators

The goal of this section is to recall the strict minimum material in paradifferential calculus to control in the following section the commutator \([e^{-tP}, P_u] \) where \( P_u \) is the paramultiplication operator \( u \prec \) for some Hölder function \( u \). A simple idea for a simple goal: If we are able to see \( P_u \) as an operator in some well-behaved class with a good composition theorem the control of the commutator \([e^{-tP}, P_u] \) will be a direct consequence of this composition theorem.

The paraproduct operators are examples of paradifferential operators. After some recollection on this class of operators in Section 3.1, we introduce in Section 3.2 a useful regularization procedure and prove in Section 3.3 a composition result for some paradifferential operators. With end this section with a key localization lemma that somehow allows to isolate the singularities of a paraproduct \( f \prec g \) in terms of the singularities of \( g \) – see Section 2.5.

#### 3.1 – Recollection on paradifferential operators on \( \mathbb{R}^d \)

We mostly follow the notations and terminology of Meyer [43]. To illustrate the notion of paradifferential operator we take a new look at the paraproduct operator. For \( u \in C^\alpha(\mathbb{R}^d) \) with \( \alpha > 0 \) we define the linear operator

\[
P_u : v \in S'(\mathbb{R}^d) \mapsto u \prec v
\]

where \( u \prec v = \sum_{i \geq 5} \partial_{i-5}(u) \Delta_{j}(v) \). The operator \( P_u \) has symbol

\[
\sigma(x; \xi) = \sum_{i = 5}^\infty \partial_{i-5}(u)(x) \psi(2^{-i} |\xi|)
\]

where \( \psi \) generates the Littlewood-Paley-Stein partition of unity. From now on we assume without loss of generality that \( \psi \) vanishes outside the corona \( \frac{1}{2} \leq |\xi| \leq 4 \) and equals 1 on the
smaller corona $1 \leq |\xi| \leq 2$. For a function $u$ of positive Hölder regularity it is proved in [43, p. 292] that the above symbol $\sigma$ belongs to the class $A^m_\alpha(\mathbb{R}^d)$ that we define following [43, Definition 1 p. 286].

**Definition** – A symbol $\sigma \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d)$ belongs to the space $A^m_\alpha(\mathbb{R}^d)$ for $m \in \mathbb{R}$ and $\alpha > 0$ if:

(a) For every multiindex $\gamma$, there exists a constant $C_\gamma$ such that

$$\|\partial^\gamma_x \sigma(x; \xi)\|_{C^2(\mathbb{R}^d)} \leq C_\gamma (1 + |\xi|)^{m-|\gamma|}. \quad (3.1)$$

(b) For every multiindices $(\beta, \gamma)$, there exists a constant $C_{\beta, \gamma}$ such that if $|\beta| > \alpha$ then

$$\|\partial^\beta_x \partial^\gamma_\xi \sigma(x; \xi)\|_{C^2(\mathbb{R}^d)} \leq C_{\beta, \gamma} (1 + |\xi|)^{m-|\gamma|+|\beta|-\alpha}. \quad (3.2)$$

We have

$$\bigcap_{\alpha \in \mathbb{R}_0^+} A^m_\alpha(\mathbb{R}^d) = S^m_{1,0}(\mathbb{R}^d)$$

and the inclusion

$$S^m_{1,0}(\mathbb{R}^d) \subset A^m_\alpha(\mathbb{R}^d).$$

Then [43] introduces a second class denoted by $B^m_\alpha(\mathbb{R}^d)$ as follows.

**Definition 3.1** – A symbol $\sigma$ is said to be in the class $B^m_\alpha(\mathbb{R}^d)$ if [3.1] holds and there exists $0 < K < 1$ such that for each fixed $\xi$ the partial Fourier transform $\hat{\sigma}(\eta, \xi)$ in $\xi$ of the symbol $\sigma$ is supported in the set $\{ |\eta| \leq K|\xi| \}$.

Then it is claimed that [43, bottom p. 286] (see also [43, p. 292]):

**Lemma 3.2** – We have the inclusion $B^m_\alpha(\mathbb{R}^d) \subset A^m_\alpha(\mathbb{R}^d)$ and $P_u \in B^0_0(\mathbb{R}^d)$.

We check for pedagogical purposes that, for $u \in C^\infty(\mathbb{R}^d)$, the paramultiplication operator $P_u$ belongs to the class $B^0_1(\mathbb{R}^d)$. Recall that its symbol reads $\sigma(x, \xi) = \sum_{i=0}^\infty \hat{S}_{i\xi}^\nu(u)(\eta)\psi(2^{-i}|\xi|)$, hence the Fourier transform with respect to the variable $x$ reads

$$\hat{\sigma}(\eta, \xi) = \sum_{i=0}^\infty \hat{S}_{i\xi}^\nu(u)(\eta)\psi(2^{-i}|\xi|).$$

Note that by definition of our dyadic decomposition, $\hat{S}_{i\xi}^\nu(u)$ is supported on a ball of radius $\leq 2^{i-3}$ and $\psi(2^{-i})$ is supported in the corona $\{ 2^{i-1} \leq |\xi| \leq 2^{i+2} \}$ so the Fourier vanishing condition is satisfied.

### 3.2 – A simple pararegularization.

Despite its usefulness in several nonlinear problems, it is well-known since the work of Bourdau, Stein [32, Chapter IX] that the class $S^{m}_{1,1}(\mathbb{R}^d)$ is ill-defined when acting on Sobolev or Hölder spaces of negative regularity. Since in the study of SPDEs the operators act on Besov spaces of negative regularity we need to modify the symbols in the class $S^{m}_{1,1}(\mathbb{R}^d)$ by some cut-off function to make them well behaved on Besov spaces of singular distributions. For this, we first define a specific class of cut-off functions.

**Definition 3.3** – In the sequel, given $0 < K_1 < K_2 < 1$, we choose some bounded cut-off function $\chi \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d)$ such that $\chi = 0$ near $(\eta, 0)$, $\chi = 0$ when $|\eta| > K_2|\xi|$ and $\chi = 1$ on $|\eta| \leq K_1|\xi|$.

We next define a kind of smoothing procedure for symbols called pararegularization which is a simplified version of what can be found in Section 10.2 of Hörmander’s book [32].

**Definition 3.4** – With this choice of cut-off functions, starting from any $\sigma \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d)$ satisfying [3.1], our pararegularized symbols $\sigma_\chi$ is defined from the condition

$$\hat{\sigma}_\chi(\eta, \xi) = \hat{\sigma}(\eta, \xi)\chi(\eta, \xi).$$
This operation of Fourier cut-off will always produce some symbol $\sigma_\chi$ which belongs to the class $B^0_{\infty}(\mathbb{R}^d)$ of Definition 3.1. It is obvious by construction that our paramultiplication operator $P_a$ is exactly a pararegularized operator of the form $Op(\sigma_\chi)$ for some cut-off $\chi \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d)$ since its symbol

$$\sigma(x, \xi) = \sum_{i=5}^{\infty} S_{i-5}(u)(x) \psi(2^{-i}|\xi|)$$

vanishes near $\xi = 0$, by the support property of the Littlewood-Paley-Stein partition of unity function $\varphi(\cdot)$; and its Fourier transform $\hat{\sigma}(\eta, \xi) = \sum_{i=5}^{\infty} \hat{S}_{i-5}(u)(\eta) \psi(2^{-i}|\xi|)$ also vanishes near the twisted diagonal $\{(\eta, \xi) \in \mathbb{R}^d \times \mathbb{R}^d$ since $\hat{\sigma}(\eta, \xi)$ vanishes when $|\eta| > 1/2|\xi|$. (Indeed $|\eta| \leq 2^{i-3}$ and $|\xi| \geq 2^{i-1}$ imply that $|\eta|/|\xi| \leq 2^{3-i} = 2^{-2}$.) Now we shall use the fact that the paradifferential regularization of a classical pseudodifferential operator preserves its properties [32, p. 236]:

**Lemma 3.5** – Let $a \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d)$ be a classical symbol in $S^m_{1,0}(\mathbb{R}^d)$, $\chi$ is a cut-off function from Definition 3.3 and $a_\chi$ the cut-off symbol as in Definition 3.4. Then the difference $a - a_\chi \in S^{-\infty}_{1,0}(\mathbb{R}^d)$.

This means that $a = a_\chi$ modulo smoothing operators.

**Proof** – Assume without loss of generality that the Schwartz kernel of $Op(a)$, which is $F^{-1}_\xi(a) \in S'(\mathbb{R}^d \times \mathbb{R}^d)$, is compactly supported in $(x,y)$. Up to multiplying $\chi$ with another cut-off function $\chi_2 \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d)$ such that $\chi_2 = 1$ when $|\xi| \geq 2$ and $\chi_2 = 0$ when $|\xi| \leq 1$, the operators whose Schwartz kernels are $F^{-1}_\xi(\chi a) \in S'(\mathbb{R}^d \times \mathbb{R}^d)$ and $F^{-1}_\xi(\chi_2 a) \in S'(\mathbb{R}^d \times \mathbb{R}^d)$ differ from a smoothing operator. Indeed

$$F^{-1}_\xi(\chi a) - F^{-1}_\xi(\chi_2 a) = F^{-1}_\xi((1 - \chi_2)a).$$

Note that the cut-off symbol $\chi(1 - \chi_2)a \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d)$ vanishes both when $|\xi| \geq 2$ and also when $|\eta| > K|\xi|$ for some $K \in (0, 1)$ which means that $\chi(1 - \chi_2)a$ is supported in $[|\xi| \leq 2, |\eta| \leq 2]$, so it is smooth with compact support in both $\eta, \xi$. The difference $F^{-1}_\xi(\chi(1 - \chi_2)a)$ is therefore analytic and Schwartz on $\mathbb{R}^d \times \mathbb{R}^d$. So we may assume, without loss of generality, that $\chi = 0$ when $|\xi| \leq 2$.

We need to prove that $F^{-1}_\xi(a(1 - \chi))$ is a smooth function in $S(\mathbb{R}^d \times \mathbb{R}^d)$. Because of the support properties of $\chi$, the symbol $\hat{a}(\eta, \xi)(1 - \chi)(\eta, \xi)$ is non-vanishing only when $|\eta| > K|\xi|$ for some $K > 0$. On this subset, we have an inequality of the form

$$(1 + |\eta|)^{-1} \leq (1 + K|\xi|)^{-1} \lesssim (1 + |\xi|)^{-1},$$

therefore $\hat{a}(\eta, \xi)(1 - \chi)(\eta, \xi)$ satisfies, for all $N$, the estimate

$$|\hat{a}(1 - \chi)(\eta, \xi)| \lesssim \sup_{\xi} \| (1 + |\xi|)^{-m} a(\cdot, \xi) \|_{C^{2N+m}(1 + |\eta|)^{-2N-m}(1 + |\xi|)^{m}(1 - \chi)(\eta, \xi)} \lesssim (1 + |\xi|)^{-N}(1 + |\eta|)^{-N}.$$ (For the second inequality, we used the fact that for any $U \in C^\infty_0(\mathbb{R}^d)$, one has $|\hat{U}(\xi)| \lesssim \| U \|_{C^\infty(\mathbb{R}^d)} (1 + |\xi|)^{-m}$, which follows from integration by parts.) Therefore the inverse Fourier transform in $(\xi, \eta)$ of $\hat{a}(1 - \chi)(\eta, \xi)$ yields a smooth kernel.

We obtain the following result as a consequence of Lemma 3.5 and the Schauder estimate from Proposition 2.3.

**Corollary 3.6** – Each operator in the class $\Psi^m_{1,0}(\mathbb{R}^d)$ sends continuously $B^\infty_{p,q}(\mathbb{R}^d)$ into $B^{-m}_{p,q}(\mathbb{R}^d)$.

The same result holds for operators and Besov spaces on $M$. 
3.3 – Composition of paradifferential operators. The following commutator result is useful.

**Proposition 3.7** – Let \( \alpha \in (0,1) \), \( (m_1, m_2) \in \mathbb{R}^2 \). If \( a \in S_{1,0}^{m_1}(\mathbb{R}^d) \) and \( b \in B_{\alpha}^{m_2}(\mathbb{R}^d) \) then the commutator

\[
[Op(a), Op(b)] = Op(c) + R
\]

where \( R \in \Psi^{-\infty}(\mathbb{R}^d) \) is smoothing and \( c \) lies in \( S_{1,1}^{m_1+m_2-\alpha}(\mathbb{R}^d) \) and has a pararegularized symbol \( \hat{c}(\eta, \xi) \) supported on \( |\eta| \leq K|\xi| \) for some \( K < 1 \).

The fact that the commutator \( Op(c) \) has pararegularized symbol \( c \) has central importance for us since it will allow \( Op(c) \) to act on some Besov spaces of non-positive regularities. Proposition 3.7 follows from the following more general composition result.

**Proposition 3.8** – Let \( \alpha \in (0,1) \), \( (m_1, m_2) \in \mathbb{R}^2 \). If \( a \in B_{\alpha}^{m_1}(\mathbb{R}^d) \) and \( b \in B_{\alpha}^{m_2}(\mathbb{R}^d) \) with the constant \( K \) appearing in Definition 3.1 satisfies \( K \leq \frac{1}{2} \). Then

\[
Op(a) \circ Op(b) = Op(ab) + Op(c)
\]

where \( c \in S_{1,1}^{m_1+m_2-\alpha}(\mathbb{R}^d) \) and there is some \( 0 < \tilde{K} < 1 \) such that \( \hat{c}(\eta, \xi) \) is supported on \( |\eta| \leq \tilde{K}|\xi| \).

We deduce Proposition 3.7 from the composition result applied to the pararegularized \( a_\chi \) instead of \( a \) – they differ from a smoothing operator, from Lemma 3.5 and since

\[
[Op(a), Op(b)] = [Op(a_\chi), Op(b)] \mod (\Psi^{-\infty}) = Op(c) \mod (\Psi^{-\infty})
\]

for some \( c \in S_{1,1}^{m_1+m_2-\alpha}(\mathbb{R}^d) \) and \( \hat{c}(\eta, \xi) \) is supported on \( |\eta| \leq \tilde{K}|\xi| \) for some \( 0 < \tilde{K} < 1 \).

**Proof** – We give here a self-contained proof of Proposition 3.8 essentially following Meyer’s exposition in [43, Theorem 4]. Therein the remainder term belongs to \( S_{1,1}^{-\alpha}(\mathbb{R}^d) \) since one of the symbols is only in \( S_{1,1}^0(\mathbb{R}^d) \). In our case, we make the stronger assumption that the symbols are in \( B_{\alpha}^{m_1}(\mathbb{R}^d) \) and \( B_{\alpha}^{m_2}(\mathbb{R}^d) \). Hence we need to check that our symbol \( c \) is in fact a pararegularized symbol, which means \( \hat{c} \) vanishes outside \( \{ |\eta| \leq \tilde{K}|\xi| \} \) for some \( \tilde{K} \in (0,1) \). This is sufficient for \( Op(c) \) to act on some Besov distribution \( \nu \) of negative regularity.

As usual, we start from the Fourier representation formula for the commutator which reads:

\[
c(x; \xi) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \left( a(x, \xi + \eta) - a(x; \xi) \right) e^{i\eta \cdot \xi} \hat{b}(\eta, \xi) d\eta
\]

where \( \hat{b} \) is supported on \( |\eta| \leq \frac{|\xi|}{10} \). Now we rewrite the representation formula for \( c \) but inserting a dyadic decomposition in the integration variable \( \eta \):

\[
c(x; \xi) = \frac{1}{(2\pi)^d} \sum_{j: 2^{j-1} \leq \frac{|\xi|}{10}} \int_{\mathbb{R}^d} \left( a(x, \xi + \eta) - a(x; \xi) \right) \psi(2^{-j} \eta) e^{i\eta \cdot \xi} \hat{b}(\eta, \xi) d\eta,
\]

the summation is over some finite number of \( j \) since for fixed \( \xi \) the integrand vanishes when \( |\eta| > \frac{|\xi|}{20} \). Choose some cut-off function \( \check{\chi} \in C_\infty^\infty(\mathbb{R}^d \setminus \{0\}) \) such that \( \check{\chi} = 1 \) on the support of \( \psi \).

\[
|c(x; \xi)| \leq \frac{1}{(2\pi)^d} \sum_{j: 2^{j-1} \leq \frac{|\xi|}{10}} \left| \int_{\mathbb{R}^d} \left( a(x, \xi + \eta) - a(x; \xi) \right) \check{\chi}(2^{-j} \eta) \psi(2^{-j} \eta) e^{i\eta \cdot \xi} \hat{b}(\eta, \xi) d\eta \right|
\]

\[
\leq \frac{1}{(2\pi)^d} \sum_{j: 2^{j-1} \leq \frac{|\xi|}{10}} \| A_j \|_{L^1(\mathbb{R}^d)} \| B_j \|_{L^\infty(\mathbb{R}^d)}
\]

where

\[
A_j = F^{-1}_\eta \left( (a(x, \xi + \eta) - a(x; \xi)) \check{\chi}(2^{-j} \eta) \right), \quad B_j = F^{-1}_\eta \left( \psi(2^{-j} \eta) e^{i\eta \cdot \xi} \hat{b}(\eta, \xi) \right)
\]
and the variables \((x; \xi)\) are treated like parameters. By the definition of \(b \in B^{m_2}_\alpha (\mathbb{R}^d)\), we have the bound
\[
\|B_j \|_{L^\infty(\mathbb{R}^d)} \lesssim 2^{-j\alpha} (1 + |\xi|)^{m_2}.
\]
For the control of \(\|A_j\|_{L^1(\mathbb{R}^d)}\), we use some ideas from the Wiener algebra. Here is the key observation: By scale invariance, the \(L^1\) norm of \(A_j\) is equal to the \(L^1\) norm of the rescaled function
\[
\mathcal{F}^{-1}_\eta \left( (a(x, \xi + 2^j \eta) - a(x; \xi)) \tilde{\chi}(\eta) \right).
\]
Therefore, we have
\[
\|A_j\|_{L^1(\mathbb{R}^d)} = \|\mathcal{F}^{-1}_\eta \left( (a(x, \xi + 2^j \eta) - a(x; \xi)) \tilde{\chi}(\eta) \right) \|_{L^1(\mathbb{R}^d)} \lesssim \| (a(x, \xi + 2^j \eta) - a(x; \xi)) \tilde{\chi}(\eta) \|_{H^s_\eta}
\]
for all \(s > \frac{d}{2}\). We used the following fundamental fact, for any function \(U\):
\[
\|\widetilde{U}\|_{L^1(\mathbb{R}^d)} = \int_{\mathbb{R}^d} |(1 + |\xi|)^{-s} (1 + |\xi|)^s \tilde{U}(\xi)| d\xi 
\leq \left( \int_{\mathbb{R}^d} |(1 + |\xi|)^{-2s} d\xi \right)^{\frac{1}{2}} \left( \int_{\mathbb{R}^d} |(1 + |\xi|)^s \tilde{U}(\xi)|^2 d\xi \right)^{\frac{1}{2}} \lesssim \|U\|_{H^s},
\]
where we used Cauchy–Schwarz in the second estimate and the definition of Sobolev norms, the right hand side is finite as soon as \(s > \frac{d}{2}\). So we need to estimate the Sobolev regularity in \(\eta\) of
\[ g_j(\eta) = (a(x, \xi + 2^j \eta) - a(x; \xi)) \tilde{\chi}(\eta) \]
by just bounding the derivatives. We remind the reader that \((x, j, \xi)\) appearing in the definition of \(g_j\) are treated as parameters. To control the difference \((a(x, \xi + 2^j \eta) - a(x; \xi))\), we will use the fundamental Theorem of calculus. Recall that \(2^j \leq \frac{|\xi|}{\eta} \) if \(2^{j-1} \leq \frac{|\xi|}{\eta}\), therefore on the support of \(\tilde{\chi}\) that we assume is contained in \(\{|\eta| \leq 4, 5\}\), we always have inequalities of the form
\[
|2^j \eta| \leq 2^j(4, 5) \leq \frac{9}{10} |\eta| \implies \frac{1}{10} |\xi| \leq |\xi + 2^j \eta| \leq \frac{19}{10} |\xi|.
\]
We use the fundamental Theorem of calculus and the regularity of \(a\) in \(\xi\)
\[
|a(x; \xi) - a(x; 2^j \eta + \xi)| \lesssim \left( \sup_{\frac{|\xi|}{\eta} \leq |\xi| \leq \frac{19}{10} |\xi|} \left| \frac{\partial^\beta a(x; \xi)}{\partial \xi^\beta} \right| \right) 2^j |\eta| \lesssim 2^j (1 + |\xi|)^{m_1-1}
\leq (1 + |\xi|)^{m_1-1}
\]
where we used estimate \([3.1]\) to control the derivative \(\frac{\partial^\beta}{\partial \xi^\beta} a(x; \xi)\). For all multiindices \(|\beta| \geq 1\), we again use the Fundamental Theorem of calculus to obtain
\[
|\partial^\beta_{\eta} (a(x; \xi) - a(x; 2^j \eta + \xi))| = \left| \frac{\partial^\beta}{\partial \eta^\beta} \left( 2^j \int_0^{2^j} d\xi a(x; \xi + u2^j \eta)(\eta) du \right) \right| 
\lesssim (1 + |\xi|)^{m_1-|\beta|-1} 2^{(1+|\beta|)} + (1 + |\xi|)^{m_1-|\beta|2^j|\beta|}
\]
from a careful application of the Leibniz rule and where we again used estimate \([3.1]\) to control the derivative of \(a\) in the second variable. The above estimate is uniform in \(x\). We use the crucial fact that \(2^j \lesssim |\xi|\) hence for all multiindex \(|\beta| \geq 1\), we have
\[
(1 + |\xi|)^{m_1-|\beta|2^j|\beta|} \lesssim (1 + |\xi|)^{m_1-1} 2^j
\]
which allows us to simplify the previous bound as
\[
|\partial^\beta_{\eta} (a(x; \xi) - a(x; 2^j \eta + \xi))| \lesssim (1 + |\xi|)^{m_1-1} 2^j.
\]
Therefore, the decay we can get for the $H^{4/3 + 1}_N(\mathbb{R}^d)$ norm w.r.t. $\eta$ of $g_j$ would have the simple form:

$$||g_j||_{H^{4/3 + 1}_N(\mathbb{R}^d)} \lesssim 2^j (1 + |\xi|)^{m_1 - 1}$$

since the support of $\tilde{\chi}$ in $\eta$ is compact. Going back to our initial goal of bounding the symbol $c$, we get:

$$|c(x; \xi)| \leq \sum_{j, 2^j \leq \frac{\epsilon}{4}} ||A_j||_{L^1} ||B_j||_{L^\infty} \lesssim (1 + |\xi|)^{m_2 + m_1} \sum_{j, 2^j \leq \frac{\epsilon}{4}} 2^{-j\alpha} (1 + |\xi|)^{-1} 2^j$$

$$\lesssim (1 + |\xi|)^{m_1 + m_2 - 1} \sum_{j, 2^j \leq \frac{\epsilon}{4}} 2^{j(1 - \alpha)} \lesssim (1 + |\xi|)^{m_1 + m_2 - |\alpha|}$$

since $\alpha \in (0, 1)$. Bounding the derivatives of $c$ in $\xi$ is similar and left to the reader. For the moment, we just proved our symbol $c$ belongs to the class $S^{m_1 + m_2 - \alpha}_1(\mathbb{R}^d)$. It remains to check that our symbol has the correct vanishing properties of pararegularized operators. It remains to check the vanishing properties of the symbol $\tilde{c}(\eta_1, \xi)$ when the norms of $\xi$ and $\eta_1$ get close to each other. We start with the explicit formula

$$\tilde{c}(\eta_1, \xi) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \tilde{a}(\eta_1 - \eta, \xi + \eta) - \tilde{a}(\eta_1 - \eta, \xi) \tilde{b}(\eta, \xi)d\eta.$$

Let us assume, without loss of generality, that one can take the constant $K$ from Definition 3.1 equal to 1/4. Now observe that the integrand in

$$I_1 = \int_{\mathbb{R}^d} \tilde{a}(\eta_1 - \eta, \xi + \eta) \tilde{b}(\eta, \xi)d\eta$$

vanishes when $|\eta_1 - \eta| \geq \frac{1}{4} |\xi + \eta|$ (by the constraint from $a$) and since we integrate on $|\eta| \leq \frac{1}{4} |\xi|$ (by the constraint from $b$). Hence $I_1 = 0$ when $|\eta_1| - |\eta| \geq \frac{1}{4} |\xi| + \frac{1}{4} |\eta|$, which is in particular the case when

$$|\eta_1| \geq \frac{1}{4} |\xi| - \frac{3}{4} |\eta| \geq \frac{1}{4} |\xi| - \frac{3}{4} \frac{1}{4} |\xi| = \frac{1}{16} |\xi|. $$

The integrand

$$I_2 = \int_{\mathbb{R}^d} -\tilde{a}(\eta_1 - \eta, \xi) \tilde{b}(\eta, \xi)d\eta = \int_{\mathbb{R}^d} -\tilde{a}(-\eta, \xi) \tilde{b}(\eta + \eta_1, \xi)d\eta$$

vanishes when $|\eta + \eta_1| \geq \frac{1}{4} |\xi|$ and we integrate on $|\eta| \leq \frac{1}{4} |\xi|$. Hence the integral $I_2$ vanishes as soon as $|\eta_1| \geq \frac{1}{4} |\xi|$. Indeed,

$$|\eta_1| \geq \frac{3}{4} |\xi| \implies |\eta + \eta_1| \geq \frac{3}{4} |\xi| - |\eta| \geq \frac{3}{4} |\xi| - \frac{1}{4} |\xi| > \frac{1}{4} |\xi|. $$

So $\tilde{c}$ is supported on $|\eta_1| \leq \frac{3}{4} |\xi|$. 

\[ \Box \] 

4 – Comming the heat operator with a paraproduct

Recall $P = 1 - \Delta$ stands for the negative massive Laplace-Beltrami operator on functions on $M$. Our goal in this section is to control analytically some commutator $[e^{-tP}, f \prec_i]$ of the heat operator $e^{-tP}$ with some paramultiplication operator $f \prec_i$. We use the tools from Section 3 developed on $\mathbb{R}^d$ to achieve our goal. This naturally leads to a continuity result on the commutator of a paraproduct operator with the resolvent operator of $P$.

One key idea we need to control commutators of the form $[e^{-tP}, P_u]$ is to think of the heat kernel $e^{-tP}$ as a parameter-dependent pseudodifferential operator of order $m \leq 0$, but $e^{-tP}$ grows like $t^{\frac{3}{2}}$ in $\Psi_{1, 0}^m(M)$. We need to pay some price under the form of the exploding weight $t^{\frac{3}{2}}$ if we require more smoothing properties.
Lemma 4.1 – (The heat kernel viewed as a parameter-dependent pseudodifferential operator) Pick $m \leq 0$. Then $(t^{\frac{m}{2}}e^{-tP})_{t \in [0,1]}$ is a bounded family of pseudodifferential operators in $\Psi^{m}_{1,0}(M)$.

**Proof** – The proof is obvious using the local representation of the heat kernel in charts that we shall use several times in the present work, we refer to Theorem 5.3 for a precise statement:

$$k \circ K_t \circ k^{-1}(x,y) = t^{-\frac{d}{2}}\widehat{A}(t,\frac{x-y}{\sqrt{t}},x)$$

and $\widehat{A} \in C^{\infty}([0,\infty)_{1} \times \mathbb{R}^{d} \times U)$ satisfies the estimate

$$\sup_{(t,X,x) \in [0,\alpha] \times \mathbb{R}^{d} \times U} \left| \left( D_{t}^{\alpha}D_{x}^{\beta} \widehat{A} \right)(t,X,x) \right| \leq C_{N,\alpha,\kappa(U)} (1 + \|X\|)^{-N}.$$ 

Then it suffices to Fourier transform $\widehat{A}(t,X,x)$ in the middle variable $X$ to get $\widehat{A}(t,\xi,x)$ which is Schwartz in the middle variable $\xi$ uniformly in $(t,x)$ in compact sets and $t^{-\frac{d}{2}}\widehat{A}(t,\frac{\xi}{\sqrt{t}},x)$ is the kernel of $Op\left(\widehat{A}(t,\sqrt{t}\xi,x)\right) = \widehat{A}(t,\sqrt{t}D,x)$.

Now it remains to check that $t^{-\frac{d}{2}}\widehat{A}(t,\sqrt{t}\xi,x)$ is a symbol in $S^{m}_{1,0}(U \times \mathbb{R}^{d})$ uniformly in $t \in [0,1]$, $|\xi| \geq 1$:

$$|t^{-\frac{d}{2}}\widehat{A}(t,\sqrt{t}\xi,x)| \lesssim t^{-\frac{d}{2}}(1 + t^{\frac{d}{2}}|\xi|)^{-N} \lesssim (1 + |\xi|)^{-m}.$$ 

Furthermore, for the derivatives one checks that

$$|\partial_{\xi}^{m}t^{-\frac{d}{2}}\widehat{A}(t,\sqrt{t}\xi,x)| = |t^{-\frac{d}{2}}\partial_{\xi}^{m}t^{-\frac{d}{2}}\widehat{A}(t,\sqrt{t}\xi,x)| \lesssim (1 + t^{\frac{d}{2}}|\xi|)^{-N} \lesssim (1 + |\xi|)^{-m-\beta|}.$$ 

We have controlled all the seminorms of $S^{m}_{1,0}$ uniformly in $t \in [0,1]$ in local charts and we are done. □

**Corollary 4.2** – Let $\alpha \in \mathbb{R}$, $u \in C^{\alpha}(M)$ and $t > 0$. For all $\epsilon > 0$, we have:

$$\|e^{-tP}u|_{C^{\alpha+\epsilon}(M)} \lesssim e^{-t\frac{d}{2}}\|u|_{C^{\alpha}(M)}.$$ 

**Proof** – The main difficulty in proving the statement is the small time $t \in (0,1]$ since we can deal with the large times using the spectral gap of the massive operator $P$. We know from Schauder estimates, Proposition 2.3, that a bounded family of elements $(A_{u})_{u} \in \Psi^{m}(M)$ is bounded in $L(C^{\alpha}(M),C^{\alpha-m}(M))$. Since the family $(t^{\frac{d}{2}}e^{-tP})_{0 \leq t \leq 1}$ is bounded in $\Psi^{m}_{1,0}(M)$, from Lemma 4.1 the conclusion follows by writing

$$\|e^{-tP}u|_{C^{\alpha+\epsilon}} \lesssim t^{-\frac{d}{2}}\|t^\frac{d}{2}e^{-tP}u\|_{L(C^{\alpha}(M),C^{\alpha+\epsilon}(M))}.$$ 

□

Next, we establish some manifold version of [33, Lemma 5.3.20]. For an arbitrary $i \in I$, denote by $\kappa_{i}$ the localized paraproduct from Definition 2.7.

**Lemma 4.3** – Let $\alpha < 1$, $\beta \in \mathbb{R}$, $u \in C^{\alpha}(M), v \in C^{\beta}(M)$ and $t > 0$ be given. For all $\epsilon > 0$, we have

$$\|e^{-tP}(u \prec \epsilon v) - u \prec \epsilon (e^{-tP}v)\|_{C^{\alpha+\beta+\epsilon}(M)} \lesssim e^{-t\frac{d}{2}}\|u\|_{C^{\alpha}(M)}\|v\|_{C^{\beta}(M)}$$

and

$$\|e^{-tP}(u \prec v) - u \prec (e^{-tP}v)\|_{C^{\alpha+\beta+\epsilon}(M)} \lesssim e^{-t\frac{d}{2}}\|u\|_{C^{\alpha}}\|v\|_{C^{\beta}}.$$ 

**Proof** – The key conceptual idea is to think of the operator $P_{u} : v \mapsto u \prec v$ as a pararegularized operator where the threshold regularity is imposed by the Hölder regularity of $u$.

1. Let us do the proof on $\mathbb{R}^{d}$ with some operator $H_{t}$ in the heat calculus in the sense of Theorem 6.5, it has the same analytic properties as the heat kernel and Lemma 4.1 and Corollary 4.2 hold for $H_{t}$. Then we shall use charts and localization to make the proof global and on manifolds.
Now note that $P_0 \in B_0^0(\mathbb{R}^d)$. We treat the heat operator $H_t$ as an element of $\Psi^{-\epsilon}_{1,0}(\mathbb{R}^d)$ and we need to measure its growth in the Fréchet space $\Psi^{-\epsilon}(\mathbb{R}^d)$ when $t \to 0^+$. In fact $t^{-\frac{d}{2}}H_t$ is bounded in $\Psi^{-\epsilon}(\mathbb{R}^d)$ uniformly in $t \in [0,1]$ by Lemma 4.1. Therefore, Proposition 5.7 on commutators shows that the commutator 

$$[t^{-\frac{d}{2}}H_t, P_0] \in O_p\left(\tilde{S}_{1,1}^{-\alpha-\epsilon}\right)$$

is regularizing of order $\alpha + \epsilon$, uniformly in $t \in [0,1]$. We thus have 

$$[H_t, P_0] = O(t^{-\frac{d}{2}}) \in \tilde{S}_{1,1}^{-\alpha-\epsilon}.$$

and 

$$[H_t, P_0]v = O(t^{-\frac{d}{2}}) \in C^{\alpha+\beta+\epsilon}$$

since $\tilde{S}_{1,1}^{-\alpha-\epsilon}$ maps $C^s(\mathbb{R}^d)$ into $C^{s-\alpha-\epsilon}(\mathbb{R}^d)$, by Proposition 2.3.

2. The next step is to localize, then globalize, the proof on $\mathbb{R}^d$ to extend it to $M$. As usual, denote by $(\kappa_i, U_i, \chi_{i,1})_{i \in I}$ the local charts plus the subordinated partition of unity. We choose some functions $\chi_{i,2} \in C^\infty_c(U_i)$, $\chi_{i,2} = 1$ on support of $\chi_{i,1}$ and $\psi_i \in C^\infty(\kappa_i(U_i))$, $\psi_i = 1$ on support of $\chi_{i,2}$. Recall that 

$$(u \prec_i v) = \kappa_i^* \left[ \psi_i (\kappa_i \chi_{i,1} u) \prec \kappa_i (\chi_{i,2} v) \right].$$

The key idea to put the estimate on $M$ is to use commutator estimates plus cut-off functions to localize. We write carefully the first term we are studying 

$$e^{-tP} (u \prec_i v) = e^{-tP} \left( \kappa_i^* \left[ \psi_i (\kappa_i \chi_{i,1} u) \prec \kappa_i (\chi_{i,2} v) \right] \right).$$

Choose $\chi_{i,3} \in C^\infty_c(U_i)$ which equals 1 on support of $\kappa_i^* \psi_i$. One has 

$$e^{-tP} \left( \kappa_i^* \left[ \psi_i (\kappa_i \chi_{i,1} u) \prec \kappa_i (\chi_{i,2} v) \right] \right)$$

$$= e^{-tP} \chi_{i,3}^* e^{-tP} \left( \kappa_i^* \left[ \psi_i (\kappa_i \chi_{i,1} u) \prec \kappa_i (\chi_{i,2} v) \right] \right)$$

$$= \chi_{i,3} e^{-tP} \chi_{i,3} \left( \kappa_i^* \left[ \psi_i (\kappa_i \chi_{i,1} u) \prec \kappa_i (\chi_{i,2} v) \right] \right) + O_{\alpha+\beta+\epsilon} \left( t^{-\frac{d}{2}} \right)$$

$$\sim \kappa_i^* (\kappa_i \chi_{i,3} e^{-tP} \chi_{i,3}) \kappa_i^* \left[ \psi_i (\kappa_i \chi_{i,1} u) \prec \kappa_i (\chi_{i,2} v) \right].$$

We used the commutator estimate $t^{-\frac{d}{2}} e^{-tP} \chi_{i,3} \in \Psi^{1-\epsilon}$ uniformly in $t \in [0,1]$ ($t^{-\frac{d}{2}} e^{-tP} \in \Psi^{1-\epsilon}_{1,0}$ and $\chi_{i,3} \in \Psi^0_{1,0}$) and the Schauder estimates for pseudodifferential operators. We also used the support property of $\chi_{i,3}$ to identify $\kappa_i \chi_{i,3} \psi_i = \psi_i$. Now we also write in detail the term $u \prec_i (e^{-tP} v)$ 

$$u \prec_i (e^{-tP} v) = \kappa_i^* \left( \psi_i [\kappa_i \chi_{i,1} u] \prec \kappa_i (\chi_{i,2} \kappa_i^* e^{-tP} v) \right)$$

$$= \kappa_i^* \left( \psi_i [\kappa_i \chi_{i,1} u] \prec \kappa_i (\chi_{i,2} \chi_{i,3} \kappa_i^* e^{-tP} v) \right)$$

$$\sim \kappa_i^* \left( \psi_i [\kappa_i \chi_{i,1} u] \prec \kappa_i (\chi_{i,2} \chi_{i,3} e^{-tP} \chi_{i,2} v) \right)$$

$$= \kappa_i^* \left( \psi_i [\kappa_i \chi_{i,1} u] \prec (\kappa_i \chi_{i,3} e^{-tP} \kappa_i^*) \kappa_i (\chi_{i,2} v) \right)$$

where we used again the commutator estimate and the support properties of all the cut-off functions. Now we recognize a commutator in $\mathbb{R}^d$ between an element in the heat calculus and some pseudodifferential operator 

$$e^{-tP} (u \prec_i v) - u \prec_i (e^{-tP} v) \sim \kappa_i^* \left( \psi_i [\kappa_i \chi_{i,3} \chi_{i,3} e^{-tP} \kappa_i^* \psi_i \kappa_i \chi_{i,2} v] \right)$$

and, using the first part, we obtain 

$$\|e^{-tP} (u \prec_i v) - u \prec_i (e^{-tP} v)\|_{C^{\alpha+\beta+\epsilon}(M)} \leq e^{-t^\frac{d}{2}} \|u\|_{C^{\alpha}} \|v\|_{C^\beta(M)}$$

as required.
We now prove an analogue of Lemma A3 in [33] describing the commutator of a paraproduct operator and the resolvent operator of $P$.

**Proposition 4.4** – Let $0 < \alpha < 1, \beta \in \mathbb{R}, f \in C_T C^\alpha(M) \cap C_T^2 L_\infty(M)$ and $g \in C_T C^\beta(M)$. For all $0 < \delta < 2$, for all chart index $i$ we have

$$
\| t \mapsto \int_0^t (e^{-(t-s)}P f_s \prec_i g_s - f_t \prec_i (e^{-(t-s)}P g_s))ds \|_{C_T C^{\alpha+\beta+\delta}(M)} \\
\leq C \| f \|_{C_T C^\alpha(M)} \| f \|_{C_T^2 L_\infty(M)} \| g \|_{C_T C^\beta(M)}
$$

for a positive constant $C$ independent of $T$. The same estimate holds for the global paraproduct by summing over $i \in I$.

**Proof** – To prove this proposition, we rely on Corollary 4.2 and Lemma 4.3. Let $(\kappa_i, U_i, \chi_{i,1})_{i \in I}$ the local charts plus the subordinated partition of unity and $\chi_{i,2} \in C_c^\infty(U_i)$, $\chi_{i,2} = 1$ on support of $\chi_{i,1}$ and $\psi_i \in C_c^\infty(\kappa_i(U_i))$, $\psi_i = 1$ on support of $\chi_{i,2}$. Recall that for fixed $i \in I$

$$(u \prec_i v) = \kappa_i^2 [\psi_i \prec_i (\chi_{i,1}u) \prec_i (\chi_{i,2}v)].$$

We start by rewriting

$$
\| e^{-(t-s)}P (f_s \prec_i g_s) - f_t \prec_i (e^{-(t-s)}P g_s) \|_{C^{\alpha+\beta+\delta}} \\
= \| e^{-(t-s)}P (f_s \prec_i g_s) - f_s \prec_i (e^{-(t-s)}P g_s) - (f_t - f_s) \prec_i (e^{-(t-s)}P g_s) \|_{C^{\alpha+\beta+\delta}} \\
\leq \| e^{-(t-s)}P (f_s \prec_i g_s) - f_s \prec_i (e^{-(t-s)}P g_s) \|_{C^{\alpha+\beta+\delta}} + \| (f_t - f_s) \prec_i (e^{-(t-s)}P g_s) \|_{C^{\alpha+\beta+\delta}}.
$$

To bound the term $A$, let us use Lemma 4.3 at time $t-s$ with $u = f_s$, $v = g_s$ and $\epsilon = \delta$. This yields

$$A \leq e^{-(t-s)(t-s)} \frac{\alpha+\beta+\delta}{2} \| f_s \|_{C^\alpha} \| g_s \|_{C^\beta} \leq e^{-(t-s)(t-s)} \| f \|_{C_T C^\alpha} \| g \|_{C_T C^\beta}.$$

To bound the term $B$, let us first use a paraproduct estimate, that gives

$$B \leq \| f_t - f_s \|_{L_\infty} \| (e^{-(t-s)}P g_s) \|_{C^{\alpha+\beta+\delta}} \leq (t-s)^{\frac{\alpha+\beta+\delta}{2}} \| f \|_{C_T^2 L_\infty} \| (e^{-(t-s)}P g_s) \|_{C^{\alpha+\beta+\delta}}.$$

Then, let us use Lemma 4.2 at times $t-s$ with $u = g_s$, and $\epsilon = \alpha + \delta$. This yields

$$B \leq e^{-(t-s)(t-s)} \frac{\alpha+\beta+\delta}{2} \| f \|_{C_T^2 L_\infty} \| g_s \|_{C^\beta} \leq e^{-(t-s)(t-s)} \| f \|_{C_T^2 L_\infty} \| g \|_{C_T C^\beta}.$$

We can now conclude since

$$
\| \int_0^t (e^{-(t-s)}P (f_s \prec_i g_s) - f_t \prec_i (e^{-(t-s)}P g_s))ds \|_{C^{\alpha+\beta+\delta}} \\
\leq \int_0^t \| e^{-(t-s)}P (f_s \prec_i g_s) - f_t \prec_i (e^{-(t-s)}P g_s) \|_{C^{\alpha+\beta+\delta}}ds \\
\leq \int_0^t (A + B)ds = \int_0^t e^{-(t-s)(t-s)} \frac{\alpha+\beta+\delta}{2} \| f \|_{C_T C^\alpha} \| f \|_{C_T^2 L_\infty} \| g \|_{C_T C^\beta},
$$

and the integral over $s$ is convergent since $\delta < 2$ by hypothesis. Moreover, the sup over $t \in [0,T]$ can then be bounded independently of $T$ thanks to the exponential decay of the massive Laplacian.
5 – Proof of Theorem 1.1 and an extension

Recall Theorem 1.1 and the notations
\[ \Upsilon_r := \mathcal{L}^{-1}(\zeta_r), \quad \Phi_r := \mathcal{F}^r, \quad \Psi_r := \mathcal{L}^{-1}(\Phi_r), \quad \tilde{\Psi}_r := \mathcal{L}^{-1}(\tilde{\Phi}^r), \]
from the introduction. Theorem 1.1 is used in [33] to make sense of Jagannath & Perkowski’s formulation (1.6) of the parabolic \( \Phi^e \) equation (1.5) in the limit where \( r > 0 \) goes to 0. We prove Theorem 1.1 in Section 5.1 following the reasoning used by Jagannath & Perkowski in their proof of Lemma A.2 in [33].

We extend this result in Section 5.2 to a setting where the equation is set on a space of sections of a vector bundle over \( M \). Some non-trivial modifications are needed in this case compared to the scalar case.

5.1 – Proof of Theorem 1.1

1. Control of the regularity of \( v_{ref,r} \). Recall we set
\[ f \cdot (g \circ_2 h - k) := \sum_i \kappa_i^* \left( \psi_i \kappa_i^* (\chi_{i1} f) \left( \kappa_i (\chi_{i2} g) \circ \kappa_i (\chi_{i3} h) - \kappa_i (\chi_{i2} k) \right) \right), \]
and use a similar definition of the terms that appear in the right hand side of (5.1) below. We start from the triple product
\[ 3e^{3\Psi_r} \left( \Phi_r \Psi_r - b_r (\Upsilon_r + \tilde{\Psi}_r) \right) \]
and we decompose it as a sum of trilinear operations defined in Section 2.4
\[ 3e^{3\Psi_r} \left( \Phi_r \Psi_r - b_r (\Upsilon_r + \tilde{\Psi}_r) \right) = 3e^{3\Psi_r \cdot 1} (\Phi_r \bowtie_2 \Psi_r) + 3e^{3\Psi_r \cdot 1} (\Phi_r \circ_2 \Psi_r - 3e^{3\Psi} \cdot b_r) + 3e^{3\Psi_r \cdot 1} (\Phi_r \bowtie_2 \Psi_r) + 3e^{3\Psi_r \cdot 1} (\Phi_r \bowtie_2 \Psi_r) \]
(5.1)
We know from Section 4.3 of [33] that \( \Upsilon_r \in C_T C^{1-\epsilon}(M) \), uniformly in \( r > 0 \) in any \( L^p(\mathbb{F}) \) space, and for every chart index \( i \) and every \( \psi_i \in C_c^\infty(\kappa_i(U_i)) \) such that \( \psi_i = 1 \) on the support of \( \chi_{i3} \), we have
\[ \psi_i \left( \kappa_i (\chi_{i2} \Upsilon_r) \circ \kappa_i (\chi_{i3} \Upsilon_r) - \kappa_i (\chi_{i2} b_r \Upsilon_r) \right) \in C_T C^{1/2-\epsilon}(\kappa_i(U_i)) \]
uniformly in \( r > 0 \) in any \( L^p(\mathbb{F}) \) space. The estimate is formulated on \( \mathbb{R}^d \). Formulate the estimate on \( M \) is equivalent to proving that
\[ \Phi_r \bowtie_1 \Psi_r - \chi_{i2} b_r \Upsilon_r := \kappa_i^* \left( \psi_i \left( \kappa_i (\chi_{i2} \Upsilon_r) \circ \kappa_i (\chi_{i3} \Upsilon_r) - \kappa_i (\chi_{i2} b_r \Upsilon_r) \right) \right) \in C_T C^{1/2-\epsilon}(U_i), \]
a result that was proved in Section 4 of [33]. By the local-to-global principle, we deduce that
\[ 3e^{3\Psi_r \cdot 1} (\Phi_r \bowtie_2 \Psi_r - b_r \Upsilon_r) \] is well-defined and in \( C_T C^{1/2-\epsilon}(M) \), uniformly in \( r \in [0,1] \), in \( \mathbb{P} \)-probability. (We do not have stronger estimate in \( L^p(\mathbb{F}) \) spaces as the exponential term \( e^{3\Psi_r} \in C_T C^{1-\epsilon}(M) \) is not known to be \( \mathbb{P} \)-integrable.)

Similarly \( \Psi_r \in C_T C^{1/2-\epsilon/2}(M) \) and \( \Psi_r \in C_T C^{1/2-\epsilon/2}(M) \) the paraproduct estimates imply that \( \Psi_r, \Phi_r \in C_T C^{1/2-\epsilon}(M) \) for some local paraproduct \( \bowtie_2 \) for every chart index \( i \), hence \( 3e^{3\Psi_r \cdot 1} (\Phi_r \bowtie_2 \Psi_r) \in C_T C^{1/2-\epsilon}(M) \) globally. Again it follows from the flat paraproduct estimates that \( 3e^{3\Psi_r \cdot 1} (\Phi_r \bowtie_2 \Psi_r) \in C_T C^{1/2-\epsilon}(M) \), with estimates that holds uniformly in \( 0 < r \leq 1 \) in \( \mathbb{P} \)-probability.

The most complicated term is
\[ 3e^{3\Psi_r \cdot 1} (\Phi_r \bowtie_2 \Psi_r) = 3e^{3\Psi_r} b_r \tilde{\Psi}_r. \]
We use the identity \( \ref{2.2} \), with \( f = \mathcal{Y}_r, \alpha = 1 - \epsilon, g = \mathcal{Y}_r, \beta = 1/2 - \epsilon, h = \nabla_r, \gamma = -1 - \epsilon \), to infer that
\[
3e^{3\mathcal{Y}_r} \circ_1 (\mathcal{Y}_r \circ_2 \mathcal{Y}_r) - 3e^{3\mathcal{Y}_r} b_r \mathcal{Y}_r = 9e^{3\mathcal{Y}_r} \cdot 1 \left( \mathcal{Y}_r \circ_2 (\mathcal{Y}_r \circ_3 \mathcal{Y}_r - \frac{b_r}{3}) \right) + C^{1/2 - 3\epsilon}(M),
\]
It follows from [3] Section 4.2] that for every chart index \( i \) and every \( \psi_i \in C^\infty_c(\chi_i(U_i)) \) such that \( \psi_i = 1 \) on the support of \( \chi_{i4} \),
\[
\psi_i \left( \kappa_i \chi_{i4} \mathcal{Y}_r \right) \in C_T C^{-\epsilon}(\mathbb{R}^d),
\]
hence \( 3e^{3\mathcal{Y}_r} \circ_1 (\mathcal{Y}_r \circ_2 \mathcal{Y}_r) - 3e^{3\mathcal{Y}_r} b_r \mathcal{Y}_r \in C_T C^{-1/2 - \epsilon}(M) \). The estimates are \( 0 < r \leq 1 \) uniform in \( \mathcal{P} \)-probability.

2. Control of the gradient term. We aim at controlling the regularity of
\[
\nabla^\mathcal{Y}_r \cdot \nabla v_{\text{ref}, r} - b_r (e^3 \mathcal{Y}_r, \mathcal{Y}_r),
\]
where
\[
v_{\text{ref}, r} \simeq \mathcal{L}^{-1} \left( 3e^{3\mathcal{Y}_r} \mathcal{Y}_r - b_r (\mathcal{Y}_r + \mathcal{Y}_r) \right).
\]
The proof is simple but the fact we are writing huge products of functions makes it look a bit combinatorial. First using the fact that the inverse heat operator \( \mathcal{L}^{-1} \) is smoothing off-diagonal which implies that for any compactly supported distribution \( U \in \mathcal{D}_c(U_i) \) and \( \tilde{\chi}_i \in C^\infty_c(U_i) \) such that \( \tilde{\chi}_i = 1 \) on support of \( U \)
\[
\mathcal{L}^{-1}(U) - \tilde{\chi}_i \mathcal{L}^{-1}(U) \in C^\infty(M)
\]
and using a trivialization of the tangent bundle \( TM \) over each open chart \( U_i \), we get the expression
\[
\nabla^\mathcal{Y}_r \cdot \nabla v_{\text{ref}, r} - b_r (e^3 \mathcal{Y}_r, \mathcal{Y}_r) = \sum_i \kappa_i \left[ \tilde{\chi}_i \mathcal{L}^{-1} \kappa_i \right] \times \left[ \kappa_i \left( \chi_{i1} 3e^{3\mathcal{Y}_r} \right) \kappa_i \left( \chi_{i2} \mathcal{Y}_r \right) \kappa_i \left( \chi_{i3} \mathcal{Y}_r \right) - b_r \kappa_i \left( \chi_{i1} b_r (\mathcal{Y}_r + \mathcal{Y}_r) \right) \right]
\]
\[
= b_r (e^3 \mathcal{Y}_r, \mathcal{Y}_r) + C^{-2\epsilon}(M)
\]
where the localization of the heat kernel avoided a double sum over the partition of unity indices. The error term in \( C^{-2\epsilon}(M) \) comes from the irregularity of \( \partial_{\nu} \kappa_i \left( \chi_{i3} \mathcal{Y}_r \right) \). We need that \( \chi_{i1} \ll \chi_{i2} \ll \chi_{i3} \ll \tilde{\chi}_i \ll \kappa_i \psi_i \), where \( \sum_i \chi_{i1} = 1 \) and \( s_\mu(x) \) denotes the \( \mu \) component of \( s(x) \in T_x M \). The term underbraced was already defined in the first part and equals
\[
\kappa_i \left( \chi_{i1} 3e^{3\mathcal{Y}_r} \right) \kappa_i \left( \chi_{i2} \mathcal{Y}_r \right) \kappa_i \left( \chi_{i3} \mathcal{Y}_r \right) + C^{-1/2 - 5\epsilon}(M)
\]
where we singled out the most singular term which has regularity \( C^{-1-2\epsilon} \); it is the term with the lowest regularity of the list of terms that contribute to the singularities of the scalar product. Applying \( \mathcal{L}^{-1} \) to the \( C^{-1/2 - 5\epsilon} \) error term yields a term of regularity \( C^{1-5\epsilon} \) and differentiating with respect to \( \partial_{\nu} \) yields a term of regularity \( C^{1-5\epsilon} \) and multiplying with \( \partial_{\nu} \kappa_i \left( \chi_{i5} \mathcal{Y}_r \right) \in C^{-2\epsilon} \) yields a well-defined term of regularity \( C^{-2\epsilon} \). By the result of Proposition 11 we rewrite the underbraced term as
\[
\kappa_i \left( \chi_{i1} 3e^{3\mathcal{Y}_r} \right) \kappa_i \left( \chi_{i2} \mathcal{Y}_r \right) + C^{-1/2 - 5\epsilon}(M). \]
The next step is to commute the heat inverse and the paramultiplication operator

\[ P_{\chi_i3\epsilon^3\Psi^r} (f) := \chi_i3\epsilon^3\Psi^r \Psi^r \prec f. \]

Since \( \chi_i3\epsilon^3\Psi^r, \Psi^r \in C^{\frac{1}{2}} - 5\epsilon \), we have

\[
\nabla \Psi^r \cdot \nabla v_{ref,r} - b_r(e^3\Psi^r \Psi^r) = \sum_i \kappa_i^i \left[ \psi_i(\kappa_i g)^{\mu\nu} \partial_{\mu} \kappa_i \left( \kappa_i^i (\chi_i3\epsilon^3\Psi^r, \Psi^r) \right) \right] \partial_{\nu} \kappa_i (\chi_i \Psi^r) - b_r(e^3\Psi^r \Psi^r) + C^{-2\epsilon}
\]

where we use the commutator estimate from Proposition \[ 4.3 \]. Its use requires some information on the regularity of \( 3\epsilon^3\Psi^r, \Psi^r \). However, we proved in \[ [6, \text{Section 4}] \] that \( \Psi^r \in C^{1-2\epsilon}([0, T] \times M) \), \( \Psi^r \in C^{\frac{1}{2}-3\epsilon}([0, T] \times M) \), where the regularity is measured in space-time parabolic Hölder-Zygmund spaces, with estimates that are uniform in \( 0 < r \leq 1 \) in \( \Psi \)-probability. We thus have \( 3\epsilon^3\Psi^r, \Psi^r \in C^{\frac{1}{2}-3\epsilon}([0, T] \times M) \), and this implies that

\[
\kappa_i \chi_i \mathcal{L}^{-1} \kappa_i \left( \kappa_i (\chi_i3\epsilon^3\Psi^r, \Psi^r) \right) \prec \kappa_i (\chi_i \Psi^r) = \left( \kappa_i (\chi_i3\epsilon^3\Psi^r, \Psi^r) \right) \prec \kappa_i (\chi_i \mathcal{L}^{-1} \chi_i \Psi^r)
\]

where the term with the commutator

\[
\left[ \kappa_i \chi_i \mathcal{L}^{-1} \kappa_i, (\chi_i3\epsilon^3\Psi^r, \Psi^r) \right] \prec (\kappa_i (\chi_i \Psi^r))
\]

belongs to \( C_T C^{\frac{1}{2}-3\epsilon} (M) \). So for the moment, the term we need to study simplifies as

\[
\nabla \Psi^r \cdot \nabla v_{ref,r} - b_r(e^3\Psi^r \Psi^r)
\]

\[
= \sum_i \kappa_i^i \left[ \psi_i(\kappa_i g)^{\mu\nu} \partial_{\mu} \kappa_i \left( \kappa_i^i (\chi_i3\epsilon^3\Psi^r, \Psi^r) \right) \right] \partial_{\nu} \kappa_i (\chi_i \Psi^r) - b_r(e^3\Psi^r \Psi^r) + C^{-2\epsilon} (M)
\]

where we inserted a cut-off function \( \tilde{\psi}_i \) and removed the \( \chi_i \) in front of \( \Psi^r \) which does not affect regularities thanks to Lemma \[ 2.9 \] and the localization Lemma for the heat operator.

Our next goal will be to commute the partial derivative \( \partial_{\mu} \) with the paramultiplication operator, we can already commute \( \partial_{\mu} \) with \( \tilde{\psi}_i \) which yields a first-order differential operator \( L \) with smooth coefficients and compactly supported in \( \kappa_i (U_i) \). So everything boils down to studying the regularizing properties of some commutator on \( \mathbb{R}^d \) of the form

\[
[L, P_U]
\]

where

\[
U = \kappa_i (\chi_i3\epsilon^3\Psi^r) \quad P_U = \kappa_i (\chi_i3\epsilon^3\Psi^r) \prec
\]

is a paramultiplication operator on \( \mathbb{R}^d \). By the results of Lemma \[ 3.5 \] the paramultiplication operator \( M_U \) is an element in the class \( B^{0}_{\frac{1}{2}-3\epsilon} (\mathbb{R}^d) \) and so we have

\[
[L, P_U] = A + \Psi^{-\infty}
\]

where \( A \in S^{1-\left(\frac{1}{2}-3\epsilon\right)}_{\infty}(\mathbb{R}^d) \) is a pararegularized operator. This implies that

\[
[L, M_U] \kappa_i (\chi_i \mathcal{L}^{-1} V) \in C^{\frac{1}{2}-5\epsilon} (\mathbb{R}^d)
\]
which is under control. We are thus reduced to the study of

\[
\sum_i \kappa_i^\ast \left[ \psi_i (\kappa_{i\ast} g)^{\mu\nu} \kappa_{i\ast} \left( \kappa_i^\ast \psi_i (\chi_{i\ast} 3 \epsilon^{\mu\nu} \Phi^r) \right) - \partial_{\mu} \kappa_{i\ast} (\chi_{i\ast} L^{-1} \Psi_r) \right] \partial_{\nu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r) \]
\]

\[
\simeq \sum_i \kappa_i^\ast \left[ \psi_i (\kappa_{i\ast} g)^{\mu\nu} \kappa_{i\ast} \left( \kappa_i^\ast \psi_i (\chi_{i\ast} 3 \epsilon^{\mu\nu} \Phi^r) \right) - \partial_{\mu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r) \right] \odot \partial_{\nu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r),
\]

with equality up to an element in \( C^{-4\epsilon}(M) \). We can use the Theorem 2.2 on Gubinelli & Perkowski’s corrector to control in \( C^{\frac{1}{2} - 3\epsilon - 2\epsilon - 2\epsilon}(R^d) \) the difference

\[
\left( \left( \kappa_{i\ast} (\chi_{i\ast} 3 \epsilon^{\mu\nu} \Phi^r) \right) - \partial_{\mu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r) \right) \odot \partial_{\nu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r) - \kappa_{i\ast} (\chi_{i\ast} 3 \epsilon^{\mu\nu} \Phi^r) \left( \partial_{\mu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r) \odot \partial_{\nu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r) \right)
\]

So, finally, the expression we need to simplify reads

\[
\nabla \Psi_r \cdot \nabla \text{ref}_{\epsilon} \rightleftharpoons - b_r (e^{3 \Phi^r} \Phi^r)
\]

\[
\simeq \sum_i \kappa_i^\ast \left[ \psi_i (\kappa_{i\ast} g)^{\mu\nu} \kappa_{i\ast} (\chi_{i\ast} 3 \epsilon^{\mu\nu} \Phi^r) \left( \partial_{\mu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r) \odot \partial_{\nu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r) \right) \right] - b_r (e^{3 \Phi^r} \Phi^r)
\]

up to a term in \( C^{-4\epsilon}(M) \) – where we could remove \( \psi_i \) again thanks to Lemma 2.9. Now we can conclude thanks to the results of \( \mathbb{R} \) Section 4 which tell us that \( \left( \nabla \Psi_r \odot \nabla \Psi_r \right) \) has the same regularity as \( \Psi \odot \Delta \Psi \) and must be renormalized with the same counterterm. More precisely, for every chart index \( i \) the term

\[
(\kappa_{i\ast} g)^{\mu\nu} \left( \partial_{\mu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r) \odot \partial_{\nu} \kappa_{i\ast} (\chi_{i\ast} \Psi_r) \right) - \chi_{i\ast} b_r
\]

has a limit in \( C^{-4\epsilon}(M) \) in \( \mathbb{P} \)-probability.

5.2 – The \( \Phi^4 \) vectorial model in the bundle case. We describe in this section a general vector bundle framework for the vectorial \( \phi^4 \) measures – this model is sometimes called the \( O(N) \)-vector model in the physics literature. We summarize what changes need to be done in the bundle case.

First, we consider a Hermitian vector bundle \( E \rightarrow M \), smooth, respectively \( C^\alpha \) or distributional, sections of \( E \) is denoted by \( \Gamma^\infty(M, E) = C^\infty(E) \), respectively \( \Gamma^\alpha(M, E) = C^\alpha(E) \) or \( \Gamma^{\infty}(M, E) = D'(E) \). We are given some generalized Laplacian \( \Delta_g \); this means \( -\Delta_g \) is a symmetric differential operator acting on \( C^\infty(E) \) such that its principal symbol is positive-definite, symmetric, diagonal. In any local chart this symbol reads \( g_{\mu\nu}(x) \xi^\mu \xi^\nu \odot \text{Id}_{\text{End}(E_x)} \) as a function on \( C^\infty(T^*M, \text{End}(E)) \) where \( g_{\mu\nu} \) is the induced Riemannian metric on \( T^*M \). We furthermore assume that

\[
- \langle \varphi, \Delta g \varphi \rangle_{L^2(E)} \geq 0
\]

for all \( \varphi \in C^\infty(E) \), so \( -\Delta_g \) is a non-negative, elliptic, second-order operator. The corresponding heat operator now reads

\[
\mathcal{L} = \partial_t + 1 - \Delta_g.
\]

It is well-known from elliptic theory that \( P := 1 - \Delta_g \) has a self-adjoint extension as an operator from \( H^2(E) \) into \( L^2(E) \), that it has a compact self-adjoint resolvent with discrete real spectrum in \((-\infty, 0]\) and that the eigenfunctions of \( P \) form an \( L^2 \)-basis of the space \( L^2(E) \) of \( L^2 \) sections of \( E \). In this case, we can define some \( E \)-valued space white noise as

\[
\xi = \sum_{\lambda \in \sigma(P)} \gamma_\lambda f_\lambda
\]

where the sum runs over the eigenvalues of \( P \), the functions \( f_\lambda \) are the eigensections of \( P \) and \( \gamma_\lambda \sim \mathcal{N}(0, 1) \) are independent Gaussian random variables. The \( E \)-valued Gaussian free field
reads \( P^{-\frac{1}{2}}(\xi) \). The goal is to make sense of the Gibbs measure

\[
F \mapsto \mathbb{E}_{\text{GFF}} \left( e^{-\int_M \lambda \langle \varphi, \varphi \rangle_E} F(\varphi) \right)
\]

where \( \langle \cdot, \cdot \rangle_E \) denotes the Hermitian scalar product of \( E \), the interaction term now reads \( \langle \varphi, \varphi \rangle_E^2 \), and \( \lambda \in C^\infty(M, \mathbb{R}_{>0}) \) stands for the coupling function. The corresponding vectorial \( \Phi_r^3 \) renormalized regularized stochastic PDE reads

\[
\mathcal{L} u_r = \xi_r - \lambda \langle u_r, u_r \rangle u_r + (\operatorname{rk}(E) + 2)(a_r - b_r) u_r
\]

where \( u_r \) is an \( E \)-valued random distribution over space time \( \mathbb{R} \times M \) and \( \xi_r = e^{-rF}(\xi) \). All \( E \)-valued Besov (resp. Hölder, Sobolev) distributions are defined almost exactly like in the scalar case using local charts on \( M \) and local trivializations of \( E \to M \). We denote them by \( B^s_{p,q}(E) \), respectively \( C^s(E) \), \( H^s(E) \). Because the analytical properties of the heat kernel \( (e^{-tP})_{t \geq 0} \) acting on sections of \( E \) are the same as in the scalar case, both inverses \( \mathcal{L}^{-1} \) and \( \mathcal{L}^{-1} \) are well-defined with the same definitions and they have the same analytical properties as in the scalar case. The symbol \( \hat{\cdot} \) still denotes \( \mathcal{L}^{-1} \xi_r \). Because of the classical results on the asymptotic expansion of the heat kernel in the bundle case \([9, 21, 49]\). The key idea is that the singularities are valued in diagonal elements in \( C^\infty(\text{End}(E)) \). We immediately find that the covariant Wick renormalization for the cubic power reads

\[
\mathcal{G}_r := \langle \hat{1}_r, \hat{1}_r \rangle_E \hat{1}_r - (\operatorname{rk}(E) + 2) a_r \hat{1}_r
\]

for the same universal constant \( a_r \) as in the scalar case and \( \operatorname{rk}(E) \) is the rank of the vector bundle \( E \). Beware that the cubic vertex has a new meaning, it is a Hermitian scalar product in the fibres of \( E \) times an element of a fibre of \( E \). The new stochastic tree now reads

\[
\mathcal{G}_{r, \lambda} := \mathcal{L}^{-1}(\lambda \mathcal{G}_r) := \mathcal{L}^{-1} \left( \lambda \langle \hat{1}_r, \hat{1}_r \rangle_E \hat{1}_r - (\operatorname{rk}(E) + 2) a_r \hat{1}_r \right).
\]

As in the scalar case, we first decompose \( u_r \) as

\[
u_r = \hat{1}_r - \mathcal{G}_{r, \lambda} + R_r.
\]

Writing the equation satisfied by the remainder term \( R_r \), we see that the new term we need to eliminate in the bundle case is the borderline ill-defined product

\[-\lambda \langle \hat{1}_r, \hat{1}_r \rangle_{E} R_r - 2\lambda \langle R_r, \hat{1}_r \rangle_{E} \hat{1}_r.
\]

One major difference from the scalar case in defining the Cole–Hopf transform is that we need to introduce some random endomorphism \( \Psi_r \) acting on smooth sections \( C^\infty(E) \) as

\[\Psi_r : T \in C^\infty(E) \mapsto \langle \hat{1}_r, \hat{1}_r \rangle_{E} T + \langle T, \hat{1}_r \rangle_{E} \hat{1}_r - (\operatorname{rk}(E) + 2) a_r T \in D'(E).\]

Observe that with this definition, one has indeed

\[3\Psi_r = \Psi_r \hat{1}_r - 2(\operatorname{rk}(E) + 2) \hat{1}_r;
\]

this is consistent with the fact that \( \Psi_r \) is the renormalized version of \( 3\hat{1}_r^2 \). The bundle morphism \( \Psi_r \) is local since it is \( C^\infty(M) \)-linear. Hence, it can be identified canonically with some random element in \( D'(M, \text{End}(E)) \). This random element allows us to introduce a new vectorial Cole-Hopf transform in the bundle case.

**Definition** – The vectorial Cole-Hopf transform is expressed in terms of the above random endomorphism \( \Psi_r \) as

\[R_r = e^{-\mathcal{L}^{-1}(\lambda \Psi_r)(u_r)}
\]

where similar stochastic estimates as in the scalar case allow proving that \( \mathcal{L}^{-1}(\lambda \Psi_r) \) is almost surely in \( C^{1-\epsilon}(M, \text{End}(E)) \) for all \( \epsilon > 0 \).
Accordingly, one also defines
\[ v_r,\text{ref} := \mathcal{L}^{-1}\left(\mathcal{L}^{-1}(\lambda\mathcal{V}_r) \left\{ \Psi_r(\Psi_{r,\lambda}) - (\text{rk}(E) + 2)b_r(\mathring{T} + \Psi_{r,\lambda}) \right\} \right). \]
This quantity enjoys the same estimates in the bundle case as in the scalar case, and it is almost surely in \( C_T C^{1-\varepsilon}(M, \text{End}(E)) \) for all \( \varepsilon > 0 \). Similarly, define
\[
\begin{align*}
\tau_{1r} & : T \in C^\infty(E) \mapsto \langle \mathring{T} \circ \Psi_{r,\lambda} \rangle_{ET} + \langle T, (\mathring{T} \circ \Psi_{r,\lambda}) + \langle T, (\Psi_{r,\lambda})_E \circ \mathring{T} \rangle \\
\tau_{2r} & : T \in C^\infty(E) \mapsto \mathcal{V}_r \circ \mathcal{L}^{-1}(\lambda\mathcal{V}_r(T)) - (\text{rk}(E) + 2)b_rT \\
\tau_{3r} & : T \in C^\infty(E) \mapsto \nabla \mathcal{L}^{-1}(\lambda\mathcal{V}_r) \circ (\nabla \mathcal{L}^{-1}(\lambda\mathcal{V}_r(T)) - (\text{rk}(E) + 2)b_rT \\
\tau_{4r} & := \mathcal{V}_r \circ \Psi_{r,\lambda} - (\text{rk}(E) + 2)b_r\mathring{T}.
\end{align*}
\]
The map \( \tau_{1r} \) is local and belongs to \( C_T C^{0-}(M, \text{End}(E)) \), while \( \tau_{2r} \) and \( \tau_{3r} \) are not local, and only belong to \( C_T L_1(C^\infty(E), C^{0-}(E)) \). Finally, it holds \( \tau_{4r} \in C_T C^{1/2-}(E) \). Contrary to the second Wick power, we do not need \( \tau_{2r} \) and \( \tau_{3r} \) to be local, since we do not aim to raise them to some power or take their exponential; we always evaluate them at some \( T \in C^\infty(E) \).

5.2.1 – Proof of the counterterms for the stochastic objects. In this section, we aim to prove that we correctly defined our stochastic objects, by subtracting the correct divergent part. We prove that this is indeed the case for \( \mathcal{V}_r \) and \( \tau_{2r} \), while the proofs for the other objects are similar, and left to the reader.

In the sequel, we always localize the functions in some open \( U_i \), multiplying them by \( \chi_i \).
Moreover, by locality, we have that \( \mathcal{V}_r \in C_T C^{1-}(M, \text{End}(E)) \). In particular, using the local trivialization \( E|_{U_i} \cong U_i \times \mathbb{R}^{r(E)} \), we have that \( \chi_i \mathcal{V}_r \in C_T C^{1-}(U_i, \text{End}(\mathbb{R}^{r(E)})) \), and we can work in coordinates, so that we rather work with \( [\chi_i \mathcal{V}_r]_{ab} \in C_T C^{1-}(U_i, \mathbb{R}) \). We have the following expression for \( [\chi_i \mathcal{V}_r]_{ab} \)
\[
[\chi_i \mathcal{V}_r]_{ab} = [\chi_i \mathring{T}],[\mathring{T},\delta]_{ab} + 2[\chi_i \mathring{T}]_a[\mathring{T},\delta]_b - (\text{rk}(E) + 2)a_{\delta} \delta_{ab} \\
= [\chi_i \mathring{T}]_a[\mathring{T},\delta]_b + 2[\chi_i \mathring{T}]_a[\mathring{T},\delta]_b,
\]
where as usual \( \mathring{T} = 1 \) on \( \text{supp}(\chi_i) \). This confirms the coefficient \( \text{rk}(E) + 2 \) in front of \( a_{\delta} \), since indeed we need two \( a_{\delta} \)'s to renormalize the product \( 2[\chi_i \mathring{T}]_a[\mathring{T},\delta]_b \) and \( \text{rk}(E) \) \( a_{\delta} \)'s to renormalize the product \( [\chi_i \mathring{T}]_a[\mathring{T},\delta]_b \), since the sum over \( c \) contains \( \text{rk}(E) \) terms.

Let us now deal with \( \tau_{2r} \). We would like to establish a similar expression for \( \mathcal{L}^{-1}(\lambda\mathcal{V}_r) \). A small twist is given by the fact that contrary to \( \mathcal{V}_r \), this last object is non-local, in the sense that even if we localize \( \mathcal{V}_r \) in the open \( U_i \), the convolution with \( \mathcal{L}^{-1} \) might smear around \( U_i \), so that we might lose the local trivialization. It turns out that we will prove that this does not happen at the level of the divergent part, which confirms that renormalization is local. Indeed, if we localize \( \mathcal{L}^{-1}(\lambda\mathcal{V}_r) \) as \( \sum_i \chi_i \mathcal{L}^{-1}(\lambda\mathcal{V}_r) \), one has, using the commutator \( \mathcal{L}^{-1}(f \prec g) \simeq f \prec \mathcal{L}^{-1}(g) \),
\[
\mathcal{L}^{-1}(\lambda\mathcal{V}_r) = \sum_i \chi_i \mathcal{L}^{-1}(\lambda\mathcal{V}_r) \simeq \sum_i \chi_i \mathcal{L}^{-1}(\lambda\mathcal{V}_r) = \mathcal{L}^{-1}(\lambda\mathcal{V}_r).
\]

Since \( \chi_i \lambda\mathcal{V}_r \in C_T C^{1-}(U_i, \text{End}(\mathbb{R}^{r(E)})) \), \( \chi_i \mathcal{L}^{-1}(\mathcal{X}_i \lambda\mathcal{V}_r) \in C_T C^{1-}(U_i, \text{End}(\mathbb{R}^{r(E)})) \) and by linearity, we can have \( \sum_i \chi_i \mathcal{L}^{-1}(\mathcal{X}_i \lambda\mathcal{V}_r) \in C_T C^{1-}(M, \text{End}(\mathbb{R}^{r(E)})) \), even if the target space may rotate with the different local trivializations that we obtain when varying \( i \).

In the sequel we refer to \( A \in \text{End}(\mathbb{R}^{r(E)}) \) as \( (A_{ab})_{ab} \). The important fact with this definition is that we have the decomposition
\[
\mathcal{L}^{-1}(\lambda\mathcal{V}_r) = \sum_i \left( [\chi_i \mathcal{L}^{-1}([\mathcal{X}_i \lambda\mathcal{V}_r])_{ab} + C_T \mathcal{C}^\infty(U_i, \text{End}(E)) \right),
\]
with \( (\mathcal{L}^{-1}(\chi_i \lambda \nabla_r)_{ab})_{ab} \in C_T C^1(M, End(\mathbb{R}^{rk(E)})) \). With this observation, we can now deal with the renormalization of \( \mathcal{V}_r \circ \mathcal{L}^{-1}(\lambda \nabla_r) \) (here the notation \( \circ \) obscures the fact that the resonant product is also a composition of operators). Indeed, we can write

\[
\begin{align*}
\mathcal{V}_r \circ \mathcal{L}^{-1}(\lambda \nabla_r) &= \sum_i (\chi_i \mathcal{V}_r) \circ (\chi_2 \mathcal{L}^{-1}(\lambda \nabla_r)) \\
&= \sum_i (\chi_i \mathcal{V}_r) \circ (\chi_2 \mathcal{L}^{-1}(\chi_i \lambda \nabla_r)_{ab})_{ab} + C_TC^{-1}(U_i, End(E)) \circ C_TC\infty(U_i, End(E))
\end{align*}
\]

The second term of the right-hand side is well-posed in \( C_TC^{-1}(U_i, End(E)) \). We now focus on the divergent part, and we can write the first in coordinates. We define some functions

\[
A_{ab} \in C_T D'(U_i, \mathbb{R})
\]

by

\[
A_{ab} := [\chi_1 \mathcal{V}_r]_{ac} \circ (\chi_2 \mathcal{L}^{-1}(\chi_i \lambda \nabla_r)_{ab})
\]

where we use the convention that repeated indices are summed. We aim to extract their divergent part, since we have

\[
\mathcal{V}_r \circ (\mathcal{L}^{-1}(\lambda \nabla_r)) \simeq_{-1} \sum_i (A_{ab}^i)_{ab}
\]

where the remainder term in \( C_TC^{-1}(M, End(E)) \) is well-defined. Now, using (5.2) and (5.3), we have

\[
A_{ab} = \left( [\chi_1 \lambda \nabla_r]_d [\chi_1 \lambda \nabla_r]_d : \delta_{ac} + 2 [\chi_1 \lambda \nabla_r]_a [\chi_1 \lambda \nabla_r]_c : \right)
\]

\[
\circ (\chi_2 \mathcal{L}^{-1}(\lambda : [\chi_2 \lambda \nabla_r]_c [\chi_2 \lambda \nabla_r]_c :)) \delta_{ab}
\]

\[
+ 2 [\chi_1 \lambda \nabla_r]_a [\chi_1 \lambda \nabla_r]_c : \circ (\chi_2 \mathcal{L}^{-1}(\lambda : [\chi_2 \lambda \nabla_r]_c [\chi_2 \lambda \nabla_r]_c :)) \delta_{ab}
\]

\[
+ 2 [\chi_1 \lambda \nabla_r]_a [\chi_1 \lambda \nabla_r]_d : \circ (\chi_2 \mathcal{L}^{-1}(\lambda : [\chi_2 \lambda \nabla_r]_c [\chi_2 \lambda \nabla_r]_c :)) \delta_{ac}
\]

\[
+ 4 [\chi_1 \lambda \nabla_r]_a [\chi_1 \lambda \nabla_r]_d : \circ (\chi_2 \mathcal{L}^{-1}(\lambda : [\chi_2 \lambda \nabla_r]_c [\chi_2 \lambda \nabla_r]_c :))
\]

Here, we leverage our knowledge from the fact that the divergences arise when computing the expectation. For the first term, there are two ways of contracting the four noise, and the contraction creates a \( \delta_{dc} \), but there is still a sum over \( d \) left, so that the required counterterm is \( 2 \times \text{rk}(E) \times \frac{b_r}{b} \). For the second term, there are also two ways to contract the noise, and the contractions create a \( \delta_{ac} \) and destroy the sum over \( c \), so that the required counterterm is \( 2 \times 2 \times \frac{b_r}{b} \). For the third term, there are still two ways to contract the noise, and the contractions create a \( \delta_{ab} \) and destroy the sum over \( d \), so that the required counterterm is again \( 2 \times 2 \times \frac{b_r}{b} \). The fourth term is more subtle and gives rise to two different contributions: either the two \( c \) contract and \( a \) and \( b \) contract, which yields a \( \delta_{ab} \) and requires a counterterm \( 4 \times \text{rk}(E) \times \frac{b_r}{b} \) (since there is still a sum of \( c \)) or \( a \) and \( b \) both contract with the two \( c \)'s, in which case the sum over \( c \) is destroyed and we need to add the counterterm \( 4 \times \frac{b_r}{b} \). Gathering all the previous together, we have that the divergent part of \( A_{ab}^i \) is

\[
\left( 2 \text{rk}(E) + 4 + 4 \text{rk}(E) + 4 \right) \frac{b_r}{6} \delta_{ab} = \left( 1 + 2 \text{rk}(E) \right) b_r \delta_{ab}.
\]

Apart from the expression of the counterterm, we learn that the divergent part of \( \tau_{2r} \) is indeed proportional to \( Id_E \), which reads \( \delta_{ab} \) above any open chart. This concludes the proof.

5.2.2 - Proof that \( v_{ref,r} \) verifies the same estimates. With the stochastic objects in hand, one can introduce the ansatz

\[
v_r := c \mathcal{L}^{-1}(\lambda \nabla_r) \left( u_r - \tilde{\lambda}_r + \Psi_r \right) - v_{ref,r}
\]
that verifies an equation similar to the scalar case. To check this, one just has to verify the
regularity properties of \( v_{\text{ref, } r} \). To do so, we localize it in some charts \((U_i)\), with four functions \(\chi_{i1}, \ldots, \chi_{i4}\) so that we have

\[
\mathcal{L}_{v_{\text{ref, } r}} = \sum_i (\chi_{i1}\chi_{i2} e^{\xi_{i1} e^{\xi_{i2}}}) \left\{ (\chi_{i4}\mathfrak{V}_r) (\chi_{i3}\mathfrak{V}_r) - \chi_{i3}\chi_{i4} \left( \text{rk}(E) + 2 \right) b_r (\mathfrak{I} + \mathfrak{P}_r) \right\}.
\]

Thanks to this localization, we can know pull-back in \( U_i \) using the chart \( \kappa_i \) and use the local
trivialization of \( E \) above \( U_i \) to write all the operators in coordinates. We have

\[
\mathcal{L}_{v_{\text{ref, } r}} = \sum_i \kappa_i^* [\psi_i V_{\text{ref, } r}]
\]

with

\[
V_{\text{ref, } r} := \kappa_i^* \left( \chi_{i1}\chi_{i2} e^{\xi_{i1} e^{\xi_{i2}}} \right) \left\{ \kappa_i^* (\chi_{i4}\mathfrak{V}_r) \kappa_i^* (\chi_{i3}\mathfrak{V}_r) - (\text{rk}(E) + 2) b_r \kappa_i^* (\chi_{i3}\chi_{i4} (\mathfrak{I} + \mathfrak{P}_r)) \right\}.
\]

In the previous section, we have established the decomposition

\[
\chi_{i1} e^{\xi_{i1}} (\mathfrak{V}_r) = C_T C^1 (U_i, \text{End} (\text{rk}(E))) + C_T C^\infty (U_i, \text{End} (\text{rk}(E))).
\]

Using the local trivialization, we thus have \( \chi_{i1} e^{\xi_{i1}} (\mathfrak{V}_r) \in C_T C^1 (U_i, \text{End} (\text{rk}(E))) \), and we denote by \( [\chi_{i1} e^{\xi_{i1}} (\mathfrak{V}_r)]_{ab} \) its coordinates. With this notation, we can localize the exponential as

\[
\chi_{i1} e^{\xi_{i1} e^{\xi_{i2}}} = \chi_{i1} \sum_n \frac{1}{n!} \chi_{i1} e^{\xi_{i1} e^{\xi_{i2}}} = \chi_{i1} e^{\chi_{i1} e^{\xi_{i1} e^{\xi_{i2}}}} \in C_T C^1 (U_i, \text{End} (\text{rk}(E))),
\]

so that we can use some component-wise notations. Using the same reasoning for \( \mathfrak{P}_r \), that we applied to \( e^{\xi_{i1} e^{\xi_{i2}}} \), we have \( \chi_{i1} \mathfrak{P}_r \in C_T C^1 (U_i, \text{End} (\text{rk}(E))) \) so that \( V_{\text{ref, } r} \in \mathcal{D}'(\mathbb{R}^3, \text{End}(\text{rk}(E))) \) and in coordinates,

\[
V_{\text{ref, } r} \simeq_{i=1/2} [\kappa_i^* (\chi_{i1}\chi_{i2} e^{\chi_{i1} e^{\chi_{i2}}})]_{ab} \left( \left[ \kappa_i^* (\chi_{i4}\mathfrak{V}_r) \right]_{ab} \left[ \kappa_i^* (\chi_{i3}\mathfrak{P}_r) \right]_{ab} - \left( \text{rk}(E) + 2 \right) b_r \left[ \kappa_i^* (\chi_{i3}\chi_{i4} (\mathfrak{I} + \mathfrak{P}_r)) \right]_{ab} \right),
\]

where the repeated indices are contracted with \((\kappa_i g)_{ab} = \delta_{ab}\). We first identify

\[
\left[ \kappa_i^* (\chi_{i4}\mathfrak{V}_r) \right]_{ab} \left[ \kappa_i^* (\chi_{i3}\mathfrak{P}_r) \right]_{ab} - \left( \text{rk}(E) + 2 \right) b_r \left[ \kappa_i^* (\chi_{i3}\chi_{i4} (\mathfrak{I} + \mathfrak{P}_r)) \right]_{ab}
\]

which is the localized version of \( \tau_{\text{tr}} \), and thus well-defined. We are left with

\[
V_{\text{ref, } r} \simeq_{1/2} \left[ \kappa_i^* (\chi_{i1}\chi_{i2} e^{\chi_{i1} e^{\chi_{i2}}}) \right]_{ab} \left( \kappa_i^* (\chi_{i4}\mathfrak{V}_r) \right)_{ab} - \left[ \kappa_i^* (\chi_{i3}\mathfrak{P}_r) \right]_{ab} \left( \text{rk}(E) + 2 \right) b_r \left[ \kappa_i^* (\chi_{i3}\chi_{i4} (\mathfrak{I} + \mathfrak{P}_r)) \right]_{ab}
\]

In the first line, the paraproduct is well-defined, and dictates the regularity of \( V_{\text{ref, } r} \), so that we only have to deal with the resonant term. To do so we use paralinearization to rewrite the exponential as

\[
\left[ \kappa_i^* (\chi_{i1}\chi_{i2} e^{\chi_{i1} e^{\chi_{i2}}}) \right]_{ab} \simeq_{1/2} \left[ \kappa_i^* (\chi_{i1}\chi_{i2} e^{\chi_{i1} e^{\chi_{i2}}}) \right]_{ac} \left[ \kappa_i^* (\chi_{i3}\mathfrak{P}_r) \right]_{cb} \in C_T C^1 (\mathbb{R}^3, \mathbb{R}).
\]

Using twice the commutator \( f \circ (g \ast h) \simeq (f \circ g) h \) in flat space, the sum of the resonant term plus the term in the second line precisely rewrite as

\[
\left[ \kappa_i^* (\chi_{i1}\chi_{i2} e^{\chi_{i1} e^{\chi_{i2}}}) \right] \circ \tau_{2r}^{\text{tr}} \circ \left[ \kappa_i^* (\chi_{i3}\mathfrak{P}_r) \right]
\]
which is well-defined, so that we do have, using the commutator $f \langle g \rangle \simeq (fg) \langle h \rangle$ in flat space

$$V_i^\alpha \simeq \left( \left[ \kappa_{i\nu}(\chi_i \chi_{2i} \phi_{\nu}) \right]_{\phi_{\nu}} \left[ \kappa_{i\nu}(\chi_i \phi_{\nu}) \right]_{\phi_{\nu}} \right) + \left[ \kappa_{i\nu}(\chi_i \phi_{\nu}) \right]_{\phi_{\nu}} \in C_{\Gamma}^{-1}((\mathbb{R}^3, \mathbb{R})^r).$$

With this final expression, we can check that the divergent part of $\nabla \tau_{2r} \circ \nabla v_{ref,r}$ is as expected, since we can once more localize the product, and identify the object $\tau_{3r}$. Finally, we process as in the proof of Theorem 1.1 for the scalar $\Phi^2$ to end up the proof.

### 6 – Microlocal estimates on generalized propagators

In this second part of the work we study the fine properties of all the two-point functions appearing in the Feynman amplitudes from the stochastic estimates of our paper [6]. These functions are usually called propagators in the physics literature. Recall $P = 1 - \Delta_3$ is the massive Laplacian and the three fundamental operators we are concerned with are $e^{-itP}$, $e^{-|t-s|P}P^{-1}$ and $Q^s$ for $s \in \mathbb{R}$. The first two operators $e^{-itP}$, $e^{-|t-s|P}P^{-1}$ have kernels with parabolic singularities that we shall describe precisely and $Q^s$ is an elliptic pseudodifferential operator of order $-2s$ in the parabolic scaling which allows to define parabolic Sobolev seminorms. These allow us to probe the parabolic Sobolev regularity of distributions on space-time $\mathbb{R} \times M$ where the time variable has weight 2 and the space variable has weight 1.

Before we enter the subject of that section we recall the following notations from [6]. Assume we are given a Riemannian manifold $\mathcal{X}$ and an open subset $U \subset \mathcal{X}$. In applications below $\mathcal{X}$ will be $M^K$ for some $K$ or a submanifold of that space, endowed with the induced Riemannian metric. For a closed conic set $\Gamma$ in $T^*U \setminus \{0\}$, we denote by $D'_\Gamma(U)$ the space of distributions on $U$ whose wave front set is contained in $\Gamma$. This is a locally convex topological vector space endowed with a natural normal topology associated with the seminorms

$$||\Lambda||_{N, V, \chi, \kappa} = \sup_{\xi \in V} \left[ (1 + |\xi|)^N (\kappa, \Lambda) \chi(\xi) \right]$$

for all chart $\kappa : \Omega \subset U \mapsto \mathbb{R}^{\dim(\mathcal{X})}$, integer $N$, $\chi \in C_c^\infty(\kappa(\Omega))$, cone $V \subset \mathbb{R}^{\alpha}$ such that

$${\text{supp}}(\chi) \times V \cap \kappa^{-1} \Gamma = \emptyset,$$

where $\kappa^{-1} \Gamma = \{(x, \xi) ; \; \langle \rho \xi \rangle^{-1}(\xi) ; \; (x, \xi) \in \Gamma\}$.

And we also need the seminorms of the strong topology of distributions

$$\sup_{\chi \in B} ||\Lambda, \chi||$$

where $B$ is a bounded set of $C_c^\infty(\mathcal{X})$ which means that there is some compact $C$ such that $\text{supp}(B) \subset C$ and for any differential operator $\mathcal{P}$, $\sup_{\chi \in B} ||\mathcal{P} \chi||_{L^\infty(\kappa)} < +\infty$. To be bounded in $D'_\Gamma(U)$ will always mean that all the above seminorms are bounded. Recall from Section 3.1 of [6] the notion of (parabolic) scaling field $\rho$ for a submanifold $\mathcal{Y} \subset \mathcal{X}$. We assume that $(e^{-s\rho})^* \Gamma \subset \Gamma$, for all $s \geq 0$. Denote by $K^\rho_\Gamma$ the heat kernel of $\mathcal{X}$.

**Definition** – For $\alpha < 0$ and $a \in \mathbb{R}$ we define the space $S^{\alpha(a, \rho)}(U)$ of distributions $\Lambda \in D'(U)$ with the following property. For all pseudodifferential operators $Q$ with Schwartz kernel compactly supported in $U \times U$ and whose symbol vanishes on $\Gamma$, for each compact set $C \subset U$, there is a finite positive constant $m_{C, Q}$ such that

$$\sup_{\rho \geq 1} \sup_{x \in C} \sup_{0 < t \leq 1} e^{\alpha t - \alpha/2} \left[ (e^{-s\rho})^* \Lambda, (I + Q) K^\rho_\Gamma(x, \cdot) \right] \leq m_{C, Q}.$$ 

We define $S^\rho_\Gamma(U)$ as the union over $\alpha$ of all the spaces $S^{\alpha(a, \rho)}(U)$, for $a \in \mathbb{R}$ fixed and $\rho$ a scaling field for the inclusion $\mathcal{Y} \subset \mathcal{X}$ whose backward semiflows leave $\Gamma$ fixed. The letter ‘$S$’ is chosen for scaling. The exponent $\alpha$ retains the scaling property and $\Gamma$ information on the wavefront set. Note that the space $S^\rho_\Gamma(U)$ is a priori larger than conormal distributions with wavefront set in $N^+(\mathcal{Y} \subset U)$ since elements in $S^\rho_\Gamma(U)$ might have some wavefront set contained in the cone $\Gamma$ which is not necessarily included in $N^+(\mathcal{Y} \subset U)$.
6.1 – Parabolic Sobolev spaces. Following Eskin’s nice lecture notes [13, section 46 p. 223], recall that one can define parabolic Sobolev space on $\mathbb{R}^{1+d}$ adapted to parabolic scaling setting for $\gamma \in \mathbb{R}$

$$\|u\|_{2,\gamma,\gamma}^2 := \int_{\mathbb{R}^{1+d}} |\tilde{u}(\tau, \xi)|^2 |(i\tau + (1 + |\xi|^2))|^{2\gamma} \, d\tau d\xi = \left\langle u, (-\partial_t^2 + (1 - \Delta)^2)^{\frac{\gamma}{2}} u \right\rangle.$$

This norm concerns global distributions on $\mathbb{R}^{1+d}$. In our manifold setting, we shall test the regularity of the stochastic objects using local Sobolev seminorms which are defined with cut-off functions and using Laplace type operators which are not necessarily given by the massive Laplacian $P$. We introduce for that purpose some probe operator $Q^\gamma$ whose kernel reads

$$[\chi \kappa \left((-\partial_t^2 + \tilde{P}^2)^{\frac{\gamma}{2}} \kappa_\ast (\chi \cdot \cdot)\right)](t_2 - t_1, x, y).$$

The non-negative function $\chi \in C^\infty_c(M)$, is a cut-off function localizing on a chart in space and $\tilde{P}$ is the flat massive Laplacian in the given chart. We do not want to use any global Laplacian since this produces additional troubles in the proofs. Indeed, one would have to study microlocal properties of kernels defined from the functional calculus of the Laplacian which involves either semiclassical analysis or Fourier integral operators. We define the local anisotropic Sobolev seminorm as

$$\|\chi F\|_{2,\gamma,\tilde{P},\kappa}^2 := \|(-\partial_t^2 + \tilde{P}^2)^{\frac{\gamma}{2}} \kappa_\ast (\chi F)\|_{L^2(\mathbb{R}^d)}^2$$

where $\chi \in C^\infty_c(U)$, $\chi \geq 0$, $\kappa : U \subset M \mapsto \mathbb{R}^d$ is a local chart and we write $\|\cdot\|_{2,\gamma,\tilde{P},\kappa}$ to insist on the fact that the seminorm depends on $\tilde{P}$ and $\kappa : U \subset M \mapsto \mathbb{R}^d$.

**Lemma** – The Schwartz kernel of $Q^\gamma$ belongs to the space $S^0_{\tilde{P}}(\mathbb{R}^d \times M^2)$ for $\Gamma = N^\ast \left(\{t_1 = t_2, x = y\}\right)$ for all $a \leq -d - 2 - 2\gamma$.

**Proof** – Choose $\tilde{P}$ to be the flat massive Laplacian in some coordinate chart containing the support of the Laplace cut-off function $\chi$. So we need to prove our claim on $(\mathbb{R}^{1+d})^2$ for the flat Laplacian $\tilde{P}$. An immediate calculation yields

$$[\chi \left((-\partial_t^2 + \tilde{P}^2)^{\frac{\gamma}{2}} \chi\right)](t_2 - t_1, x, y) = \frac{\chi(x) \chi(y)}{(2\pi)^{d+1}} \int_{\mathbb{R}^{d+1}} e^{i\tau \cdot (t_2 - t_1) + i\xi \cdot (x - y)} \left(\tau^2 + (1 + |\xi|^2)^2\right)^{\frac{\gamma}{2}} \, d\tau d\xi$$

where the term

$$I(t, h) = \int_{\mathbb{R}^{d+1}} e^{i\tau \cdot h + i\xi \cdot h} \left(\tau^2 + (1 + |\xi|^2)^2\right)^{\frac{\gamma}{2}} \, d\tau d\xi$$

is a weakly homogeneous distribution of degree $-2s - d - 2: I(\lambda^2 t, \lambda h)_{\lambda \in (0,1]}$ is a bounded family in $S^0(\mathbb{R}^{1+d})$, since the polynomial $(\tau^2 + (1 + |\xi|^2)^2)^{\frac{\gamma}{2}}$ is a weakly homogeneous distribution of degree $2s$ when we scale with respect to $\lambda \rightarrow +\infty$: $((\lambda^2 \tau)^2 + (1 + |\lambda \xi|^2)^2)^{\frac{\gamma}{2}}_{\lambda \in [1, +\infty]}$ is a bounded family of tempered distributions. We use the property that the Fourier transform maps $S^0(\mathbb{R}^d)$ to itself and exchanges the scaling at 0 and $\infty$. The wavefront bound comes from the Fourier integral representation of $I$ and from the fact that $I(t_2 - t_1, x - y)$ is translation invariant. $\triangleright$

The parabolic Sobolev spaces on $\mathbb{R} \times M$ is defined from a partition of unity by chart domains, so the norm $\|F\|_{2,\gamma}^2$ is given by a finite sum

$$\|F\|_{2,\gamma}^2 = \sum \|\chi F\|_{2,\gamma,\tilde{P},\kappa}^2.$$

6.2 – Parabolic kernels and the class $\Psi^\gamma_0$. We define in this section the parabolic calculus which describes the singularities of the propagators that appear in the analysis of the dynamical $\Phi^4$ equation on a 3-dimensional closed manifold.
6.2.1 – The elements in $\Psi_P(\mathbb{R} \times \mathbb{R}^d)$. Following a practical approach in microlocal analysis, we start by defining the parabolic calculus on $\mathbb{R} \times \mathbb{R}^d$. Then we prove a change of variables formula for the parabolic operators. A way to give an intrinsic definition of the class of parabolic operators is to work in position space and test the growth of the Schwartz kernel near diagonals by vector fields in the module of vector fields tangent to the diagonal. This is inspired by results of Beals [8], Bony [13], Hörmander [31] p100-104), Joshi [34, 36], Melrose–Ritter [42], and also Taylor [50] Prop 2.2 p. 6] that define pseudodifferential kernels by their diagonal behaviour and under testing with vector fields. Let $\mathcal{M}$ be the $C^\infty(\mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d)\mathbb{N}$-module of vector fields tangent to $\{t = 0, h = 0\}$; it is generated by the vector fields

$$t\partial_t, \ t\partial_{x^i}, \ h^i\partial_{t}, \ \partial_{x^i}, h^i\partial_{h^k}, \quad (1 \leq (i, k) \leq d).$$

**Definition 6.1** – Pick a negative real number $a$. An operator $A : C^\infty(\mathbb{R} \times \mathbb{R}^d) \to \mathcal{D}'(\mathbb{R} \times \mathbb{R}^d)$ belongs to $\Psi^a_P(\mathbb{R} \times \mathbb{R}^d)$ if its Schwartz kernel $K \in \mathcal{D}'(\mathbb{R}^{1+d} \times \mathbb{R}^{1+d})$ satisfies the following properties.

(a) There is a function $A \in C^\infty([0, +\infty) \times (\mathbb{R}^d \setminus \{0\}) \times \mathbb{R}^d)$ such that either $K(t, s, x, y) = A(|t - s|, x - y, t)$ or $K(t, s, x, y) = 1_{[0, \infty)}(t - s)A(t - s, x - y, t)$.

(b) There is $R > 0$ such that for all $(t, h)$ with $t > 0$ and $|t| + \|h\|^2 \leq R$, for all vector fields $L_1, \ldots, L_k \in \mathcal{M}$

$$\sup_{x \in \mathbb{R}^d} \left| \left(L_1 \cdots L_k A\right)(t, h, x) \right| \lesssim_{L_1, \ldots, L_k} \left\{ \begin{array}{ll} (|t| + \|h\|^2)^{-\frac{2+2a}{1+d}} & \text{if } d + 2 + 2a > 0, \\ \log (|t| + \|h\|^2) & \text{if } d + 2 + 2a = 0. \end{array} \right.$$

(c) There exists $\delta > 0$ such that for all $t \geq \frac{R}{4}$, we have the decay estimate

$$\sup_{x \in \mathbb{R}^d} \left| \partial_{x^i}^a A(t, h, x) \right| \leq C_a e^{-\delta t}.$$

If in the above definition, we add the extra assumption that $A$ is compactly supported in the last variable $x$, then we get a proper operator. This might be necessary to compose elements in the parabolic calculus. However, since we only work on closed manifolds, we can take without loss of generality proper kernels as models for the parabolic kernels on manifolds. The following example illustrates the potential difficulties of a Fourier transform approach to parabolic calculus.

**Example 6.2** – We work on flat space $\mathbb{R}^d$. The inverse heat operator $\mathcal{L}^{-1}$ is a Fourier multiplier by $(i\tau + 1 + |\xi|^2)^{-1}$ which is given by the well-defined symbol if we are allowing parabolic scalings. However the operator

$$\varphi \mapsto \int_{-\infty}^{t} e^{-|t-s|P} P^{-1} \varphi(s, \cdot) ds$$

is a Fourier multiplier by

$$(i\tau + 1 + |\xi|^2)^{-1}(1 + |\xi|^2)^{-1}$$

which is not a smooth symbol in the usual Hörmander classes even viewed as a parabolic symbol. The problem of $(i\tau + 1 + |\xi|^2)^{-1}(1 + |\xi|^2)^{-1}$ lies in the order of the symbol. One considers the parabolic compactification of $\mathbb{R}^{1+d}$ by the parabolic sphere at infinity then the parabolic order has a jump on the $\xi = 0$ hypersurface at the parabolic sphere at infinity.

It is elementary to note the following facts. First, for any kernel $K$ as in Definition 6.1, for any function $\chi \in C^\infty(\mathbb{R}^d \times \mathbb{R}^d)$, the product $\chi K$ also satisfies Definition 6.1. Second, the module $\mathcal{M}$ is the Lie algebra of vector fields tangent to the submanifold $\{t = 0, x = y\}$ in $[0, +\infty) \times \mathbb{R}^d \times \mathbb{R}^d$. This forms a finitely generated module over $C^\infty([0, +\infty) \times \mathbb{R}^d \times \mathbb{R}^d)$ and can be interpreted as the smooth derivation of the algebra $C^\infty([0, +\infty) \times \mathbb{R}^d \times \mathbb{R}^d)$ leaving fixed
the ideal
$$I = \mathcal{C}^\infty ([0, +\infty) \times \mathbb{R}^d \times \mathbb{R}^d) + \sum_{i=1}^d (x^i - y^i) \mathcal{C}^\infty ([0, +\infty) \times \mathbb{R}^d \times \mathbb{R}^d)$$
of functions vanishing over \( \{ t = 0, x = y \} \). More generally, given some submanifold \( Y \subset X \) in some ambient manifold \( X \), let \( I_Y \) denote the ideal of smooth functions vanishing over \( Y \). Then the module \( \mathcal{M}_Y \subset \mathcal{C}^\infty (TX) \) of vector fields tangent to \( Y \) is defined as
$$L \in \mathcal{M}_Y \text{ if } (\forall f \in I_Y, Lf \in I_Y),$$
where \( L \in \mathcal{C}^\infty (TX) \) acts as a Lie derivative. (We refer to Hörmander’s treatment [31, Lemm 18.2.5 p. 100] for a careful definition in coordinates. Now we need to verify some form of diffeomorphism invariance.)

Let \( \Phi : \mathbb{R}^d \to \mathbb{R}^d \) denote a diffeomorphism which is the identity outside some compact subset. The lifted diffeomorphism
$$\tilde{\Phi} : (t, x, y) \in \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d \mapsto (t, \Phi(x), \Phi(y)) \in \mathbb{R} \times \mathbb{R}^d \times \mathbb{R}^d$$
leaves the submanifold \( \{ t = 0, x = y \} \) invariant. Hence the ideal \( I \) of functions vanishing over \( \{ t = 0, x = y \} \) is invariant by pull-back: \( \tilde{\Phi}^*I = I \), and for all vector field \( L \in \mathcal{M} \) one has \( \tilde{\Phi}^*L \in \mathcal{M} \). As a consequence, the elements in \( \Psi_p^\infty (\mathbb{R} \times \mathbb{R}^d) \) enjoy the following invariance property: for any pair of test functions \( \chi_1, \chi_2 \in C^\infty_\infty (\mathbb{R}^d) \), for any kernel \( K \) satisfying Definition 6.1 the new kernel
$$K(t, s, \Phi(x), \Phi(y)) \chi_1(x) \chi_2(y)$$
also satisfies Definition 6.1. This invariance property immediately allows us to globalize Definition 6.1 to the setting of \( \mathbb{R} \times M \), where \( M \) is a smooth closed manifold. In the sequel, we work on \( \mathbb{R}^2 \times M^2 \), since operators such as \( e^{-|t-s|^2} P^{-1} \) depend on two time variables. We can give an intrinsic definition of parabolic kernels on \( \mathbb{R} \times M \) as follows. We denote by
$$\mathcal{M}_p \subset \mathcal{C}^\infty (T(\mathbb{R} \times M^2))$$
the tangent Lie algebra of the submanifold \( \{ 0 \} \times \text{Diag} \subset \mathbb{R} \times M^2 \).

**Definition 6.3** – Pick a negative real number \( a \). Elements of the parabolic calculus in \( \Psi_p^\infty (\mathbb{R}^2 \times M^2) \) are operators whose kernels \( K \in \mathcal{C}^\infty (\mathbb{R}^2 \times M^2 \setminus \text{Space time diagonal}) \) for which there exists a function \( A \in \mathcal{C}^\infty ([0, +\infty) \times (M^2 \setminus \text{Space diagonal})) \) such that one has either
$$K(t, s, x, y) = A(|t-s|, x, y)$$
and the following property hold. There exists \( R > 0 \) such that for all \( 0 < t < R \) and all \( L_1, \ldots, L_k \in \mathcal{M}_p \) one has
$$\left| \langle L_1 \ldots L_k A \rangle (t, x, y) \right| \leq \kappa_{L_1, \ldots, L_k} \left\{ \begin{array}{ll} (|t| + d(x, y)^2)^{-\frac{2+2a+d}{2}} & \text{if } 2 + d + 2a > 0, \\ \log (|t| + d(x, y)^2) & \text{if } 2 + d + 2a = 0. \end{array} \right.$$ (6.1)
We would like to precise two things in the above definition. First, the fact that the function \( A \) is smooth up to \( \{ 0 \} \times (M^2 \setminus \text{Space diagonal}) \) is important for our application to stochastic estimates. This implies, for instance, that when space points \( x \neq y \) are distinct, the kernels \( K \) in \( \Psi_p^\infty \) are smooth on the manifold with boundary \( t \geq s \) and also when \( t \leq a \). It allowed us to consider only smoothing of the white noise \( \xi \) in \( \mathbb{R} \) in space rather than in space and time. Second, if we want to put some locally convex topology on \( \Psi_p^\infty (\mathbb{R}^2 \times M^2) \) then this topology is the weakest topology defined from the seminorms of \( \mathcal{C}^\infty ([0, +\infty) \times (M^2 \setminus \text{Space diagonal})) \) and by taking the best constants in the estimate (6.1). Third, Definition 6.3 is intrinsic, and we see the central role played by the parabolic distance \( |t| + \text{dist}(x, y)^2 \). The kernels in \( \Psi_p^\infty \) are stable by differentiation by elements of the module \( \mathcal{M} \).
A concrete version of the above estimates. Near every $p$, there is an open subset $U$ near $p$ and a coordinate system $(x^i)_{i=1}^d$ on $U$ in which the generator of parabolic scaling is the weighted Euler vector field $\rho = 2t\partial_t + \sum_{i=1}^d (x^i - y^i)\partial_{x^i}$ and in which we identify the Lie algebra of vector fields tangent to $\{0\} \times \text{Diag}$ as the $C^\infty$-module generated by 

$$t\partial_t, \quad t(\partial_{x^i} + \partial_{y^i}), \quad (x^i - y^i)\partial_{x^i} + \partial_{y^i}, \quad (x^i - y^i)\partial_{x^j}, (x^i - y^i)\partial_{x^k} \quad (1 \leq i, k \leq d).$$

In these local coordinates, the kernel $K$ can be represented uniquely as $K(t, s, x, y) = A[(t - s), x, x - y]$ or $K(t, s, x, y) = 1_{[0, \infty)}(t - s)A(t - s, x, x - y)$, where $A(t, x, X) \in C^\infty([0, \infty) \times U \times \mathbb{R}^d)$ satisfies the estimates

$$|L_1 \ldots L_k A| \lesssim_{L_1, \ldots, L_k} (|t| + |X|^2)^{-\frac{2 + 2q + d}{2}}$$

uniformly in $t$ in some compact set, any of the vector fields $L_1, \ldots, L_k$ generating the tangent Lie algebra.

From the above definition, it is immediate that the Schwartz kernels of elements in $\Psi$ of the form

$$A[(t - s), x, y], A(t - s, x, y)1_{[0, \infty)}(t - s), \quad (6.2)$$

have conormal singularities in the union of conormals

$$N^* (\{s = t\} \subset \mathbb{R}^2 \times M^2) \cup N^* (\{s = t, x = y\} \subset \mathbb{R}^2 \times M^2).$$

Namely for any kernel $K \in \Psi$, we have the wave front set bound:

$$WF(K) \subset N^* (\{s = t\} \subset \mathbb{R}^2 \times M^2) \cup N^* (\{s = t, x = y\} \subset \mathbb{R}^2 \times M^2).$$

In all applications, we use parabolic kernels of the above forms described by equations (6.2) where we allow for a discontinuity in the time variables but this discontinuity is controlled.

We now give a reformulation of the estimate (6.1) appearing in the definition of kernel elements in $\Psi$. This examines how the kernel grows when we differentiate at arbitrarily high order and we do not necessarily differentiate in the tangent direction to the diagonal but in all directions.

**Lemma 6.4** – We use the notations of Definition 6.3 and consider some parabolic kernel $K \in \Psi$. Every point $p \in M$ has a neighbourhood $U$ and a coordinate system $(x^i)_{i=1}^d$ on $U$ such that the kernel $K$ can be represented either as $K(t, s, x, y) = A[(t - s), x, x - y]$ or $K(t, s, x, y) = 1_{[0, \infty)}(t - s)A(t - s, x, x - y)$, where the function $A(t, x, h) \in C^\infty([0, \infty) \times U \times \mathbb{R}^d)$ satisfies the estimates

$$|\partial_t^\alpha \partial_x^\beta A| \leq C (|t| + |h|^2)^{-\frac{2 + 2d + |\alpha| + |\beta|}{2}}.$$

**Proof** – In $\mathbb{R} \times U \times \mathbb{R}^d$, cover the complement of $\{h = 0, t = 0\}$ by conic sets of the form $V^i = \{\|h\| \geq \frac{1}{2^i 2d} \| (t, h) \| \}$, $V^0 = \{\sqrt{7} \geq \frac{1}{2^i 2d} \| (t, h) \| \}$, $1 \leq i \leq d$. We reduce the proof to $P = \partial_h$, the more general case is similar. For any $(t, h, x, h)$ in one of these conical sets say $V^i$, we note that

$$|\partial_h A| \leq \frac{1}{|h|^i} |h^j \partial_h A| \leq (2 + 2d)\|h\|^{-i} |h^j \partial_h A| \leq C(2d + 2) \left( t + \|h\|^2 \right)^{-\frac{d + 2i + 2d}{2}} \|h\|^{-1} \lesssim (t + \|h\|^2)^{-\frac{d + 2i + 2d + 1}{2}},$$

where we used the crucial fact that $h^j \partial_h \in \mathcal{M}$ is a vector field vanishing on $\{h = 0, t = 0\}$, which allowed to apply the estimate (6.1) to the tangent vector field $(x^j - y^j)\partial_{x^j}$.

\[\square\]

\[\text{it looks like covers of projective spaces in some sense}\]
6.2.2 – Singularities of $e^{-tP}, e^{-tP}P^{-1}$. The goal of the present subsection is to study in detail the singularities of the heat kernel and the parabolic kernel $e^{-tP}P^{-1}$ from the point of view of the parabolic calculus.

(a) Heat singularity. We start by describing precisely the parabolic singularities of $e^{-tP}$. We begin by recalling a statement which can be found under different but closely related forms, in the works of Melrose [41], Gierser [24] and Taylor [50]. We denote below by $C^\infty([0, +\infty) \times M^2)$ the space of smooth functions of $\sqrt{t}$.

Theorem 6.5 – Let $K$ denotes the massive heat kernel $e^{-t(1-\Delta_a)}$, then the kernel $K$ on $(0, +\infty) \times M^2$ satisfies the following properties.

- The kernel $K$ is smooth in $(0, +\infty) \times M^2$.
- We have the off-diagonal quantitative bounds, for any differential operator $P_{\sqrt{t}, x, y}$, for all $N > 0$, we find

$$\|P_{\sqrt{t}, x, y}K\|_{L^\infty(M \times M)} \leq C_{U, N, \alpha} \left(1 + \frac{d(x, y)}{\sqrt{t}}\right)^{-N}.$$ 

- For any $p$, for any open set $U$ endowed with a coordinate system near $p$, there is an element $\tilde{A} \in C^\infty([0, +\infty) \times \mathbb{R}^d \times U)$ such that

$$K_t(x, y) = t^{-\frac{d}{2}} \tilde{A}\left(t, \frac{x - y}{\sqrt{t}}, x\right)$$

and $\tilde{A} \in C^\infty([0, +\infty) \times \mathbb{R}^d \times U)$ satisfies the estimate

$$\|D^\alpha_{\sqrt{t}, x, y} \tilde{A}\|_{L^\infty([0, a] \times \mathbb{R}^d \times U)} \leq C_{N, \alpha, \kappa(U)} (1 + \|X\|)^{N}.$$ 

The above bound holds only true for some compact time interval of the form $[0, a]$ for $0 < a < +\infty$.

- All previous bounds hold true with an exponential factor $e^{-t\delta}$ for all $\delta \in (0, 1)$ which shows exponential decay in time $t$.

From the previous representation, we immediately deduce the parabolic singularity of the heat kernel.

Lemma 6.6 – Under the notations of the previous Theorem, we have for every $p$ and any coordinate system defined in $U$ near $p$

$$|K(t, x, y)| \leq C \left(\sqrt{t} + |x - y|\right)^{-d}.$$ 

Moreover, the above estimate still holds with the same exponent on the right-hand side for the kernel $K$ differentiated with vector fields tangent to the diagonal. This implies that $K$ defines an element in $\Psi_{-1}^{\infty}$ of the parabolic calculus.

Proof – Recall that

$$K(t, x, y) = t^{-\frac{d}{2}} \tilde{A}\left(t, \frac{x - y}{\sqrt{t}}, y\right)$$

in the chart of Theorem 6.5. As a corollary of the bounds on $\tilde{A}$ on the middle variable $X$, we find that

$$\left|t^{-\frac{d}{2}} \tilde{A}\left(t, \frac{x - y}{\sqrt{t}}, y\right)\right| \leq C d t^{-\frac{d}{2}} \left(1 + \frac{|x - y|}{\sqrt{t}}\right)^{-d} \lesssim \left(\sqrt{t} + |x - y|\right)^{-d}.$$ 

This bound immediately shows that the heat kernel has a parabolic singularity, but we need a bit more to prove that it is an element of the parabolic calculus. Choose a tangent vector field of the form $\partial_x + \partial_y$ or of the form $M(x - y)\partial_x := M_j(x^j - y^j)\partial_{x^i}$. Then observe that:

$$(\partial_x + \partial_y) \left(t^{-\frac{d}{2}} \tilde{A}\left(t, \frac{x - y}{\sqrt{t}}, y\right)\right) = t^{-\frac{d}{2}} (\partial_y \tilde{A})\left(t, \frac{x - y}{\sqrt{t}}, y\right) \lesssim \left(\sqrt{t} + |x - y|\right)^{-d}$$
since \((\partial_\rho \tilde{A})\) satisfies the same estimates as \(\tilde{A}\). We also get that
\[
(M(x - y) \cdot \partial_x) \left( t^{-\frac{d}{2}} \tilde{A} \left( t, \frac{x - y}{\sqrt{t}}, y \right) \right) = t^{-\frac{d}{2}} t^{-\frac{1}{2}} (M(x - y) \cdot \partial_x \tilde{A}) \left( t, \frac{x - y}{\sqrt{t}}, y \right) h
\]
\[
\lesssim \left( \sqrt{t} + |x - y| \right)^{-d \left( \frac{1}{2} \right)} \frac{|x - y|^N}{\sqrt{t}} \lesssim \left( \sqrt{t} + |x - y| \right)^{-d} \left( \sqrt{t} + |x - y| \right)^{-N},
\]
where we used the fact that \(|x - y| \left( 1 + \frac{|x - y|}{\sqrt{t}} \right)^{-N} \) is bounded when \(N\) is large enough. Repeating the above bounds for \(L_1 \ldots L_p K\) where \(L_1, \ldots, L_p \in M\) immediately shows that the heat kernel is also an element of \(\Psi^{-1}_P\).

\(\Box\)

**Lemma 6.7** – We have the inequality
\[
\int_0^1 s^{-\frac{d}{2}} \left( 1 + \frac{|x - y|}{\sqrt{s}} \right)^{-N} ds \lesssim (1 + |x - y|)^{-N} \frac{2}{d - 2} \left( \sqrt{t} + |x - y| \right)^{-d + 2}
\]
when \(\max(t, |x - y|)\) tends to 0.

**Proof** – Set \(a = |x - y|\), then:
\[
\int_0^1 s^{-\frac{d}{2}} \left( 1 + \frac{a}{\sqrt{s}} \right)^{-N} ds = \int_0^1 s^{-\frac{d}{2}} \left( 1 + \frac{a}{\sqrt{s}} \right)^{-d} \left( 1 + \frac{a}{\sqrt{s}} \right)^{-N} ds
\]
\[
\leq (1 + a)^{-N} \int_0^1 (\sqrt{s} + a)^{-d} ds
\]
\[
\leq 2(1 + a)^{-N} \int_0^1 (r + a)^{-d} dr \leq 2(1 + a)^{-N} \int_0^1 (r + a)^{-d + 1} dr
\]
\[
\leq (1 + a)^{-N} \frac{2(1 + a)^{-d + 2} - 2(\sqrt{t} + a)^{-d + 2}}{-d + 2}
\]
\[
\leq (1 + a)^{-N} \frac{2}{d - 2} (\sqrt{t} + a)^{-d + 2}.
\]

\(\Box\)

Using the above Lemma we deduce information on the analytic structure of the Schwartz kernel of \(e^{-tP} P^{-1}\).

**Proposition 6.8** – With the notations of Theorem 6.5, the kernel \(B\) of \(e^{-tP} P^{-1}\) belongs to \(\Psi^{-2}_P\).

**Proof** – We start by noticing that when \(x \neq y\), the kernel \(e^{-tP} P^{-1}(x, y), t \geq 0\) is smooth in \((t, x, y)\) since
\[
\partial^\alpha_t \partial^\beta_x e^{-tP} P^{-1}(x, y) = (-1)^m \partial^\beta_x e^{-tP} P^{-1-m}(x, y)
\]
which is smooth outside the diagonal as a bounded family of pseudodifferential operators uniformly in \(t \in [0, 1]\). For \(t \geq 1\), \((-1)^m \partial^\beta_x e^{-tP} P^{-1-m}(x, y)\) has smooth kernel by smoothing properties of the heat operator. We need to show that in some chart of the type \(U \times \{|h| \leq R, h \in \mathbb{R}^d\}\) as in Theorem 6.5
\[
e^{-tP} P^{-1}(x, y) = B(\sqrt{t}, x - y, y)
\]
where the kernel \(B(\sqrt{t}, X, y)\) has the following decay properties
\[
|B(\sqrt{t}, X, y)| \leq C_{N+d} \left( \sqrt{t} + |x - y| \right)^{-d+2} (1 + |x - y|)^{-N}
\]
As usual thanks to the exponential decay, we have a preliminary decomposition as:

\[ e^{-tP}P^{-1} = \int_{0}^{t} e^{-sP} ds. \]

As usual thanks to the exponential decay, we have a preliminary decomposition as:

\[ e^{-tP}P^{-1} = \int_{0}^{t} e^{-sP} ds + \int_{t}^{\infty} e^{-sP} ds \]

where the integral underbraced converges absolutely as a smoothing operator thanks to the exponential decay.

Then in a second step, we shall study the finite integral \( \int_{0}^{t} e^{-sP} ds \), we rely on the heat calculus representation

\[ e^{-sP}(x, y) = s^{-\frac{d}{2}} \tilde{A}(s, \frac{x-y}{\sqrt{s}}, y). \]

Set

\[ B(t, x, y) = \int_{0}^{t} s^{-\frac{d}{2}} \tilde{A}(s, \frac{x-y}{\sqrt{s}}, y) ds. \]

By Lemma 6.7 we deduce the claimed estimate that reads

\[ \left| \int_{t}^{1} s^{-\frac{d}{2}} \tilde{A}(s, \frac{x-y}{\sqrt{s}}, y) ds \right| \leq C_{N+d} \int_{t}^{1} s^{-\frac{d}{2}} \left( 1 + \frac{|x-y|}{\sqrt{s}} \right)^{-N-d} ds \leq C_{N+d} (1 + |x-y|)^{-N} (\sqrt{t} + |x-y|)^{-d+2}. \]

Now we need to repeat the above bounds for derivatives

\[ |\partial_{\alpha}^\gamma \left( e^{-tP}P^{-1} \right) (x, y) | = |\partial_{\alpha}^\gamma \left( e^{-tP} \right) (x, y) | \leq \left( \sqrt{t} + |x-y| \right)^{-d-2|\alpha|+2} \]

since \( e^{-tP} \) belongs to the heat calculus.

Repeating the same estimates for the derivatives \( \partial_{\alpha}^\gamma \), we get:

\[ \partial_{\alpha}^\gamma \int_{t}^{1} s^{-\frac{d}{2}} \tilde{A}(s, \frac{h}{\sqrt{s}}, y) ds = \int_{t}^{1} s^{-\frac{d+|\alpha|}{2}} \left( \partial_{\alpha}^\gamma \tilde{A} \right) \left( s, \frac{h}{\sqrt{s}}, y \right) ds \leq C_{N+d+|\alpha|} \int_{t}^{1} s^{-\frac{d+|\alpha|}{2}} \left( 1 + \frac{|h|}{\sqrt{s}} \right)^{-N-d-|\alpha|} ds \lesssim \left( \sqrt{t} + |h| \right)^{-d-|\alpha|+2}. \]

The estimates involving derivatives with respect to \( y \) are treated similarly and are left to the reader. Lemma 6.4 allows to conclude that \( e^{-tP}P^{-1} \) belongs to \( \Psi^{-\infty}_{d,2} \).

**6.2.3 – Parameter-dependent pseudodifferential operators.** In this section we shall treat the elements from the parabolic calculus as parameter-dependent pseudodifferential operators acting on \( M \), the time variable is treated as a parameter and controls the pseudodifferential order uniformly in the time parameter. Our main result here is Proposition 6.13. To relate our definition of operators in terms of kernels with the classical Fourier definition in terms of symbols, we need to recall some statement which relates the order of a pseudodifferential operator with the growth of the symbol along the diagonal together with the diagonal growth of derivatives of the kernel. This can also be found in Taylor’s book [50, Prop 2.2 p. 6] and goes back to the work of Krée and Seeley. Let \( M \subset C^\infty(T(M \times M)) \) be the module of vector fields tangent to the diagonal in \( M \times M \).

**Proposition 6.9** — Pick \( -d < m < 0 \). An element \( K \in D'(M \times M) \) is the pseudodifferential kernel of some operator in \( \Psi^m_{d,0}(M) \) if and only if

(a) \( K \in L^1(M \times M) \),
Proof – The proof is similar to the proof of Proposition 2.2 in Taylor’s book [50]. We start due to the slow decay of $|a|_{\infty}$ where the integral is understood as a Fourier integral distribution – a non-convergent integral. Furthermore, for any open cover $(U_i)_{i \in I}$ of $M$ we can use the constants $$\sup_{(x,y) \in U^2} |(\kappa_i \times \kappa)_i (L_1 \ldots L_p K)(x,y)||\leq L_1, \ldots, L_p |x-y|^{-d-m},$$ together with the topology of smooth functions on $C^\infty(V)$, where $V \cup \bigcup_{i \in I} U_i^2$ forms an open cover of $M \times M$, to get back the topology of pseudodifferential operators in $\Psi_{1,0}^m(M)$.

We characterize only those pseudodifferential kernels which are $L^1$; they correspond to operators with some smoothing properties. By the usual invariance properties of the pseudodifferential calculus, it is enough to prove the statement on $\mathbb{R}^d$. To go back to manifolds one can use a partition of unity as in [31, p. 84-87].

We shall deduce the Proposition 6.9 from some elementary results which are of independent interest and will be used later. In the sequel, for every bounded open subset $U \subset \mathbb{R}^d$ we shall denote by $S(U \times \mathbb{R}^d)$ the set of smooth functions $a \in C^\infty(U \times \mathbb{R}^d)$ which are Schwartz in the second variable uniformly in the first one. This locally convex topological vector space is determined by the seminorms $$\sup_{x \in K, \xi \in \mathbb{R}^d} |(1 + |\xi|)^N \partial_{\xi}^m \partial_h^p a(x; \xi)|,$$ where $K \subset U$ is compact. We use below the notation $(\Delta_j)^{\infty}_{j=1}$ be the sequence of Littlewood-Paley-Stein projectors on $\mathbb{R}^d$.

**Lemma 6.10** – Pick $A \in \Psi_{1,0}^m(\mathbb{R}^d)$ for an arbitrary $m \in \mathbb{R}$. We can decompose $A$ as a series $$A = \sum_{j=1}^{\infty} A\Delta_j + R$$ where $R \in \Psi^{-\infty}$ and the kernel of $A\Delta_j$ can be represented as $$(A\Delta_j)(x,x-y) = 2^{j(d+m)} K_j(x,2^j(x-y))$$ where $(K_j)_j$ is a bounded sequence in $S(U \times \mathbb{R}^d)$, in the sense that one has $$|\partial_{\xi}^m \partial_h^p K_j(x,h)| \leq C_{N,\alpha,\beta}(1 + |h|)^{-N}$$ for all $N$. Moreover, all the kernels $K_j$ have vanishing moments in the second variable: $$\int K_j(x,h) h^\alpha dh = 0$$ for all multiindex $\alpha$.

**Proof** – The proof is similar to the proof of Proposition 2.2 in Taylor’s book [50]. We start from the expression of the pseudodifferential kernel $K(x,y) = \tilde{K}(x,x-y)$ of $A$ in terms of the symbol of $A$ $$\tilde{K}(x,h) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i\xi \cdot h} a(x; \xi) d\xi$$ where the integral is understood as a Fourier integral distribution – a non-convergent integral due to the slow decay of $a$ in the variable $\xi$. Indeed, we define for any test function $\varphi \in C_c^\infty(\mathbb{R}^d)$:

$$\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i\xi \cdot h} a(x; \xi) \varphi(h) d\xi dh = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i\xi \cdot h} \left( \frac{\xi \cdot \partial_h^N}{i|\xi|^2} a(x; \xi) \right) \varphi(h) d\xi dh = (-1)^N \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i\xi \cdot h} \left( \frac{\xi \cdot \partial_h^N}{i|\xi|^2} a(x; \xi) \varphi(h) \right) d\xi dh$$
where the rightmost integral is seen to converge when \( N \) is large enough since the integration by parts brings in some decay. The function \( K \) is even smooth outside \( h = 0 \). Recall the Littlewood-Paley-Stein projectors were associated to a dyadic partition of unity in frequency
\[
1 = \psi_0 + \sum_{n=1}^\infty \psi(2^{-n} \cdot),
\]
\( \psi \) is supported on some corona \( 1 \leq |\xi| \leq 4 \). The kernel of \( A \Delta_j \) reads
\[
\frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i \xi \cdot h} a(x; \xi) \psi(2^{-j} \xi) d\xi.
\]
This yields a series decomposition of the form
\[
\tilde{K}(x, h) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i \xi \cdot h} \sum_{j=1}^\infty \psi(2^{-j} \xi) a(x; \xi) d\xi + R
\]
\[
= \sum_{j=1}^\infty 2^{jd} \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i \xi \cdot (2^j h)} \psi(\xi) a(x; 2^j \xi) d\xi + R
\]
where \( R \in C^\infty(\mathbb{R}^d) \). Now, we use the growth of the symbol and the annulus support to derive the estimate
\[
|\partial^\alpha_x (\psi(\xi) a(x; 2^j \xi))| \leq C_\beta 2^{jm}
\]
since
\[
|\partial^\beta_x a(x; 2^j \xi)| \lesssim (1 + 2^j |\xi|)^{-m-|\beta|}
\]
because \( a \) is a classical symbol, the constant \( C_\beta \) does not depend on \( n \). This means that \( (2^{-jm} \psi(\xi) a(x; 2^j \xi))_j \) is a bounded sequence of Schwartz functions of \( \xi \) uniformly in \( x \in U \).

This implies that we decomposed our kernel \( \tilde{K} \) as an infinite series:
\[
\tilde{K}(x, h) = \sum_{j=1}^\infty 2^{jd+jm} K_j(x, 2^j h) + R
\]
where
\[
\left( K_j(x, h) = \frac{2^{-jm}}{(2\pi)^d} \int_{\mathbb{R}^d} e^{i \xi \cdot h} \psi(\xi) a(x; 2^j \xi) d\xi \right)_{j \geq 1}
\]
is a bounded sequence of smooth functions in \( \mathcal{S}(U \times \mathbb{R}^d) \). These are functions smooth in the first variable \( x \) and smooth with fast decay in the second variable \( h \). Moreover, \( \int_{\mathbb{R}^d} K_j(x, h) h^{\alpha} dh = 0 \) for all multiindices \( \alpha \), the vanishing moment condition immediately follows from the fact that \( K_j(x, \cdot) \) has Fourier support away from the origin.

From the above series representation we deduce a bound on the kernel of each piece \( A \Delta_j \).

**Corollary 6.11** – One has
\[
|\partial^\alpha_x \partial^\beta_h AP_j(x, h)| \leq C_{N, \alpha, \beta} 2^{j(d+m+|\beta|)} (1 + 2^j |h|)^{-N}
\]
for some positive constant \( C_{N, \alpha, \beta} \) independent of \( j \).

Now we specialize to the case where \( m \in (-d, 0) \) and try to deduce growth estimates on the Schwartz kernel of \( A \) from the series decomposition. We also discuss the limiting cases \( m = 0 \), \( m = -d \) as well as \( m < -d \) with \( m \) non-integer.

**Lemma 6.12** – For \( A \in \Psi^0_{10}(\mathbb{R}^d) \) with \( -d < m < 0 \) one has
\[
|L_1 \ldots L_p K(x, y)| \lesssim |x - y|^{-d-m}
\]
for all vector fields \( L_1, \ldots, L_p \) that are tangent to the diagonal. For \( A \in \Psi^{-d}_{10}(\mathbb{R}^d) \) one has
\[
|L_1 \ldots L_p K(x, y)| \lesssim \log |x - y|
\]
for all vector fields \( L_1, \ldots, L_p \) which are tangent to the diagonal.
**Proof** – The series decomposition of \( \tilde{K} \) implies some decay of the form

\[
|\tilde{K}(x, h)| \lesssim \sum_{n=1}^{\infty} 2^{nd-nm} (1 + 2^n|h|)^{-N} \lesssim \sum_{n=1}^{\infty} (2^{-n} + |h|)^{m-d} \lesssim |h|^{-m-d}
\]

when \( m \in (-d, 0) \). When \( m = -d \), the above bound reads

\[
|\tilde{K}(x, h)| \lesssim \sum_{n=1}^{\infty} (1 + 2^n|h|)^{-N} \lesssim \int_{|h|}^{\infty} (1 + u|h|)^{-N \frac{du}{u}} = \int_{|h|}^{\infty} (1 + u)^{-N \frac{du}{u}} \lesssim \log |h|.
\]

Note that when \( m < -d \) and \( m \) non-integer, each \( K_j(x, \cdot) = 2^{-j(m+d)} \Delta_j h \tilde{K}(x, \cdot) \) is bounded and Fourier supported in a corona where \( |\xi| \approx 2^j \). Hence we recognize that

\[
\sup_{x \in U} ||\partial^\alpha \tilde{K}(x, \cdot)||_{C^{-m-d}(\mathbb{R}^d)} < +\infty
\]

by the Fourier definition of the norm of \( C^{-m-d} = B^{-m-d}_{\infty, \infty} \) for all multiindex \( \alpha \).

The estimates for tangential derivatives work similarly, as follows. As in the proof of Lemma 6.4 it suffices to prove an estimate of the form

\[
|\partial^\alpha \partial^\beta \tilde{K}(x, h)| \lesssim |h|^{-m-d-|\beta|}.
\]

We differentiate

\[
|\partial^\alpha \partial^\beta \tilde{K}(x, h)| \leq \sum_{n=1}^{\infty} 2^{nd+n|\alpha|} |\partial^\alpha \partial^\beta K_n(x, 2^n h)| \lesssim \sum_{n=1}^{\infty} 2^{nd+n|\alpha|} |(\partial^\alpha \partial^\beta K_n)(x, 2^n h)|
\]

where we work with the new bounded sequence of smooth functions \( (\partial^\alpha \partial^\beta K_n)_n \). Repeating the above steps for this new sequence taking into account the extra factor \( 2^n|\beta| \) yields the desired estimate

\[
|\partial^\alpha \partial^\beta \tilde{K}(x, h)| \lesssim |h|^{-m-d-|\beta|}.
\]

The direct sense of Proposition 6.9 follows from Lemma 6.12. Conversely, assume we are given a bounded sequence \( (K_j)_j \) of smooth functions in \( \mathcal{S}(U \times \mathbb{R}^d) \). Under which condition on \( m \) does the series

\[
\sum_{j=1}^{\infty} 2^{j(d+m)} K_j(x, 2^j(x-y))
\]

converge in pseudodifferential kernels in \( \Psi^m_{1,0}(U) \)? An answer is provided by the following statement.

**Proposition** – The following holds.

(a) For \(-d < m < 0\) the above series converges to some pseudodifferential kernel in \( \Psi^m_{1,0}(U) \).

(b) For \( m > 0 \), \( m \notin \mathbb{Z} \), there exists a non-unique sequence \( c_{j,\alpha}(x), |\alpha| \leq m \), of counterterms depending smoothly on \( x \) such that the renormalized series

\[
\sum_{j=1}^{\infty} \left( 2^{j(d+m)} K_j(x, 2^j(x-y)) - \sum_{|\alpha| \leq m} c_{j,\alpha} \partial^\alpha \delta_{\{0\}}(x-y) \right)
\]

converges as a pseudodifferential kernel in \( \Psi^m_{1,0}(U) \).

(c) For \( m < -d \), \( m \notin \mathbb{Z} \), there exists a non-unique sequence \( c_{j,\alpha}, |\alpha| \leq m \), of counterterms such that the renormalized series

\[
\sum_{j=1}^{\infty} \left( 2^{j(d+m)} K_j(x, 2^j(x-y)) - \sum_{|\alpha| \leq m-d} c_{j,\alpha}(x-y)^\alpha \right)
\]

converges as a pseudodifferential kernel in \( \Psi^m_{1,0}(U) \).
Proof – (a) We start by proving the easy case where \( m \in (-d, 0) \). The idea is just to Fourier transform each \( 2^j d K_j(x, 2^j h) \) in the second variable \( h \) and translate in terms of estimates in Fourier space what it means for \( (K_j)_j \) to be bounded in the space \( S(U \times \mathbb{R}^d) \) of Schwartz functions of \( h \). We get a series

\[
a(x; \xi) = \sum_{j=1}^{\infty} 2^{jm} \hat{K}_j(x; 2^{-j} \xi)
\]

where \( \hat{K}_j \) is a bounded sequence in \( S(U \times \mathbb{R}^d) \). Let us now prove that the series

\[
\sum_{j=1}^{\infty} 2^{jm} 2^{-j|\beta|} \left( \partial^\beta_\xi \hat{K}_j \right)(x; 2^{-j} \xi)
\]

converges for all multi–indices \( \beta \) as smooth function in every compact region of \( \xi \). If \( m < 0 \), the series converges absolutely uniformly in \( \xi \) in some arbitrary compact region, it satisfies the estimate:

\[
\sum_{j=1}^{\infty} 2^{jm} 2^{-j|\beta|} \left( \partial^\beta_\xi \hat{K}_j \right)(x; 2^{-j} \xi) \lesssim \sum_{j=1}^{\infty} 2^{jm} 2^{-j|\beta|} (1 + 2^{-j|\xi|})^{-N} \lesssim \sum_{j=1}^{\infty} 2^{j(m-|\beta|)} (1 + 2^{-j|\xi|})^{m-|\beta|} = \sum_{j=1}^{\infty} (2^j + |\xi|)^{m-|\beta|} \lesssim (1 + |\xi|)^{m-|\beta|}.
\]

(b) We now treat the more difficult case of a non-integer positive \( m \). In that case, the series \( \sum_{j=1}^{\infty} 2^{jm} \hat{K}_j(x; 2^{-j} \xi) \) is highly divergent. Instead of considering \( \hat{K}_j(x; \xi) \), we subtract its Taylor polynomial at \( \xi = 0 \) to increase the vanishing order at \( \xi = 0 \) of \( \hat{K}_j(x; \xi) \). This yields

\[
R_j(x; \xi) := \hat{K}_j(x; \xi) - \sum_{|\alpha| \leq m} \frac{\xi^\alpha}{\alpha!} \partial^\alpha_\xi \hat{K}_j(x; 0).
\]

Note that \( R_j(x; \xi) = O(|\xi|^{m+1}) \) near \( \xi = 0 \) but it is no longer Schwartz in \( \xi \) since we subtracted some polynomial. Instead, it satisfies new estimates of the form

\[
|\partial^\alpha_\xi \partial^\beta_\xi R_j(x; \xi)| \lesssim (1 + |\xi|)^{|m|-|\beta|}
\]

for large \( |\xi| \) and

\[
|\partial^\alpha_\xi \partial^\beta_\xi R_j(x; \xi)| \lesssim |\xi|^{m+1-|\beta|}
\]

for small \( |\xi| \). Now consider the new renormalized series \( \sum_j 2^{jm} R_j(x; 2^{-j} \xi) \). First, it converges absolutely uniformly in \( \xi \) in some arbitrary compact region, since

\[
\left| \sum_j 2^{jm} R_j(x; 2^{-j} \xi) \right| \lesssim \sum_j 2^{jm} O(2^{-j(|m|+1)}) < +\infty.
\]
It also satisfies for $|\xi| \geq 1$ an estimate of the form
\[
\left| \partial_{\xi}^\alpha \partial_x^{\beta} \sum_j 2^{jm} R_j(x, 2^{-j} \xi) \right| 
\leq \sum_j 2^{jm} |\partial_{\xi}^\alpha \partial_x^{\beta} R_j(x, 2^{-j} \xi)| 
\lesssim \sum_{j: 2^{-j}|\xi| \leq 1} 2^{jm} 2^{-j|\beta|} (2^{-j|\xi|})(m+1-|\beta|) + \sum_{j: 2^{-j}|\xi| \geq 1} 2^{jm} 2^{-j|\beta|} (1 + 2^{-j|\xi|})(m-|\beta|) 
\lesssim \sum_{j \geq \log(|\xi|)} 2^{-j(|\alpha|+m)} |\xi|^{m+1-|\beta|} + \sum_{j \leq \log(|\xi|)} (2^j + |\xi|)(m-|\beta|) 
\lesssim \|\xi\|^{m-|\beta|}. 
\]
This proves that the renormalized series $\sum_j 2^{jm} R_j(x, 2^{-j} \xi)$ converges to $S^m_{\alpha}(U \times \mathbb{R}^d)$ going back to position space, this implies that the renormalized series
\[
\sum_j 2^{j(d+m)} K_j(x, 2^j(x-y)) = \sum_{|\alpha| \leq m} \frac{\partial_{\xi}^\alpha \hat{K}_j(x, 0)}{i^{|\alpha|} |\alpha|!} \partial_x^\alpha \delta(x-y) 
\]
converges in pseudodifferential kernels of order $m$.

(c) The case $m < -d, m \notin \mathbb{N}$, involves a renormalization by subtraction of some derivatives of $\delta$ in Fourier space, by inverse Fourier transform this yields the floating polynomials that we need to subtract to get the correct renormalized convergence as pseudodifferential kernel. We leave the details to the reader.

Now we may conclude the proof of Proposition 6.9 by proving only the converse sense.

**Proof** — The converse sense uses dyadic decomposition in space. We will assume we are given a kernel $K \in L^1(U \times \mathbb{R}^d)$, smooth outside the diagonal and such that for any bounded open $U \subset \mathbb{R}^d$, $L_1, \ldots, L_p \in \mathcal{M}^p$
\[
\sup_{(x,y) \in U^2} |(L_1 \ldots L_p K)(x,y)| \leq C_{L_1, \ldots, L_p} |x-y|^{-d+m}. 
\]
Start from $1 = \sum_{j=1}^\infty \psi(2^j \cdot) + \chi$ where $\chi$ vanishes near 0 and $\psi$ is supported on an annulus $\{ \frac{1}{2} \leq |x| \leq 4 \}$. The central fact is to prove that the family $K_j(x, \cdot) := 2^{-j(m+d)} \psi(h) K(x, 2^{-j} \cdot)$ is bounded in $C_0^\infty(\mathbb{R}^d)$ uniformly in $x \in U$. Note that the key Lemma 6.4 yields
\[
\sup_{x \in U, \frac{1}{2} \leq |h| \leq 4} \left| D_h^\alpha \left( K(x, 2^{-j} h) \right) \right| \leq \sup_{x \in U, \frac{1}{2} \leq |h| \leq 4} 2^{-j|\alpha|} \left| D_h^\alpha K(x, 2^{-j} h) \right| 
\leq C_{\alpha,U} 2^{-j|\alpha|} \sup_{\frac{1}{2} \leq |h| \leq 4} |2^{-j} h|^{-d-m-|\alpha|} 
\leq C_{\alpha,U} 2^{-j|\alpha|} 2^{(j+1)(d+m+|\alpha|)} \leq 2^{|\alpha|} C_{\alpha,U} 2^{(j+1)(d+m)} , 
\]
therefore
\[
\sup_{x \in U, h} \left| D_h^\alpha \left( 2^{-j(m+d)} \psi(h) (K(x, 2^{-j} h)) \right) \right| \lesssim C_{\alpha,U}. 
\]
Now we get the decomposition
\[
K(x, h) = K \chi + \sum_{j=1}^\infty \psi(2^j h) K(x, h) = K \chi + \sum_{j=1}^\infty 2^{j(m+d)} K_j(x, 2^j h), 
\]
with
\[
K_j = 2^{-j(m+d)} \psi(h) K(x, 2^{-j} h). 
\]
The sequence \((K_j)_{j \in \mathbb{N}}\) is a bounded family of smooth functions supported in the fixed annulus \(\{ \frac{1}{2} \leq |h| \leq 4 \}\) and \(K_X\) is Schwartz. Hence the Fourier transform in the \(h\) variable yields

\[
\hat{K}(x; \xi) = \hat{K}_X + \sum_{j=1}^{\infty} 2^{jm} \hat{K}_j(x, 2^{-j} \xi),
\]

where each \(K_j(x; \xi)\) is Schwartz in \(\xi\) uniformly in \(x \in U\). We just need to prove that \(\hat{K}(x; \xi) \in S^m_{1,0}\). We have the estimate

\[
|K_j(x; \xi)| \leq C_N (1 + |\xi|)^N
\]

which holds uniformly in \(j\). Hence\(^2\) we deduce by summing over \(j\) that

\[
\sum_{j=1}^{\infty} 2^{jm} |\hat{K}_j(x, 2^{-j} \xi)| \leq C_N \sum_{j=1}^{\infty} 2^{jm} (1 + 2^{-j}|\xi|)^N \leq C_N \sum_{j=1}^{\infty} (2^j + |\xi|)^m (1 + 2^{-j}|\xi|)^{-N-m} \leq C_N (1 + |\xi|)^m.
\]

The estimate for \(|\partial_\xi^\alpha \partial_\eta^\beta \hat{K}(x; \xi)|\) follows from Bernstein inequality. For every multilindex \(\alpha\), the family \(\{\partial_\xi^\alpha \hat{K}_j(x, \cdot)\}_{j \geq 1}\) is bounded in \(S(\mathbb{R}^d)\) uniformly in \(x \in U\) since \(\partial_\xi^\alpha \hat{K}_j = i^\alpha x^\alpha \hat{K}_j\) and each \(x^\alpha K_j\) is supported by the annulus \(\{ \frac{1}{2} \leq |h| \leq 4 \}\).

\[\text{Proposition 6.13} \quad \text{Let } K(t, x, y) \text{ be some kernel on } (0, +\infty) \times M^2 \text{ which belongs to the parabolic calculus } \Psi^s_{p, a} \text{ for some } a < -1. \text{ Then } A(t) \text{ is continuous in } \Psi^s_{p, a} (M) \text{ uniformly in the parameter } t \in (0, 1]. \]

\[\text{Proof} \quad \text{Observe that } t \mapsto K(t, x, y) \text{ is continuous and the domination bound:}
\]

\[
\left| (L_1 \ldots L_k K)(t, x, y) \right| \leq C_{L_1 \ldots L_k} (\sqrt{t} + |x - y|)^{-d - 2 - 2a} \leq C_{L_1 \ldots L_k} |x - y|^{-d - 2 - 2a} \in L^1_{\text{loc}}
\]

shows that \(t \mapsto (L_1 \ldots L_k K)(t, \cdot, \cdot) \in L^1(\mathbb{R}^d \times \mathbb{R}^d)\) is continuous. So we just need to repeat the proof of Proposition 6.9 in a family version with the parameter \(t\), each function \(K_{j,t}\) depends continuously on \(t\). We check that this is a bounded family of smooth functions supported on the annulus which depends continuously on \(t\) and the boundedness in \(C_0^\infty(\{ \frac{1}{2} \leq |h| \leq 4 \})\) is uniform in \(t \in (0, a]\), for any \(a < +\infty\). Then the proof follows by dominated convergence. \(\triangleright\)

\section{7 \quad Proof of Theorem 1.2}

The following statement was proved in Section 3.2 of \cite{[6]}. We recall its detailed proof to make the present work self-contained.

\[\text{Lemma 7.1} \quad \text{Let } M \text{ be a closed manifold and } K_t(x, y) \text{ be a smooth kernel on } M^2 \setminus d_2 \text{ such that one can associate to any small enough open set } U \text{ a coordinate system in which one has for all multiindices } \alpha, \beta
\]

\[
|\partial_\xi^\alpha \partial_\eta^\beta K_{t-s}(x, y)| \lesssim (\sqrt{t-s} + |y-x|)^{-a-2|\alpha| - |\beta|}.
\]

\[\text{Denote by } \rho_2 \text{ a scaling field on } M^2 \text{ for the inclusion } d_2 \subset M^2 \text{ and set}
\]

\[
|t - s| \lesssim \rho_2 + \rho_2,
\]

\[\text{and for } n \geq 2, \text{ we denote by } \pi : (x_1, \ldots, x_n) \in M^n \rightarrow (x_1, x_2) \in M^2 \text{ the canonical projection on the first two components. Then the family}
\]

\[
\left(e^{t_n} (e^{t_n} \pi^* K_{t-s})(\cdot, \cdot) \right)_{t \geq 0}
\]

\[\text{is bounded in } \mathcal{D}_N(\{s=t\}) \text{ for the inclusion } d_2 \subset M^n \]
In the sequel, we denote by $K^n$ the $C^\infty$–module of kernels $K_i(x, y)$ as above depending on two variables endowed with the weakest topology containing the $C^\infty(\mathbb{R} \times \mathbb{R})$ topology and which makes all the seminorms defined by the estimates \( \frac{1}{1 + t - s} \) continuous.

**Proof** – We first localize in a neighbourhood $U \times U$ of the diagonal since $K$ is smooth off-diagonal. It is enough to prove the claim for $K(x, y)\chi_1(y)\chi_2(x)$ where $\chi_i \in C^\infty(U)$ and use a partition of unity to get the global result. In $U \times U$ we pull-back everything to the configuration space, which we write with a slight abuse of notations

$$
\pi^*(K\chi_1\chi_2)(t, s, x_1, \ldots, x_n) = K(t, s, x_1, x_2) \chi_1(x_1)\chi_2(x_2).
$$

We already know that this kernel satisfies some bound of the form

$$
|K(t, s, x_1, x_2)\chi_1(x_1)\chi_2(x_2)| \lesssim \left( \sqrt{|t - s| + |x_1 - x_2|} \right)^{a}
$$

Somehow we would like to flow both sides of the inequality by the parabolic dynamics $(e^{-r\rho})^*$ and bound the term $e^{-r\rho} \left( \sqrt{|t - s| + |x_1 - x_2|} \right)^{a}$ asymptotically when $r$ goes to $\infty$. We use for that purpose the Normal Form Theorem for the space part of the Euler vector fields:

$$
\rho_{[\alpha]} = \sum_{k=2}^n h_k \cdot \partial_{h_k},
$$

for some new coordinates $(h_k)_{k=2}^n$ that vanish at order 1 along the deep space diagonal $d_n$. The fact that $x_1 - x_2$ vanishes at first order along $d_n$ implies by Taylor expansion at first order that

$$
x_1 - x_2 = A(h) + O(|h|^2)
$$

where $A(h)$ is a linear function of $(h_k)_{k=2}^n$. One then has

$$
(e^{-t\rho_{[\alpha]}})^* (x_1 - x_2) = (e^{-t\rho_{[\alpha]}})^* A(h) + O(e^{-2t}|h|^2) = A(e^{-t}h) + O(e^{-2t}|h|^2),
$$

and an exponential lower bound of the form

$$
e^{-t|x_1 - x_2|} \lesssim (e^{-t\rho_{[\alpha]}})^*(x_1 - x_2)
$$

which yields the desired bound

$$
|e^{-u\rho} D^a_t D^b_{x_1}\pi^*(K\chi_1\chi_2)(t, s, x_1, \ldots, x_n)| \lesssim e^{u(|a|+2|\alpha|+|\beta|)} \left( \sqrt{|t - s| + |x_1 - x_2|} \right)^{a-2|\alpha| - |\beta|}
$$

and proves the claim. The above bound allows, for instance, to justify that the singularities when $x_1 \neq x_2$ are conormal along the equal time region $t = s$ since we are smooth on each half region $t \geq s$ and $s > t$.

Since the propagators $\mathcal{L}^{-1}, G^{(3)}, Q^t$ satisfy the assumptions of Lemma 1.1, we see that Theorem 1.2 holds for these propagators. It remains to deal with the Schwartz kernel $[\varnothing_i]$ of the resonant product $\varnothing_i$ localized in the chart with index $i$.

**Lemma 7.2** – The Schwartz kernel $[\varnothing_i]$ belongs to $S^{−6}_{\Gamma}(M^3)$ for $\Gamma = \mathbb{R}^* \{(x = y = z) \subset M^3\}$.

In other words, $[\varnothing_i]$ is a particular case of a conormal distribution whose wavefront set is concentrated along the deepest diagonal of $M^3$.

**Proof** – We shall assume without loss of generality that $[\varnothing_i]$ is a compactly supported distribution on $(\mathbb{R}^d)^3$. Recall $[\varnothing_i]$ is expressed as a series

$$
[\varnothing_i](x, y, z) = \sum_{k \leq 1, \ell \leq 1} P^i_k(x, y) \tilde{P}^i_\ell(y, z)
$$

where $P, \tilde{P}$ are generalized Littlewood-Paley-Stein projectors in our sense. We use the diagonal bound on the Littlewood-Paley-Stein projectors $P^i_k, \tilde{P}^i_\ell$ We use the fact that we control the
scaling behaviour of each kernel, in local chart $U^3$ near the smallest diagonal $(x = y = z)$, we have the behaviour for $(h_1, h_2) \neq (0, 0) \in \mathbb{R}^d$

$$| \circ [y + h_1, y, y + h_2] | \leq \sum_{|k - \ell| \leq 1} | P_k(y + h_1, y) \tilde{P}_\ell(y, y + h_2) |$$

$$\lesssim \sum_{|k - \ell| \leq 1} 2^{(k + \ell) d} (1 + 2^k |h_1|)^{-N} (1 + 2^\ell |h_2|)^{-N}$$

where the dimension $d = 3$. Beware that the right-hand side of the above estimate blows up when $h_1 = h_2 = 0$ and the kernel $[\circ [\cdot]$ is not even in $L^1_{\text{loc}}$. However the series $\sum_{|k - \ell| \leq 1} P_k(y + h_1, y) \tilde{P}_\ell(y, y + h_2)$ defining $[\circ [\cdot]$ converges in the sense of distributions of order 0. The same estimate with derivatives reads

$$| \partial_{h_1} \partial_{h_2} \circ [y + h_1, y, y + h_2] | \lesssim \sum_{\ell = 1}^\infty 2^{(2d + |\alpha| + |\gamma|) \ell} (1 + 2^\ell |h_1|)^{-N} (1 + 2^\ell |h_2|)^{-N}$$

where $(\alpha, \beta, \gamma)$ are arbitrary multi-indices. The above bound implies that the series

$$\sum_{|k - \ell| \leq 1} P_k(y + h_1, y) \tilde{P}_\ell(y, y + h_2)$$

converges absolutely in $C^\infty$ when $(h_1, h_2) \neq (0, 0)$ which means that $[\circ [\cdot]$ is smooth outside the deepest diagonal. The distribution $[\circ [\cdot]$ is compactly supported hence its Fourier transform is well-defined. We need to carefully justify the series $\sum_{|k - \ell| \leq 1} P_k(y + h_1, y) \tilde{P}_\ell(y, y + h_2)$ converges in conormal distributions. It suffices to control the microlocal convergence in one chart of $U \times U \times U$ since the wave front set behaves functorially under pull-backs \cite{13}. Note that from the definition

$$[\circ [\cdot] = \sum_{|k - \ell| \leq 1} \psi(\kappa(x)) \Delta_k(\kappa(x) - \kappa(y)) \chi(x) \psi(\kappa(y)) \psi(\kappa(y)) \Delta_e(\kappa(y) - \kappa(z)) \chi(z)$$

where $\kappa : U \mapsto \kappa(U) \subset \mathbb{R}^d$ is a given chart, we get

$$T = (\kappa \times \kappa \times \kappa) \circ [\cdot] = \sum_{|k - \ell| \leq 1} \psi(x) \Delta_k(x - y) \kappa^* \chi(x) \psi(y) \Delta_e(y - z) \kappa^* \chi(z).$$

Since the functions $\chi, \chi, \psi, \tilde{\psi}$ are smooth compactly supported, an explicit calculation using the Fourier transform yields

$$| \tilde{T}(\xi, \eta, \zeta) | = \left| \sum_{|k - \ell| \leq 1} \frac{1}{(2\pi)^{2d}} \int \psi(x)e^{i\theta_1 \cdot (x-y)} \psi(2^{-k} \theta_1) \kappa^* \chi(y) \psi(y)e^{i\theta_2 \cdot (y-z)} \psi(2^{-\ell} \theta_2) \kappa^* \chi(z) \right|$$

$$\times e^{-i(\xi \cdot x + \eta \cdot y + \zeta \cdot z)} d\theta_1 d\theta_2 dx dy dz$$

$$= \left| \sum_{|k - \ell| \leq 1} \frac{1}{(2\pi)^{2d}} \int \psi(2^{-k} \theta_1) \psi(2^{-\ell} \theta_2) \psi(\xi - \theta_1) \kappa^* \chi(\eta + \theta_1 - \theta_2) \kappa^* \chi(\zeta + \theta_2) d\theta_1 d\theta_2 \right|$$

One needs to argue geometrically to control the Fourier decay of $| \tilde{T}(\xi, \eta, \zeta) |$ on small closed conic set avoiding the subspace $\{ \xi + \eta + \zeta = 0 \}$ which is the fibre of the conormal of $\{ x = y = z \}$. For any $(\xi_0, \eta_0, \zeta_0) \neq (0, 0, 0)$ such that $\xi_0 + \eta_0 + \zeta_0 \neq 0$. Assume without loss of generality that $\xi_0 \neq 0$ (the other cases are treated symmetrically), then there exists a closed conic neighbourhood $V \subset \mathbb{R}^3$ of $(\xi_0, \eta_0, \zeta_0)$ which does not meet $\{ \xi + \eta + \zeta = 0 \}$ such that for some $\delta > 0$, $(\xi, \eta, \zeta) \in V \implies | \xi + \eta + \zeta | \geq \delta | \xi |$. 

The first geometric inequality reads for three vectors \((A, B, C) \in (\mathbb{R}^d)^3\):

\[
(1 + |A|)^{-N}(1 + |B|)^{-N}(1 + |C|)^{-N} \lesssim (1 + |A \pm B \pm C|)^{-N}.
\]

The second geometric inequality we shall use reads

\[
1 + |A| \leq (1 + |A - B|)(1 + |B|) \implies (1 + |A - B|)^{-d-1} \leq \frac{(1 + |A|)^{d+1}}{(1 + |B|)^{d+1}}.
\]

Applying a change of variables then using both inequalities to \(|\tilde{T}(\xi, \eta, \zeta)|\) yields that for \((\xi, \eta, \zeta) \in V\), we have

\[
\tilde{T}(\xi, \eta, \zeta) = \sum_{|k| \leq 1} \frac{1}{(2\pi)^d} \int \psi(2^{-k}\xi)\psi(2^{-k}\eta)\tilde{\psi}(\xi - \theta_1)\tilde{\psi}(\eta + \theta_1 - \theta_2)\tilde{\psi}(\zeta + \theta_2)\,d\theta_1\,d\theta_2
\]

and an upper bound for \(|\tilde{T}(\xi, \eta, \zeta)|\) of the form

\[
\left| \sum_{|k| \leq 1} 2^{(k+1)d} \int \psi(2^{-k}\xi)\psi(2^{-k}\eta)\tilde{\psi}(\xi - \theta_1)\tilde{\psi}(\eta + \theta_1 - \theta_2)\tilde{\psi}(\zeta + \theta_2)\,d\theta_1\,d\theta_2 \right|
\]

\[
\lesssim \sum_k 2^{2kd} \int \psi(\theta_1)\psi(\theta_2)(1 + |\xi - 2^k\theta_1|)^{-N-4d-2}(1 + |\zeta + 2^k\theta_2|)^{-N-2d-1}
\times (1 + |\eta + 2^k\theta_1 - 2^k\theta_2|)^{-N-2d-1} \,d\theta_1\,d\theta_2
\]

\[
\lesssim \sum_k 2^{2kd} \int \psi(\theta_1)\psi(\theta_2) (1 + |\xi|)^{d+1} (1 + |\zeta - 2^k\theta_1|)^{-N-2d-1} \,d\theta_1\,d\theta_2
\]

\[
\lesssim (1 + |\xi + \eta + \zeta|)^{-N-2d-1} \sum_k 2^{-k} \lesssim (1 + |\xi + \eta + \zeta|)^{-N}
\]

since one has

\[1 + |\xi| \lesssim 1 + |\xi + \eta + \zeta|\]

on \(V\). This proves the convergence of the series defining \([\circ_1]\) in the conormal distributions whose wavefront set is contained in \(N^\ast \{(x = y = z)\} \subset M^3\).

To probe the microlocal regularity under scalings, we just need to scale the representation of \([\circ_1]\) by a small factor \(\lambda = 2^{-j}\) in the chart \(\kappa_i\) used to define both \(P_k, \tilde{P}_j\), then we will use the invariance of wave front sets under pull-backs together with the normal form result on scaling fields to conclude. First in the chart \(\kappa_i \times \kappa_i \times \kappa_i : U \times U \times U \to (\mathbb{R}^d)^3\), we have

\[
[\circ_1](y + 2^{-j}h_1, y, y + 2^{-j}h_2) = \sum_{|k| \leq 1} 2^{(k+1)d} \kappa_i \cdot \tilde{\psi}(2^{-j}h_1)\psi(y)\tilde{\psi}(2^{-j}h_2)\kappa_i \cdot \chi(y + 2^{-j}h_2)
\]

\[
= 2^{2jd} \sum_{|k| \leq 1} 2^{(k+1)d} \kappa_i \cdot \tilde{\psi}(2^{-j}h_1)\psi(y)\tilde{\psi}(2^{-j}h_2)\kappa_i \cdot \chi(y + 2^{-j}h_2).
\]

We need to justify that the series

\[
\sum_{|k| \leq 1} 2^{(k+1)d} \kappa_i \cdot \tilde{\psi}(2^{-j}h_1)\psi(y)\tilde{\psi}(2^{-j}h_2)\kappa_i \cdot \chi(y + 2^{-j}h_2)
\]

is bounded in conormal distributions uniformly in the index \(j\). Beware that the above series only converges in the sense of distributions of order 0 (one can think of them as elements in the
One has, for all \( \epsilon > 0 \),
\[
\sum_{|k-l|\leq 1,|i|,|j|\geq 1} 2^{d} K_{i+j}(y, 2^ih_1)2^{kd} \hat{K}_i(y, 2^kh_2)
\]
\[
+ \sum_{|k-l|\leq 1,|i|,|j|\leq j} 2^{-d} K_{i}(y, 2^{-f}h_1)2^{-kd} \hat{K}_i(y, 2^{-k}h_2)
\]
where the first term underbraced converges in conormal distributions and is bounded uniformly in \( j \), and the second term is bounded uniformly in \( j \) in the space of smooth functions. So noting that \( d = 3 \) and for \( 2^{-j} = \lambda \), we conclude that the family \( \lambda^{-6}[\circ_i]\{y + \lambda, y, y + \lambda\}, \lambda \in (0,1] \) forms a bounded family of distributions in \( D^2(U^3) \) for \( \Gamma = N^*\{h_1 = h_2 = 0\} \) where we fixed a very specific scaling towards the deepest diagonal. The scaling depends on the choice of chart \( \kappa_i \). It remains to show that the statement is intrinsic, it holds true for any scaling field in the sense of [6], [17, def 2.1] w.r.t. the deep diagonal \( d_3 \subset M^3 \). For any pair of scaling fields \( \rho_1, \rho_2 \) defined near \( d_3 \subset M^3 \), \( e^{-it\rho_2} = \Psi(t) e^{-it\rho_1} \) where \( \Psi(t) : \Omega \subset M^3 \mapsto \Omega \subset M^3 \) is some family of local diffeomorphisms defined in some neighborhood \( \Omega \) of \( d_3 \) fixing \( d_3 \subset M^3 \) which has a well-defined limit when \( t \to +\infty \) by [16 Prop 2.3 p. 826]. If \( e^{-it\rho_1} \) is bounded in \( D^2_{N^*d_3} \), then
\[
e^{-it\rho_1} \Psi(t) e^{-it\rho_1} [\circ_i] = e^{-it\Psi(t)^*} e^{-it\rho_1} [\circ_i]
\]
where the family \( \Psi(t)^* e^{-it\rho_1} [\circ_i] \) is bounded in \( D^2_{N^*d_3} \) since \( e^{-it}\rho_1 [\circ_i] \) bounded in \( D^2_{N^*d_3} \), continuity of the pull–back by \( \Psi(t)^* \) [15] and the fact that the family \( \Psi(t) \) has a well–defined smooth limit when \( t \to +\infty \).

8 – Composing \( \Psi_P^a \) with \( \Psi_H^b \)

In this section, we prove a weak form of composition theorem for our parabolic calculus. We denote by \( \circ \) the composition of kernels in the space variables. More precisely,
\[
K_1 \circ K_2(x, y) := \int_{z \in M} K_1(x, z) K_2(z, y) \mu_y(dz)
\]
where \( \mu_y \) is the Riemannian volume form on \( M \). Recall that the heat calculus \( \Psi_H \) was defined in Theorem 6.5 and the parabolic calculus in Definition 6.3. We prove the following composition Theorem:

**Theorem 8.1** – Let \( M \) be a smooth closed manifold of dimension \( d \). Pick \( A \in \Psi_P^a(M) \) and \( B \in \Psi_H^b(M) \) with
\[
\begin{cases}
a, b \leq -1 \\
d + 2a + 2b \geq 0
\end{cases}
\]
Set
\[
C(t_1, t_2, x, y) := \int_{-L}^{\inf(t_1, t_2)} A(t_2 - s) \circ B(t_1 - s) ds.
\]
One has, for all \( \epsilon > 0 \),
\[
\begin{cases}
C \in \Psi_P^{a+b} & \text{if } d + 2a + 2b > 0 \\
C \in \Psi_P^{a+b+\epsilon} & \text{if } d + 2a + 2b = 0
\end{cases}
\]
Moreover, the composition is bilinear hypocontinuous for the respective topologies.

Note that the hypocontinuity implies the sequential continuity for the composition. Note also that the composition cannot remain in the heat calculus, since we no longer have the off-diagonal small time decay. It makes natural that the result of the composition should be valued in the parabolic calculus. For applications to the renormalization of the quartic and quintic trees, especially for the explicit extraction of the counterterms, we use the above result with \( a = -\frac{3}{2}, b = -1 \) and \( \dim(M) = 3 \). In that case one has \( 3 + 2 - 3 - 2 = 0 \).
Assume therefore the second piece underbraced is well-defined and is going to be smoothing in the subspace \( \chi \) some function

Now observe that diagonal \( \chi \) time argument or is smoothing in the space variables and therefore a first cut-off function \( \chi \) \( x, z \) supported in the variables \( (x, z) \) respectively, they are proper operators, so that we may insert a first cut-off function \( \chi_1 \in C_c^\infty \) in the variable \( z \) in the composition without affecting the analytical properties of \( C \).

We now work with

\[
C = \int_{-L}^{\infty(t_1, t_2)} \int_{\mathbb{R}^d} A(t_1 - s, x, x - z)B(t_2 - s, z, z - y)\chi_1(z)dzds + \text{smoothing}
\]

where \( \chi_1 = 1 \) on the support of \( B \). We use the following simple argument to justify \( C \) is well-defined when \( t_2 > t_1 \) as can be seen from the explicit bound

\[
|C(t_2 - t_1, x, x - y)| = \left| \int_{-L}^{t_1} \int_{z \in \mathbb{R}^d} A(t_1 - s, x, x - z)B(t_2 - s, z, z - y)\chi_1(z)dzds \right| \leq \int_{\mathbb{R}^d} \int_{-L}^{t_1} \left( \sqrt{|l_2 - s| + |x - z|} \right)^{d+2+2a} \left( \sqrt{|l_1 - s| + |y - z|} \right)^{d+2+2a} dzds.
\]

Since \( t_2 > t_1 \), only one factor \( \left( \sqrt{|l_1 - s| + |y - z|} \right)^{2-2b-d} \) blows up when \( (z, s) = (y, t_1) \). But this is integrable since for all \( b \leq -1 \) and all test function \( \chi \in C_c^\infty(\mathbb{R}_{\geq 0} \times \mathbb{R}^d) \) the following integral is bounded

\[
\int_{\mathbb{R}^{1+d}} \frac{\chi(u, z)}{\sqrt{|u| + |z|}^{d+2+2a}} dzdu \leq \int_{\mathbb{R}^{1+d}} \frac{\chi(u, z)}{\sqrt{|u| + |z|}^{d+2+2a}} dzdu \leq \int_{\mathbb{R}^{1+d}} \frac{\chi(u^2, z)}{|u| + |z|}^{2(b-d)} dvdu < +\infty,
\]

the other factor \( \chi_1(z)\left( \sqrt{|l_2 - s| + |x - z|} \right)^{-(d+2+2a)} \) is treated as test function of \( z, s \), which shows the existence of the integral. We next localize the integral over the diagonals. Choose some function \( \chi_2(t_2 - t_1, t_1 - s, x - z, z - y) \) which equals 1 in some neighborhood of the subspace \( \{ x = z, y = z, t_2 = t_1, t_1 = s \} \). We are then at least one of the two kernels \( A, B \) that has either strictly positive time argument or is smoothing in the space variables and therefore \( A(t_2 - s) \circ B(t_1 - s) \) will be smoothing in space variables. The next step is to localize the composition near the triple diagonal. We choose some function \( \chi_2(t_2 - t_1, t_1 - s, x - z, z - y) \) which equals 1 near the triple diagonal \( \{ x = z, y = z, t_2 = t_1, t_1 = s \} \). Then the composition decomposes as

\[
\int_{-L}^{\infty(t_1, t_2)} \int_{\mathbb{R}^d} A(t_1 - s, x, x - z)\chi_2(t_2 - t_1, t_1 - s, x - z, z - y)B(t_2 - s, z, z - y)\chi_1(z)dzds + \int_{-L}^{\infty(t_1, t_2)} \int_{\mathbb{R}^d} A(t_1 - s, x, x - z)(1 - \chi_2(t_2 - t_1, t_1 - s, z - y))B(t_2 - s, z, z - y)\chi_1(z)dzds.
\]

Now observe that \( B \) is smoothing off-diagonal and compactly supported in the \( z \) variable, therefore the second piece underbraced is well-defined and is going to be smoothing in the
The next step is to scale the composite operator exactly at scale \( \chi \) which in turn implies

\[
C(t_2 - t_1, s, x - z) = \chi(t_2 - t_1, s, x - z) \chi_1(z)dzds
\]

where all singularities of \( C \). We use the following notation for the parabolic action on a space-time point \( (t_2 - t_1, s, x - z, z - y) \in \mathbb{R}^{2+2d} \), for every \( \lambda > 0 \)

\[
\lambda \cdot (t_2 - t_1, s, x - z, z - y) := \left( \lambda^2(t_2 - t_1), \lambda^2(t_1 - s), \lambda(x - z), \lambda(z - y) \right),
\]

where \( (0, +\infty) \) acts by parabolic scalings on space-time points of \( \mathbb{R}^{2+2d} \). We will use a multiple scale decomposition of the cut-off function \( \chi_2 \) as follows

\[
\chi_2 = \chi_2(\lambda^{-1} \cdot (t_2 - t_1, t_1 - s, x - z, z - y)) + \int_\lambda^1 \psi(\mu^{-1} \cdot (t_2 - t_1, t_1 - s, x - z, z - y)) d\mu
\]

where the piece \( \chi_2(\lambda^{-1}(t_2 - t_1, t_1 - s, x - z, z - y)) \) is concentrated at scale \( \lambda \) near \( \{x = z, y = z, t_2 = t_1, t_1 = s\} \), and \( \psi = -\lambda^d \frac{\partial}{\partial \lambda} \chi_2(\lambda) \big|_{\lambda=1} \) and the integral is a continuous decomposition at every scale ranging from \( \lambda \) to 1. Replacing the above decomposition in the definition of the composite operator \( C \) yields

\[
C(t_2 - t_1, x, x - y) = \int_{\mathbb{R}^d} A(t_1 - s, x - z) \chi_2(\lambda^{-1} \cdot (t_2 - t_1, t_1 - s, x - z, z - y)) B(t_2 - s, z, z - y) \chi_1(z)dzds + \int_\lambda^1 \int_{\mathbb{R}^d} A(t_1 - s, x - z) \psi(\mu^{-1} \cdot (t_2 - t_1, t_1 - s, x - z, z - y)) B(t_2 - s, z, z - y) \chi_1(z)dzds d\mu
\]

The next step is to scale the composite operator exactly at scale \( \lambda \)

\[
C(\lambda^2(t_2 - t_1), x, \lambda(x - y)) = C_1 + C_2
\]

\[
C_1 = \lambda^{d+2} \int_{(t_1 - (t_1 + L)) \lambda^{-2}}^1 A(\lambda^2(t_1 - s), x, \lambda(x - z)) \chi_2(t_2 - t_1, t_1 - s, z - y) \times B(\lambda^2(t_2 - s), z, \lambda(z - y)) \chi_1(\lambda(z - y) + y) dzds
\]

\[
C_2 = \lambda^{d+2} \int_{\lambda}^1 \int_{(t_1 - (t_1 + L)) \lambda^{-2}}^1 A(\lambda^2(t_1 - s), x, \lambda(x - z)) \times \psi(\mu^{-1} \cdot (t_2 - t_1, t_1 - s, z - y)) B(\lambda^2(t_2 - s), z, \lambda(z - y)) \chi_1(\lambda(z - y) + y) dzds d\mu
\]

where we made a change of variables \( s \mapsto \lambda^2(s - t_1) + t_1, z \mapsto \lambda(z - y) + y \) in the integrals. Then we bound the above two different terms in terms of bounds on \( A, B \). The assumptions on \( A, B \) imply the bounds

\[
|A(t_1 - s, x, x - z)| \lesssim (\sqrt{t_1 - s} + |x - z|)^{-d-2a-2},
\]

and

\[
|B(t_2 - s, z, z - y)| \lesssim (\sqrt{t_2 - s} + |z - y|)^{-d-2-2b},
\]

which in turn imply

\[
C_1 \lesssim \lambda^{d+2} \lambda^{-2d-4-2a-2b} \int_{(t_1 - (t_1 + L)) \lambda^{-2}}^1 A(\lambda^2(t_1 - s), x, \lambda(x - z)) \times (\sqrt{t_1 - s} + |x - z|)^{-d-2a-2} \chi_2(t_2 - t_1, t_1 - s, x - z, z - y) \chi_1(\lambda(z - y) + y) dzds
\]

\[
\lesssim \lambda^{-d-2-2a-2b},
\]
since the product \( \chi_2(t_2 - t_1, t_1 - s, x - z, z - y) \chi_1(\lambda(z - y) + y) \) is compactly supported in \( z, s \) uniformly in \( y \in U, \lambda \in (0, 1] \). For \( C_2 \), we have the upper bound

\[
\lambda^{-d-2-2a-2b} \int_0^1 \int_{(t_1 - (t_1 + L))} \int_{\mathbb{R}^d} (\sqrt{t_1 - s + |x - z|})^{-d-2a-2} \times \\
\psi\left( (\lambda \mu^{-1}) \cdot (t_2 - t_1, t_1 - s, x - z, z - y) \right) (\sqrt{t_2 - s + |y - z|})^{-d-2b} \chi_1(\lambda(z - y) + y) dz ds d\mu.
\]

Now we use the fact that

\[
(\sqrt{t_2 - s + |z - y|})^{-d-2-2b} \simeq (\frac{\mu}{\lambda})^{-d-2-2b}
\]

and

\[
(\sqrt{t_1 - s + |x - z|})^{-d-2a-2} \simeq (\frac{\mu}{\lambda})^{-d-2a}
\]

on the support of \( \psi(\lambda \mu^{-1}) \cdot (t_2 - t_1, t_1 - s, x - z, z - y) \) because this function is supported on a corona of radius \( \simeq \frac{\lambda}{\mu} \) and also that the integral

\[
\int_{\mathbb{R}^{d+1}} \psi\left( (\lambda \mu^{-1}) \cdot (t_2 - t_1, t_1 - s, x - z, z - y) \right) dz ds d\mu \lesssim \left\{ \sqrt{t_1 - s + |z - y|} \right\} \lesssim \left( \frac{\mu}{\lambda} \right)^{d+2},
\]

since we are just bounding by the volume of some parabolic ball of radius \( \frac{\mu}{\lambda} \). Combining the three previous bounds yields the estimate

\[
C_2 \lesssim \lambda^{-d-2-2a-2b} \int_0^1 \left( \frac{\mu}{\lambda} \right)^{-d-2-2b} \left( \frac{\mu}{\lambda} \right)^{-d-2a} \left( \frac{\mu}{\lambda} \right)^{d+2} d\mu = \lambda^{d+2} \int_0^1 \mu^{-d-2a-2b} d\mu \lesssim \lambda^{-d-2a-2b}
\]

if \( d - 2a - 2b \neq 0 \). If \( d - 2a - 2b = 0 \) then \( C_1 = O(1) \) when \( \lambda > 0 \) goes to 0 and we get a logarithmic bound for \( C_2 \) of the form

\[
C_2 \lesssim |\log \lambda|.
\]

So, for the moment, we proved that

\[
C(\lambda^2(t_1 - t_2), x, \lambda(x - y)) = O(\lambda^{-d-2-2a-2b})
\]

when \( d + 2a + 2b > 0 \) and

\[
C(\lambda^2(t_1 - t_2), x, \lambda(x - y)) = O(|\log \lambda|)
\]

when \( d + 2a + 2b = 0 \). To conclude that the composite operator \( C \) still belongs to \( \Psi_P \), we need to prove that the above bounds still hold when we test \( C \) against elements of the module \( \mathcal{M} \) of vector fields tangent to the diagonal \( \{ t_1 = t_2, x = y \} \subset \mathbb{R}^{1+d} \times \mathbb{R}^{1+d} \).

The stability of the bounds by testing against tangent vector fields is treated separately in Lemma 8.2.

The proofs of the composition Theorems is not done yet, we still need to show that we have the same estimates when we differentiate with vector fields \( L_1, \ldots, L_k \) that belong to the generators of the module \( \mathcal{M} \) of vector fields tangent to \( \{ t_1 = t_2, x = y \} \subset \mathbb{R}^{1+d} \times \mathbb{R}^{1+d} \).

**Lemma 8.2** – Under the assumptions of Theorem 8.1, for every \( L \in \mathcal{M} \) in the tangent module, the kernel \( \mathcal{K} \) satisfies the same estimate as \( C \):

\[
|LC(t_1, t_2, x, y)| \leq \frac{C_L ( |t_2 - t_1| + |x - y|^2 )^{d+2a+2b} }{2}.
\]

**Proof** – We reduce the proof to some local computation in local coordinates involving generators of \( \mathcal{M} \). We will do the detailed calculation for translations of the form \( \partial_x^i + \partial_y^i \) (translation) and for general linear vector fields fixing the diagonal \( \{ x - y = 0 \} \subset U \times U \) of the form \( M(x - y) \cdot \partial_x \). This covers the following important examples: \( (x^i - y^i) \partial_x^i - (x^k - y^k) \partial_x^i \) (translation), \( (x^i - y^i) \partial_x^i \) (scaling), \( (x^i - y^i) \partial_x^i + (x^k - y^k) \partial_x^i \) (boosts) in the situation of Theorem
and we leave to the reader the other computations which follow the same pattern. We start with the translations

\[(\partial_{x'} + \partial_{y'}) C(t_1, t_2, x, y) = (\partial_{x'} + \partial_{y'}) \int_{\mathbb{R}^d} \int_{-L}^{\text{inf}(t_1, t_2)} A(t_2 - s, x, z) B(t_1 - s, z, y) \chi(z) ds dz\]

\[= \int_{\mathbb{R}^d} \int_{-L}^{\text{inf}(t_1, t_2)} ((\partial_{x'} + \partial_{z'}) A)(t_2 - s, x, z) B(t_1 - s, z, y) \chi(z) ds dz\]

\[+ \int_{\mathbb{R}^d} \int_{-L}^{\text{inf}(t_1, t_2)} A(t_2 - s, x, z)((\partial_{y'} + \partial_{z'}) B)(t_1 - s, z, y) \chi(z) ds dz\]

\[+ \int_{\mathbb{R}^d} \int_{-L}^{\text{inf}(t_1, t_2)} A(t_2 - s, x, z) B(t_1 - s, z, y)(\partial_{y'} \chi)(z) ds dz.\]

We see we can repeat the bounds of the proof of Theorem 8.1 on each term using the crucial information that both \((\partial_{x'} + \partial_{z'})\) and \((\partial_{y'} + \partial_{z'})\) are in the tangent algebra of the respective diagonals \(\{x = z\}\) and \(\{y = z\}\) and the stability of the two kernels \(A, B\) in \(\Psi_0\) by derivation by the tangent Lie algebra. Given a matrix \(M \in M_d(\mathbb{R})\), we use the short hand notation \(M(x-y) \partial_x\) for the vector field \(M^j(x-y)^j \partial_x\) where we sum over repeated indices. Differentiating at \(t = 0\) yields the exact identities

\[M(x-y) \cdot \partial_x \int_{-L}^{\text{inf}(t_1, t_2)} A(t_2 - s) \circ \chi B(t_1 - s) ds\]

\[= \int_{-L}^{t_1} \left( M(x-z) \cdot \partial_x A \right) \circ \chi B + \left( (M(z-y) \cdot \partial_y M) + (M(z-y) \cdot \partial_x B) \right) \circ \chi B\]

\[+ A \circ \chi B + A \circ (M(z-y) \cdot \partial_y \chi) B ds\]

we decompose in different groups where we underbracce the vector fields which are tangent to the diagonal of the corresponding kernel. As usual, we decomposed \(M(x-y) \cdot \partial_x \int_{-L}^{\text{inf}(t_1, t_2)} A(t_2 - s) \circ \chi B(t_1 - s) ds\) as a sum of three compositions of operators where the operators still satisfy the assumptions of Theorem 8.1 so we are done.

\[\triangleright\]

**A – A commutator identity on \(\mathbb{R}^d\).**

We prove in this appendix a commutator estimate for triple paraproducts on \(\mathbb{R}^d\), the result we establish is originally due to Bony [12] Thm 2.3 p. 215] but we thought it would be useful to include a complete detailed proof here since it plays a central role for the proof of Theorem 1.1 and the original paper [12] is written in French.

We are given \((f, g, h)\) where \(f \in C^{\alpha_1}, g \in C^{\alpha_2}\) and \(h \in C^\beta\) where \(\alpha_1, \alpha_2 > 0\) and \(\beta < 0\). We would like to control a commutator:

\[f \triangleleft (g \triangleleft h) - (f \triangleleft g) \triangleleft h.\]

**Lemma A.1** – Let \(f \in C^{\alpha_1}(\mathbb{R}^d), g \in C^{\alpha_2}(\mathbb{R}^d)\) and \(h \in C^\beta(\mathbb{R}^d)\) where \(\alpha_1, \alpha_2 > 0\) and \(\beta < 0\). Then we have

\[\|f \triangleleft (g \triangleleft h) - (f \triangleleft g) \triangleleft h\|_{\alpha_1 \vee \alpha_2 + \beta} \lesssim \|f\|_{\alpha_1} \|g\|_{\alpha_2} \|h\|_{\beta}.\]

**Proof** – We first deal with the term \(f \triangleleft (g \triangleleft h)\). By definition, we write:

\[f \triangleleft (g \triangleleft h) = \sum_{i=2}^{\infty} S_{i-2}(f) \Delta_i \left( \sum_{j=2}^{\infty} S_{j-2}(g) \Delta_j(h) \right).\]

In the sequel, we shall repeatedly use the following result that can be found in [43 Lemma 3 p. 280].
Lemma A.2 — Let \( p \) be a real number, \( p \notin \mathbb{N} \) and \( 0 < a < b \) be given. If we are given a sequence \( a_j \) of smooth functions such that \( \|a_j\|_{L^\infty} = O(2^{-jp}) \) and each \( a_j \) is Fourier supported in coronas \( \{ a2^j \leq |\xi| \leq b2^j \} \), then the series \( \sum_{j=0}^{\infty} a_j \) converges in the Hölder space \( C^p = B^p_{\infty,\infty} \).

The first crucial observation, since \( \Delta_i \) localizes in Fourier space on the corona \( \{ 2^{i-1} \leq |\xi| \leq 2^{i+1} \} \) and that each \( S_{j-2}(g)\Delta_j(h) \) is supported in the corona \( 2^{j-2} \leq |\xi| \leq 2^{j+2} \), necessarily the double sum over both \( i, j \) localizes on the diagonal \( |i-j| \leq 3 \). So we rewrite the previous term as a double sum

\[
\sum_{|i-j| \leq 3, i, j \geq 2} S_{i-2}(f)\Delta_i(S_{j-2}(g)\Delta_j(h)).
\]

The second observation is that if we fix \( j \), then the sum of the five terms:

\[
\sum_{i=j-3}^{j+3} \Delta_i(S_{j-2}(g)\Delta_j(h)) = S_{j-2}(g)\Delta_j(h)
\]

this is because \( \psi(2^{-j+3}\xi)+\cdots+\psi(2^{-j-3}\xi) = 1 \) on the corona \( 2^{j-2} \leq |\xi| \leq 2^{j+2} \) by construction of the Littlewood-Paley-Stein partition of unity. Therefore at fixed \( j \), we can add and subtract as follows

\[
\sum_{i=j-3}^{j+3} S_{i-2}(f)\Delta_i(S_{j-2}(g)\Delta_j(h)) = \sum_{i=j-3}^{j+3} S_{j-5}(f)\Delta_i(S_{j-2}(g)\Delta_j(h)) - \sum_{i=j-3}^{j+3} (S_{i-2}-S_{j-5})(f)\Delta_i(S_{j-2}(g)\Delta_j(h))
\]

\[
= S_{j-5}(f)S_{j-2}(g)\Delta_j(h) - \sum_{i=j-3}^{j+3} (S_{j-5,i-2})(f)\Delta_i(S_{j-2}(g)\Delta_j(h))
\]

then in the second line, we used the second miracle equation \( (A.1) \). We define \( (S_{j-5,i-2}) \) as the difference \( (S_{i-2}-S_{j-5}) \) and we observe that \( (S_{j-5,i-2})(f) \) is Fourier supported on some corona contained in the shell \( |\xi| \leq 2^{i-2} \). Since \( \Delta_i(S_{j-2}(g)\Delta_j(h)) \) is supported in the shell \( 2^{j-1} \leq |\xi| \leq 2^{j+1} \) because of the localizing property of \( \Delta_i \), the discrepancy \( i - 2, i \) makes the support of the product \( (S_{j-5,i-2})(f)\Delta_i(S_{j-2}(g)\Delta_j(h)) \) a corona around \( |\xi| \approx 2^j \). From the Hölder regularities assumptions on the functions \( (f, g, h) \), we get the bound

\[
\left\| \sum_{i=j-3}^{j+3} (S_{j-5,i-2})(f)\Delta_i(S_{j-2}(g)\Delta_j(h)) \right\|_{L^\infty} \lesssim \sum_{i=j-3}^{j+3} \|(S_{j-5,i-2})(f)\|_{L^\infty}\|\Delta_i(h)\|_{L^\infty}
\]

\[
\lesssim 2^{-j(\alpha_1+\beta)} \lesssim 2^{-j(\alpha_1+\beta)}
\]

where we use the fact that \( S_{j-2}(g) \) is bounded uniformly in the index \( j \) since \( g \in C^{\alpha_2} \) for \( \alpha_2 > 0 \). So the series

\[
\sum_{j} \left( \sum_{i=j-3}^{j+3} (S_{j-5,i-2})(f)\Delta_i(S_{j-2}(g)\Delta_j(h)) \right)
\]

is a series of functions supported in coronas \( a2^j \leq |\xi| \leq b2^j \) for \( 0 < a < b \) and thus converges absolutely in \( C^{\alpha_1+\beta} \). This tells us that in the equality

\[
\sum_{i=j-3}^{j+3} S_{i-2}(f)\Delta_i(S_{j-2}(g)\Delta_j(h)) = S_{j-5}(f)S_{j-2}(g)\Delta_j(h) - \sum_{i=j-3}^{j+3} (S_{j-5,i-2})(f)\Delta_i(S_{j-2}(g)\Delta_j(h))
\]
the sum $\sum_{i+j=5} \Delta_i f \Delta_j h(\alpha_1 + \beta)$. So for the moment, we just proved that

$$f \prec (g \prec h) = \sum_{j \geq 5} S_{j-5}(f) S_{j-2}(g) \Delta_j(h) + C^{\alpha_1 + \beta}.$$ 

Now we would like to compare this quantity with

$$(fg) \prec (g-h) = \sum_{j \geq 5} S_{j-2}(fg) \Delta_j(h)$$

so the difference $f \prec (g \prec h) - (fg) \prec h$ reads

$$\sum_{j \geq 5} (S_{j-5}(f) S_{j-2}(g) - S_{j-2}(fg)) \Delta_j(h) + C^{\alpha_1 + \beta}.$$ 

Everything boils down to studying the difference $S_{j-5}(f) S_{j-2}(g) - S_{j-2}(fg)$ which we treat as follows. First decompose $fg = S_{j-5}(f) S_{j-5}(g) + R$ where the remainder contains at least either one of the two terms $\sum_{i \geq j - 5} \Delta_i(f)$ or $\sum_{i \leq j - 5} \Delta_i(g)$ in factor. Observe that

$$\sum_{i \geq j - 5} \Delta_i(f) = O_{C^1}(2^{-j\alpha_1})$$

and

$$\sum_{i \leq j - 5} \Delta_i(g) = O_{C^2}(2^{-j\alpha_2})$$

this is almost by construction of these objects and by definition of the Hölder norms. Therefore using the continuity of $S_{j-2} : C^* \rightarrow C^*$ acting on Hölder spaces where this is bounded uniformly in $j$, we deduce that $S_{j-2}(R) = O_{C^{\alpha_1 + \alpha_2}}(2^{-j(\alpha_1 + \alpha_2)})$ and $\sum_{j \geq 2} S_{j-2}(R) \Delta_j(h)$ is a series of functions each term supported in coronas $a2^i \leq |\xi| \leq b2^j$ for $0 < a < b$, $\|S_{j-2}(R) \Delta_j(h)\|_{L^\infty} = O(2^{-j(\alpha_1 + \alpha_2 + \beta)})$ and thus converges absolutely in $C^{\alpha_1 + \alpha_2 + \beta}$. Using the magic identity

$$S_{j-2}(S_{j-5}(f) S_{j-5}(g)) = S_{j-5}(f) S_{j-5}(g),$$

this means that the difference can be simplified as

$$S_{j-5}(f) S_{j-2}(g) - S_{j-2}(fg) = S_{j-5}(f) (S_{j-2}(g) - S_{j-5}(g)) - S_{j-2}(R)$$

and combining with the fact that $\sum_j S_{j-2}(R) \Delta_j(h) \in C^{\alpha_1 + \alpha_2 + \beta}$, the difference $f \prec (g \prec h) - (fg) \prec h$ now reads

$$\sum_{j \geq 5} S_{j-5}(f) S_{j-5,j-2}(g) \Delta_j(h) + C^{\alpha_1 + \alpha_2 + \beta},$$

we are done using again the fact that it is a series of functions supported in annular domains and that $\|S_{j-5}(f) S_{j-5,j-2}(g) \Delta_j(h)\|_{L^\infty} = O(2^{-j(\alpha_2 + \beta)})$. So we get

$$f \prec (g \prec h) - (fg) \prec h \in C^{\alpha_1 + \alpha_2 + \beta}$$

as required.
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