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Global harmonic analysis for Φ4
3 on closed Riemannian manifolds

I. BAILLEUL and N.V. DANG and L. FERDINAND and T.D. TÔ

Abstract. Following Parisi & Wu’s paradigm of stochastic quantization, we constructed in [6]

a Φ4 measure on an arbitrary compact, boundaryless, Riemannian manifold as an invariant
measure of a singular stochastic partial differential equation. The present work is a companion
to [6]. We describe here in detail the harmonic and microlocal analysis tools that we used. We

also introduce some new tools to treat the vectorial Φ4
3 model. This relies on a new Cole-Hopf

transform involving random bundle maps. We do not aim here for the greatest generality;
rather, we tried to keep our exposition relatively self-contained and pedagogical enough in the
hope that the techniques we show can be used in other settings.

1 – Introduction

Thanks to the recent breakthroughs of Hairer [29] and Gubinelli, Imkeller & Perkowski [26], a
certain class of stochastic partial differential equations (SPDEs) with low regularity coefficients
now have a robust solution theory. Examples of equations in this class include the KPZ equation

(∂t − ∂2x)u = (∂xu)
2 + ξ1,

the parabolic Φ4 equation

(∂t −∆+ 1)u+ u3 = ξ2, (1.1)

and the generalized parabolic Anderson model

(∂t −∆+ 1)u = F (u)ξ3,

A common feature to the above equations is that they do not make sense in a classical sense due
to the low regularity of the different driving noises ξ1, ξ2, ξ3. One needs to renormalize the PDE,
somehow subtracting some infinite counterterm in the equation itself, to have a well-defined
notion of solution. These recent seminal works, and the body of works that followed, allowed
a number of authors [30, 46, 44, 25, 7] to recover the existence of the celebrated Φ4

3 quantum
field theory measure first constructed by Glimm & Jaffe [22, 23] in the 2 and 3 dimensional
Euclidean space in the 70s. The extension of such results to a curved setting is a longstanding
open problem that matters from the point of view of constructive quantum field theory. We gave
in the work [6] the first construction of the dynamical Φ4 model on any compact, boundaryless,
3-dimensional Riemannian manifoldM and deduced from some functional properties of the long
time behaviour of the semigroup generated by the SPDE (1.1) the existence and non-triviality
of a Φ4 Gibbs measure

e−
∫
M

|∇u|2−
∫
M

u4

4∫
e−

∫
M

|∇u|2−
∫
M

u4

4 [Du]
, (1.2)

on M . This measure is seen as an invariant measure for the semigroup. Our construction is
naturally deeply rooted in the recent developments in the area of singular stochastic PDEs.

The present work is a companion paper of the work [6]. Our goal is to build in a relatively
simple and self-contained way all the tools from paradifferential calculus and microlocal analysis
on compact manifolds that we used in the existence proof of a ϕ43 measure on M in [6]. Most
of its content is independent of that precise problem, though, so we hope the reader will take
profit from what follows to investigate a number of other problems.

§1 – The Φ4
3 measure on a closed 3-dimensional manifold – We fix from now on a smooth

closed (i.e. compact, boundaryless) 3-dimensional Riemannian manifold (M, g) and let ∆ ··= ∆g

stand for the (negative) Laplace-Beltrami operator on M . We will denote by

P ··= 1−∆
1
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the massive Laplacian and by e−tP the corresponding heat kernel. The eigenfunctions fλ of P
form an orthonormal basis of L2(M). Let ξλ stand for a collection of independent real valued
Brownian motions indexed by the set of eigenvalues of P , defined on some probability space
(Ω,F ,P). Spacetime white noise on R ×M can be constructed as the random series

ξ ··=
∑
λ

ξλ ⊗ fλ.

It belongs almost surely to the parabolic Hölder space of regularity exponent −5/2− ϵ, for any
ϵ > 0. We let

ξr ··= er(∆−1)ξ

stand for the space regularized spacetime white noise – so ξr is still white in time. The work
[6] is dedicated to constructing a Gibbs measure that formally writes (1.2) as an invariant
probability measure of the parabolic Φ4 parabolic dynamics

∂tu = ξ + (∆− 1)u− u3. (1.3)

Set

ar ··=
r−1/2

8
√
2π3/2

, br ··=
|log r|
128π2

. (1.4)

One of the main results from [6] reads as follows. The constant 0 < ϵ is small enough and fixed
throughout.

Theorem – Pick ϕ ∈ C−1/2−ϵ(M). The equation

(∂t −∆+ 1)ur = ξr − u3r + 3(ar − br)ur (1.5)

with initial condition ϕ, has a unique solution over [0,∞) ×M in some appropriate function
space. For any 0 < T <∞ this random variable converges in probability in

C
(
[0, T ], C−1/2−ϵ(M)

)
as r > 0 goes to 0 to a limit u.

We note that obtaining a local in time well-posedness result for (1.5) is relatively elementary.
The non-trivial points in the preceding statement are the long time existence of that local in
time solution and its convergence as r > 0 goes to 0. The function u is what we define as the
solution to equation (1.3); it turns out to be a Markov process.

Theorem – The dynamics of u is Markovian and its associated semigroup on C−1/2−ϵ(M) has
an invariant non-Gaussian probability measure.

We defined in [6] a Φ4
3 measure as an invariant measure of this Markovian dynamics on

C−1/2−ϵ(M). The uniqueness of such an invariant measure is proved in [2], so we freely talk in
the sequel of the Φ4

3 measure. These results are proved by building on Jagannath & Perkowski’s
insight [33] that a clever change of variable turns the stochastic PDEs (1.5) into a PDE

(∂t −∆+ 1)vr = −Arv
3
r +Brv

3
r + Z2rv

2
r + Z1rvr + Z0r (1.6)

with random coefficients whose solution theory is elementary provided one a uniform control of
the coefficients in some appropriate spaces. The problems related to the low regularity of the
spacetime white noise ξ and the singular character of (1.3) are all transferred to the question of
proving the convergence in an appropriate space of the random coefficients. When formulated
in this way there is no need to use the tools of regularity structures or paracontrolled calculus
to set up an analytic framework for the study of (1.3). However the question of the convergence
of the random coefficients is fairly non-trivial and remains to be dealt with separately. As a
matter of fact the r-uniform control of one of the terms that appear in Jagannath & Perkowski’s
reformulation can be obtained using a number of basic tools from paracontrolled calculus.
Sections 2, 3 and 4 are dedicated to present these tools in a self-contained way. They are used
in Section 5 to prove a crucial r-uniform control on the above mentioned term. The random
coefficients Ar, Br, Z2,r, Z1r, Z0r are all continuous polynomial functions of eight distributions
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built from the Gaussian regularized noise ξr by some elementary operations. Building on
moment estimates we formulate the problem of the convergence of the random coefficients as a
problem of extension of some distributions defined the diagonales of some configuration spaces
over M . In doing so, we follow Epstein & Glaser’s approach to renormalization. The analysis
of this extension problem requires some tools from microlocal analysis that we explain in detail
in sections 6, 7 and 8.

We this global picture in mind we can now be more specific. Denote by

L ··= ∂t −∆+ 1

the heat operator and by L−1 its inverse with null initial condition at t = −∞. Set

r ··= L−1(ξr), r ··=:
2
:r, r ··= L−1( r), r ··= L−1(:

3
:r).

These stochastic terms are first regularized, since ξr is mollified, and then Wick renormalized.

A Cole-Hopf transform – The main idea of [33] is to introduce a new Cole-Hopf transform
which yields an optimal way to decompose the solution ur of (1.5) in such a way that all the
singularities of the SPDE are well-isolated. Setting

ur = r − r + e−3 r
(
vref,r + vr

)
where vref,r solves the equation

Lvref,r = 3e3 r

(
r r − br( r + r)

)
, vref,r(0) = 0,

the function vr is the solution of Equation (1.6) for some appropriate coefficients Ar, Br, Zir

and initial condition.

Theorem 1.1 – One has vref,r ∈
⋂

ϵ>0 CTC
1−ϵ(M) and

∇ r · ∇vref,r − br(e
3 r

r) ∈
⋂
ϵ>0

CTC
−2ϵ(M),

with estimates that are uniform as r > 0 goes to 0 in P-probability.

We use paradifferential calculus on compact manifolds as a key ingredient in our proof of
Theorem 1.1. Sections 2 to 4 are dedicated to giving a detailed exposition of paraproduct
operators and para-decomposition operators on arbitrary closed manifolds, and to establish
several commutator estimates on these objects, in the spirit of Gubinelli, Imkeller & Perkowski’
seminal work [26], as in Bailleul & Bernicot’s works [3, 4, 5]. Our setting in these sections is
general and our estimates hold for closed manifolds of any dimension. (A very nice related work
for the first part is the recent paper of Guillarmou & Poyferré [28] where they developed some
paradifferential calculus on manifolds. Some of our commutator estimates can be obtained from
[28] but we thought it would be useful to include some detailed proofs here to make our work
more self-contained, more pedagogical and show clearly the mechanism behind the proofs.) In
Section 5.2, we also extend Theorem 1.1 to Φ4

3 models whose fields take values in some vector
bundle over the manifold M . We explained in Section 6.2 of [6] how to construct a Φ4

3 measure
in this setting adding to the strategy used in the scalar case a key new ingredient: A new
vectorial Cole-Hopf transform which extends Jagannath & Perkowski’s transform to the bundle
case. Instead of multiplying a solution with the exponential of some random field we apply the
exponential of some random bundle endomorphism. It is interesting to note that the regularized
renormalized equation reads in that setting, for a coupling function λ,

(∂t −∆+ 1)ur = ξr − λ⟨ur, ur⟩Eur +
(
rk(E) + 2

)
(ar − br)ur,

for the same constants ar, br as in the scalar setting, with rk(E) the rank of the bundle E.
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§2 – Convergence of the random coefficients in (1.6) – These coefficients a continuous poly-
nomials of the following eight random (well-defined) distributions(

r, r, r, r, r ⊙i r, r ⊙i r − χi
br
3
, χi|∇ r|2 − χi

br
3
, r ⊙i r − χibr r

)
.

(They are well-defined as the noise used in their definition has been regularized.) The operator
⊙i that appears here is the localized resonance operator introduced in Section 2 and χi ∈
C∞

c (Ui) for a local chart Ui ⊂M . In Section 4 of [6], using renormalization, we proved that the
preceding list of stochastic objects belongs to some appropriate Banach space of distributions,
uniformly in r > 0, provided the following distributional kernels are controlled microlocally.

Definition – We define the following collection of distributional kernels

L−1
(
(t, x), (s, y)

) ··= 1(−∞,t](s) e
(t−s)(∆−1)(x, y) ∈ D′(R2 ×M2)

G(p)
r

(
(t, x), (s, y)

) ··= 2−p
({
e|t−s|(∆−1)(1−∆)−1

}
(x, y)

)p
∈ D′(R2 ×M2), (1 ≤ p ≤ 3)

[⊙i](x, y, z) ··=
∑

|k−ℓ|≤1

P i
k(x, y) P̃

i
ℓ (x, z)

Qγ
(
(t, x), (s, y)

) ··= (ηiκ∗ (−∂2t + P 2
) γ

2 κ∗ηi

)
(t− s, x, y).

where P i
k and P̃ i

ℓ stand for some generalized Littlewood-Paley-Stein projectors that we introduce
in Paragraph 2.3.2, and (ηi)i∈I a partition of unity.

These kernels form the elementary building blocks of the Feynman amplitudes that one needs
to control analytically to probe the regularity of the stochastic objects in the limit where r > 0
goes to 0. The microlocal description of these kernels is given in Theorem 1.2. We need to
recall some terminology from microlocal analysis before we can state it. Let X denotes some
ambient manifold and U ⊂ X some open subset of X . For every closed conic set Γ ⊂ T •U ,
we denote by D′

Γ(U) the space of distributions whose wave front set lies in Γ. This space is
considered as a locally convex topological vector space endowed with the normal topology [6].
Let Y ⊂ X denotes a submanifold of X , ρ a scaling field relative to Y, U some open subset
which is stable by the semiflow of ρ: e−sρ(U) ⊂ U and Γ ⊂ T •U a closed conic set which is
stable by the semiflow of ρ. Then we will denote by Sa

Γ(U) the set of distributions T such that
the family of distributions (sae−sρ∗T )s⩾0 is bounded in D′

Γ(U). Theorem 1.2 states that the

kernels of the operators L−1, G
(i)
r , [⊙i] and Qγ are in different functional spaces of the form

Sa
Γ(U) for some ambient spaces U , scaling exponents a and wavefront sets Γ.

Theorem 1.2 – In the conventions introduced above, we have the following microlocal estimates:

– The kernel L−1 has scaling exponent −3 and wavefront set

N∗ ({t = s} × d2 ⊂ R2 ×M2
)
.

– The kernel G
(p)
r have scaling exponent −p and wavefront set

N∗ ({t = s} ⊂ R2 ×M2
)
∪N∗ ({t = s} × d2 ⊂ R2 ×M2

)
.

– The kernel [⊙i] has scaling exponent −6 and wavefront set

N∗ ({x = y = z} ⊂M3
)

– The kernel Qγ has scaling exponent −5− 2γ and wavefront set

N∗({t = s} × d2 ⊂ R2 ×M2
)
.

Any kernel K of the above list satisfies some local diagonal bounds of the form

|∂α√
t,
√
s,x,y

K| ≲
(√

|t− s|+ |x− y|
)−a−|α|

for the corresponding scaling exponent a.



5

We develop for the purpose of proving that statement a calculus of operators on closed
Riemannian manifolds of any dimension whose Schwartz kernels have parabolic singularities.

This calculus contains the heat kernel L−1 and the kernels G
(i)
r above. We also include in

Section 2.6 several commutator estimates that involve both pseudodifferential operators and
Littlewood-Paley-Stein projectors. Together with the results from Section 8 this was used in
sections 4.2 and 4.3 of [6] to obtain the explicit expressions (1.4) for the counterterms ar, br.

The following table of contents gives a detailed synthetic view of the organization of this
work.

Contents
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We tried to reach a certain compromise in writing this work.

• Our approach is less general than the works of Bailleul & Bernicot [3, 4, 5] in the sense
we restrict our study to smooth compact Riemannian manifolds whereas the cited works
works in the more general geometric background of metric measure spaces that have the
volume doubling property. Another limitation compared to the mentioned work is that
we only develop paracontrolled calculus in the first order setting. This is all we need in
our study of the dynamics (1.3).

• Following an established classical tradition in microlocal analysis, we develop most ob-
jects first on Rd for operators with variable coefficients. Then, using partitions of unity
and local charts, we explain what kind of results can be transferred to the manifold set-
ting. This implies that most of the objects we define in our analysis, the quantizations,
the projectors, are non-canonical with respect to the metric g. We also heavily rely on
Fourier analysis. This makes some of our proofs easier than in [3, 4, 5] since we can
use existing results on paradifferential and microlocal analysis on Rd. We loose in gen-
erality, covariance and the intermediate analytical objects we use are not geometrically
intrinsic. We gain in simplicity and flexibility, while a number of these results seems
out of reach for the methods of [3, 4, 5].

Notation – We will denote by d the Riemnnian distance on (M, g).

Acknowledgements – We would like to thank C. Bellingeri, C. Brouder, C. Dappiaggi, P.
Duch, C. Gérard, C. Guillarmou, F. Hélein, K. Lê, D. Manchon, A. Mouzard, P.T. Nam,
S. Nonnenmacher, V. Rivasseau, G. Rivière, F. Vignes-Tourneret for interesting questions,
remarks, comments on the present work when we were in some preliminary stage and also
simply for expressing some interest and motivating us to pursue. Special thanks are due to
Y. Bonthonneau, C. Brouder, J. Derezinski, M. Hairer and M. Wrochna for their very useful
comments on a preliminary version of our work. N.V.D acknowledges the support of the Institut
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Universitaire de France. The authors would like to thank the ANR grant SMOOTH ”ANR-22-
CE40-0017”, QFG ”ANR-20-CE40-0018” and MARGE ”ANR-21-CE40-0011-01” for support.

2 – Paraproducts on compact manifolds made simple

We provide in this section a direct construction of some (family of) paraproduct and resonant
operators on M from their Rd analogue. This approach has the advantage that we can directly
import on M the results known on Rd at low cost. There are obviously other approaches to the
subject with different advantages. Bernicot’s approach via the heat semigroup [10, 11] probably
has the most general geometric scope. It needs to be refined as in Bailleul & Bernicot’s work
[3] to deal with Besov spaces of negative regularity. See e.g. Mouzard’s works [47, 48] for an
implementation of this approach in the setting of a smooth closed manifold.

We will use along some of the proof of this section some results stated and proved in Section
3 and Section 4 that are independent of the content of the present section.

We recall in Section 2.1 the definition of the paraproduct operator on Rd. The Besov spaces
overM are introduced in Section 2.2, where we extend to these spaces the well-known fractional
Leibniz and interpolation estimates and prove some Schauder-type estimate for a certain class
of pseudodifferential operators. A family of paraproduct and resonant operators is introduced
in Section 2.3. These objects naturally come in family as they depend on partitions of unity
and similar side functions. They have the analytic properties that we expect. Last, Section 2.4
deals with the iteration of two paraproduct operators and paralinearisation.

2.1 – Paraproduct on Rd. Recall we can find functions χ and ψ such that

1 = χ+

∞∑
k=1

ψ(2−k·),

wtih support(χ) ⊂ {0 ≤ |ξ| ≤ 4} and support(ψ) ⊂ {1 ≤ |ξ| ≤ 4}. We denote by ∆0 = χ(D)
and ∆j = ψ(2−jD) for j ⩾ 1, that is

∆jf ··= F−1
(
ψ(2−j .)f̂

)
localizing (this is not a projector) f on the Fourier dyadic shell of size

{
2j−1 ≤ |ξ| ≤ 2j+1

}
– a

corona in Fourier space. The element ∆jf is sometimes called a Littlewood-Paley block. The
Littlewood-Paley decomposition of a distribution f reads

∆0(f) +

∞∑
j=1

∆j(f).

We define projectors on lower Fourier modes as:

Sj(f) ··= ∆0(f) +

j∑
k=1

∆k(f).

Then the paraproduct is defined by

f ≺ g =
∑
j

Sj−2(f)∆j(g),

where the product Sj−2(f)∆j(g) is supported in Fourier spacev in some enlarged corona 1
4 2

j ≤
|ξ| ≤ 9

4 2
j . This observation relies on the fundamental fact that the Fourier support of fg is

contained in the sum of the Fourier supports of f and g, we refer to [43, p280-291] for more
details. Recall the classical definition of Besov norms ∥.∥Bs

p,q(R
d) for s ∈ R, (p, q) ∈ [1,+∞]2

∥u∥Bs
p,q(R

d) ··=
∥∥∥2js∆ju∥Lp(Rd)

∥∥
ℓq(N)

.

The corresponding Banach space Bs
p,q(R

d) is obtained by completion of C∞(Rd) using the above
norms.
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2.2 – Besov spaces, Leibniz and Schauder. SinceM is compact we can define the Besov space

on M via a finite cover (Ui, κi)i∈I and partition of unity (χi)i∈I subordinated to (Ui)i∈I

Bs
p,q(M) =

{
u ∈ D′(M) : ∥u∥Bs

p,p(M) ··=
N∑
i

∥κi∗(χiu)∥Bs
p,q(R

d) <∞

}
.

This choice of norm depends on the cover and the partition of unity. Different choices lead
to equivalent norms on the same space. The space Bα

∞,∞(M), for α ∈ R, will be denoted by
Cα(M) and

∥u∥α ··= ∥u∥Bα
∞,∞(M).

From the above definition of Besov space we deduce the analogue statement in Rd the following
statement on the fractional Leibniz rule.

Proposition 2.1 – Let α > 0, r ∈ N and p, p1, p2, q ∈ [1,∞] such that

1

p
=

1

p1
+

1

p2
.

Then

∥ur+1∥Bα
p,q(M) ≲ ∥ur∥Lp1 (M)∥u∥Bα

p2,q(M).

Proof – Let (χ̃i)i∈I be another partition of unity subordinated to (Ui)i∈I and such that χ̃i = 1
on the support of χi. We have

∥ur+1∥Bα
p,q(M) =

∑
i

∥κi∗
(
χiu

r+1
)
∥Bα

p,q(R
d) ≤

∑
i

∥∥κi∗ (χi)κi∗
(
(χ̃iu)

r+1
) ∥∥

Bα
p,q(R

d)

≲
∑
i

∥κi∗
(
(χ̃iu)

r+1
)
∥Bα

p,q(R
d) ≲

∑
i

∥κi∗ ((χ̃iu)
r) ∥Lp1 (Rd)∥κi∗ (χ̃iu) ∥Bα

p2,q(R
d),

where we used the fact that the multiplication by C∞ functions is continuous on Besov spaces
and the fractional Leibniz estimate holds on Rd [46, Proposition A 7 and Corollary A.8], the
implicit constant in the above estimate only depends on (χi)i. For every fixed i,∥∥κi∗ ((χ̃iu)

r)
∥∥
Lp1 (Rd)

≲ ∥(χ̃iu)
r∥Lp1 (M)

where the implicit constant depends only on the Jacobian of κi and also

∥κi∗ (χ̃iu) ∥Bα
p2,q(R

d) =
∥∥κi∗

∑
j

χ̃iχju

∥∥
Bα

p2,q(R
d)

≲
∑
j

∥κi∗ (χ̃iχju) ∥Bα
p2,q(R

d)

≲
∑
j

∥∥ (κj ◦ κ−1
i

)
∗ κi∗ (χ̃iχju)

∥∥
Bα

p2,q(R
d)

=
∑
j

∥κj∗ (χ̃iχju) ∥Bα
p2,q(R

d)

≲
∑
j

∥κj∗ (χju) ∥Bα
p2,q(R

d) = ∥u∥Bα
p2,q(M)

where we used in a crucial way the diffeomorphism invariance of Besov spaces [1], the compact
support in Ui ∩ Uj of each piece χ̃iχju and where for every j we transported the function by

the local diffeomorphism κj ◦ κ−1
i : κi(Ui) 7→ κj(Uj). The last equality just follows from the

definition. We finally get

∥ur+1∥Bα
p,q(M) ≲

∑
i

∥(χ̃iu)
r∥Lp1 (M)∥u∥Bα

p2,q(M) ≲ ∥ur∥Lp1 (M)∥u∥Bα
p2,q(M)

since the multiplication by χ̃i is continuous on the Lp spaces and since the sum over i is finite
as M is compact. �
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Proposition 2.2 – Let α1, α2 ∈ R and p1, p2, q1, q2 ∈ [1,∞] and θ ∈ [0, 1]. Define α = θα1 +
(1− θ)α2, and p, q ∈ [1,∞] by

1

p
=

θ

p1
+

1− θ

p2
and

1

q
=

θ

q1
+

1− θ

q2
.

Then

∥u∥Bα
p,q(M) ≲ ∥u∥θBα1

p1,q1
(M)

∥u∥1−θ
Bα2

p2,q2
(M)

.

Proof – We have

∥u∥Bα
p,q(M) =

∑
i

∥κi∗ (χiu) ∥Bα
p,q(R

d) ≤
∑
i

∥κi∗ (χiu) ∥θBα1
p1,q1

(Rd)
∥κi∗ (χiu) ∥1−θ

B
α2
p2,q2

(Rd)

≤
∑
i

∥κi∗ (u) ∥θBα1
p1,q1

(Rd)
∥κi∗ (u) ∥1−θ

B
α2
p2,q2

(Rd)
≲ ∥u∥θBα1

p1,q1
(M)

∥u∥1−θ
Bα2

p2,q2
(M)

where we used again finiteness of the sum over i, continuity of the multiplication by C∞

functions and the interpolation inequality on Rd. �

These two above results play an essential role in the proof of the long time existence and the
coming down from infinity for the dynamical Φ4

3 model [6, Section 2.2].

Definition – Given 0 ≤ δ, ρ ≤ 1,m ∈ R and an open set U ⊂ Rd, a function a ∈ C∞(U × Rd)
is said to be in the class Sm

ρ,δ(U × Rd) if

sup
x∈K

∣∣∂αx ∂βξ a(x, ξ)∣∣ ≤ Cαβ,K(1 + |ξ|)m−|β|δ+|α|ρ

for all multi–indices (α, β) and compact subset K ⋐ Rd. We define Op(a) as the operator acting
on u ∈ S(Rd) as

Op(a)(u) ··=
1

(2π)d

∫
Rd×Rd

σ(x, ξ)eiξ.(x−y)u(y)dξdy.

When a ∈ Sm
ρ,δ(R

d × Rd) the operator Op(a) is said to belong to the class Ψm
ρ,δ(R

d).

The next statement gives a Schauder-type estimate for a special kind of pseudo-differential
operators. (You will find more details on this class of operators, and the reason for considering
them in this work, in Section 3.)

Proposition 2.3 – Let α ∈ R, (p, q) ∈ [1,+∞]2, let c ∈ Sm
1,1(R

d) be such that there is 0 < K < 1
so that ĉ(η, ξ) is supported in {|η| ≤ K|ξ|}. Then the map

Op(c) : Bα
p,q(R

d) 7→ Bα−m
p,q (Rd)

is well-defined and continuous for all real numbers α.

Proof – Pick v ∈ Bα
pq(R

d). Our goal is to control the Lp norm of ψ(2−i|Dx|)Op(c)v when the
index i gets large. We start with the explicit identity:

ψ(2−i|Dx|)Op(c)v = F−1
η

(
ψ(2−iη)

∫
ξ∈Rd

ĉ(η − ξ, ξ)v̂(ξ)dξ

)
.

This follows from the definition of Op and elementary computations with the Fourier transform.
Note that the integrand in

∫
ξ∈Rd ĉ(η− ξ, ξ)v̂(ξ)dξ is supported in |η− ξ| ≤ K|ξ| by assumption

on the support of ĉ. Hence for fixed η, the integral restricts to the corona (1 +K)−1|η| ≤ |ξ| ≤
(1 − K)−1|η| by the triangular inequality. Therefore the above identity for ψ(2−iD)Op(c)v
rewrites

ψ(2−iD)Op(c)v = F−1
η

(
ψ(2−iη)

∫
(1+K)−1|η|≤|ξ|≤(1−K)−1|η|

ĉ(η − ξ, ξ)v̂(ξ)dξ

)

= F−1
η

(
ψ(2−iη)

∫
Rd

ĉ(η − ξ, ξ)χ̃2(2−iξ)v̂(ξ)dξ

)
,
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where χ̃(2−i.) is an extra cut-off function which localizes the integral of ξ on some larger corona
of radius |ξ| ∼ 2i, χ̃ = 1 on the region

{
(1 +K)−1|η| ≤ |ξ| ≤ (1 −K)−1|η|

}
. For the moment

we get a bound of the form∥∥ψ(2−iD)Op(c)v
∥∥
Lp(Rd)

=
∥∥∥(ψ̂(2−i.) ⋆ Op(c)v

)∥∥∥
Lp(Rd)

=
∥∥∥((2idψ̂(2i.)) ⋆ Op(c)v) (y)∥∥∥

Lp(Rd)

≤ ∥ψ̂∥L1(Rd)

∥∥∥∫
Rd

c(x, ξ)eiξ.xχ̃2(2−iξ)v̂(ξ)dξ
∥∥∥
Lp

x(Rd)

≤ ∥ψ̂∥L1(Rd)

∥∥∥c(x;D)χ̃(2−i|D|)
(
χ̃(2−i|D|)v

) ∥∥∥
Lp(Rd)

.

Set the sequence of Schwartz kernels

Ai(x, x− y) ··=
∫

Rd

c(x, ξ)eiξ.(x−y)χ̃(2−iξ)dξ;

this is the Schwartz kernel of the operators c(x;D)χ̃(2−i|D|) whose symbol is localized on the
frequency shell |ξ| ≃ 2i and also define a sequence of functions

Bi ··= χ̃(2−i|D|)v = F−1
ξ

(
χ̃(2−i.)v̂

)
which also corresponds to v localized to frequency shell |ξ| ≃ 2i. First, we deal with the easier
term Bi, v ∈ Bα

p,q means that

∞∑
i=1

(
2iα
∥∥χ̃(2−i|Dx|)v

∥∥
Lp(Rd)

)q
=

∞∑
i=1

(
2iα∥Bi∥Lp(Rd)

)q
< +∞.

Next, we deal with the more subtle operator term Ai. Now the idea is to treat the opera-
tor c(x;D)χ̃(2−i|D|) as some semiclassical pseudodifferential operator and use the continuity
properties of semiclassical pseudodifferentials acting on Lp spaces. First, we make a change of
variables changing the position of the dyadic factor, the aim is to localize the frequency on the
shell |ξ| ≃ 2

Ai(x, x− y) =

∫
Rd

c(x, ξ)eiξ.(x−y)χ̃(2−iξ)dξ = 2id
∫

Rd

c(x, 2iξ)eiξ.2
i(x−y)χ̃(ξ)dξ

= 2−im2id
∫

Rd

(
2imc(x, 2iξ)χ̃(ξ)

)
eiξ.2

i(x−y)dξ.

We make two crucial observations. First c ∈ Sm
1,1(R

d) therefore the sequence of cut-off symbols(
2imc(x, 2iξ)χ̃(ξ)

)
forms a bounded family of smooth functions in ξ with compact support on

some frequency shell {a ≤ |ξ| ≤ b}, 0 < a < b uniformly in i and x. Second, for the family of
rescaled kernels

Ki(x, h) =

∫
Rd

(
2imc(x, 2iξ)χ̃(ξ)

)
eiξ·hdξ,

the above observation implies that

|Ki(x, h)| =
∫

Rd

(
(1−

d∑
i=1

∂2ξi)
[d+2]

2

(
2imc(x, 2iξ)χ̃(ξ)

))
(1 + |h|2)

[d+2]
2 eiξ·hdξ ≤ C(1 + |h|)−[d+2]

where the constant C does not depend on x. We used the fact that∣∣∂ξ (2imc(x, 2iξ)χ̃(ξ)) ∣∣ ≲ 2im2i(1 + 2i|ξ|)−m−1χ̃(ξ) + 2im
∣∣(1 + 2i|ξ|)−m∂ξχ̃(ξ)

∣∣
≲ 2i(m+1)(1 + 2i)−m−1 + 2im2−im ≲ 1,
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since the support of χ̃ in the shell {a ≤ |ξ| ≤ b} forces some decay of c(x, 2iξ)χ̃(ξ) and its
derivative in ξ. The above decay bound on the kernels Ki implies that∫

Rd

sup
x

|Ki(x, h)|dh ≲ C

∫
Rd

(1 + |h|)−[d+2]dh < +∞

The kernel Ki is related to Ai via the exact scaling relation

Ai(x, x− y) = 2−im2idKi

(
x, 2i(x− y)

)
,

therefore by scaling invariance of the L1 norm together with Young inequality, we get∥∥c(x;D)χ̃(2−i|D|)
(
χ̃(2−i|D|)v

) ∥∥
Lp(Rd)

=
∥∥∥∫

Rd

Ai(x, x− y)Bi(y)dy
∥∥∥
Lp

x(Rd)

= 2−im
∥∥∥∫

Rd

2idKi(x, 2
i(x− y))Bi(y)dy

∥∥∥
Lp

x(Rd)

≤ 2−im
∥∥∥∫

Rd

sup
z∈Rd

∣∣2idKi(z, 2
i(x− y))

∣∣Bi(y)dy
∥∥∥
Lp

x(Rd)

≤ 2−im
∥∥ sup

z∈Rd

Ki(z, ·)
∥∥
L1(Rd)

∥Bi∥Lp(Rd).

In the end we get a bound of the form∥∥ψ(2−iD)Op(c)v
∥∥
Lp(Rd)

≤ ∥ψ̂∥L1(Rd)2
−im

∥∥ sup
X∈Rd

Ki(X, ·)
∥∥
L1(Rd)

∥Bi∥Lp(Rd) ≲ 2−im∥Bi∥Lp(Rd)

which concludes since∑
i

(
2i(m+α)∥ψ(2−iD)Op(c)v∥Lp(Rd)

)q
≲

∞∑
i=1

(
2iα∥Bi∥Lp(Rd)

)q
≲ ∥v∥qBα

p,q
,

and we are done. �

We learned this idea of using Young inequality for such proof from Bonthonneau and also
Fermanian-Kammerer [19, Prop 3.2.1 p. 21] – we warmly thank them here. One can deduce from
the above result that Ψm

1,0(M) sends Bα
p,q(M) to Bα−m

p,q (M) continuously in the manifold setting
using charts and partitions of unity. It is a well-known fact that a classical pseudodifferential
A ∈ Ψm

1,0(M) over M can always be represented as [31]

A =
∑
i∈I

χiκ
∗
iAiκi∗χ̃i +R

where χi is a partition of unity subordinated to the cover ∪iUi, χ̃i ∈ C∞
c (Ui), χ̃i = 1 on the

support of χi, Ai ∈ Ψm
1,0(R

d) and R ∈ Ψ−∞(M) is a smoothing operator. Therefore if we are
given some Besov distribution u ∈ Bα

p,q(M), then

Au =
∑
i∈I

χiκ
∗
iAiκi∗ (χ̃iu)

and using the invariance of Bα
p,q(M) under diffeomorphisms and stability by multiplication by

some smooth function one sees that κi∗ (χ̃iu) ∈ Bα
p,q(R

d), hence Aiκi∗ (χ̃iu) ∈ Bα−m
p,q (Rd), from

Proposition 2.3 and the diffeomorphism invariance and the stability by multiplication with
smooth functions, we deduce that Au ∈ Bα−m

p,q (M).

2.3 – Paraproduct decomposition on manifolds. The goal of the present paragraph is to

present a simple method to decompose multilinear products of smooth functions as a sum
of multilinear operations involving interactions of different frequencies. The ideas go back to
Bony [12], Coifman-Meyer [43]. We start pedagogically by the simple case of a bilinear product
uv of smooth functions so that the reader can clearly see the mechanisms at work.
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2.3.1 – Paraproduct and resonant operators on closed manifolds. Let M be a compact
manifold. Denote by (Ui, κi)i an open cover by charts of the manifold M where κi : Ui ⊂M 7→
κi(Ui) ⊂ Rd and κi is a smooth diffeomorphism. From the data of a smooth compact manifold
and its open cover by charts, we may decompose as follows the product uv of two smooth
functions. We start from a partition of unity

∑
i χi = 1 with χi ∈ C∞

c (Ui), subordinated to
(Ui)i, and another family of smooth functions χ̃i ∈ C∞

c (Ui) with χ̃i = 1 on the support of χi.
We choose for every i some function ψi ∈ C∞

c (κi(Ui)) such that ψi|supp(χi◦κ−1
i ) = 1. From

now on, we write χ≪ χ̃ if χ̃ = 1 on the support of χ. Then we have the identities

uv =
∑
i∈I

(uχi)(vχ̃i) =
∑
i∈I

κ∗i (κi)∗(uχi)κ
∗
i (κi)∗(vχ̃i)

=
∑
i∈I

κ∗i
(
(κi)∗(uχi)(κi)∗(vχ̃i)

)
=
∑
i∈I

κ∗i
(
ψi × (κi)∗(uχi)× (κi)∗(vχ̃i)

)
=

∑
i∈I

κ∗i

(
ψi

(
(κi)∗(uχi)⊙ (κi)∗(vχ̃i)

))
+
∑
i∈I

κ∗i

(
ψi

(
(κi)∗(uχi) ≺ (κi)∗(vχ̃i)

))
+
∑
i∈I

κ∗i

(
ψi

(
(κi)∗(uχi) ≻ (κi)∗(vψi)

))
=·· u⊙ v + u ≺ v + u ≻ v

This decomposition motivates the following more general definition of paraproduct and resonant
operators which depend on the data of a smooth compact manifold, its open cover by charts
and a collection of cut-off functions satisfying suitable compatibility conditions.

Definition – We choose a family χi ∈ C∞
c (Ui) and another family of smooth functions χ̃i ∈

C∞
c (Ui) with χ̃i = 1 on supp(χi). Then for every i, we also choose some function ψi ∈

C∞
c (κi(Ui)) such that ψi|supp(χi◦κ−1

i ) = 1. We define some generalized paraproduct and resonant

operators setting

u⊙ v =
∑
i

κ∗i

(
ψi

(
κi∗ (χiu)⊙ κi∗ (χ̃iv)

))
,

u ≺ v =
∑
i

κ∗i

(
ψi

(
κi∗ (χiu) ≺ κi∗ (χ̃iv)

))
,

u ≻ v =
∑
i

κ∗i

(
ψi

(
κi∗ (χiu) ≻ κi∗ (χ̃iv)

))
,

where the operators ≺,≻,⊙ on the right hand side are defined on Rd.

We do not impose that
∑
χi = 1 so we do not necessarily have a decomposition of the

product as uv = u ≺ v+u ≻ v+u⊙v. However when (χi)i is a partition of unity subordinated
to (Ui)i, i.e.

∑
i χi = 1, then the above definition yields a decomposition of the usual product

of smooth functions as

uv = u⊙ v + u ≺ v + u ≻ v.

We will use the notation with numbers, e.g. ≺1,≺2,⊙2,≻3 . . ., to distinguish para-
product/resonant operators built from different cut-off functions.

Note the following subtle fact: our definition of ≺,≻,⊙ is asymmetric in the choice of the
cut-off functions, the collection χ̃i, i ∈ I does not form a partition of unity, so

u ≺ v ̸= v ≻ u

since we use different cut-off functions on the right or on the left of the paraproducts. The
paraproduct operators ≺,≻ and the resonant operator ⊙ are non-commutative although
their sum ⊙ + ≺ + ≻ is the Young product of distributions, which is commutative. These
products are not associative either. However, we can still justify that the two maps ≺ and ≻
have the expected analytical properties when acting on Besov spaces. The following estimates
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follow from the same estimates on Rd and from the diffeomorphism invariance of the Hölder-
Besov spaces [1]. One has

∥g ≻ f∥α+β + ∥f ≺ g∥α+β ≲ ∥f∥α∥g∥β , (α < 0),

and

∥f ⊙ g∥α+β ≲ ∥f∥α∥g∥β , (α+ β > 0).

The proof of these estimates boils down to comparing uχi ≺ vχ̃i and uχ̃i ≺ vχi where we
exchanged the cut-off functions and where ≺ is the paraproduct operator on Rd. A first ob-
servation is that if u, v belong to some Besov spaces of given regularity, their product with
any smooth functions with compact support will belong to the Besov space of the exact same
regularity. Therefore the position of the test functions do not affect the continuity properties
of our paraproducts acting on Besov spaces. The same argument also applies to the resonant
part.

Lemma 2.4 – Let M be a closed manifold. Let η, η1, η2 ∈ C∞(M), f ∈ Cα(M), g ∈ Cβ(M) with
α > 0 and β < 0. One has∥∥η(f ≺ g)− f ≺ (ηg)

∥∥
α+β

≲ C(η)∥f∥α∥g∥β ,∥∥η(f ≺ g)− (ηf) ≺ g
∥∥
α+β

≲ C(η)∥f∥α∥g∥β ,

and ∥∥f ≺ (ηg)− (ηf) ≺ g
∥∥
α+β

≲ C(η)∥f∥α∥g∥β .

and ∥∥η1η2(f ≺ g)− (η1f) ≺ (η2g)
∥∥
α+β

≲ C(η1, η2)∥f∥α∥∥g∥β .

The same estimates also hold on Rd assuming the condition of compact support for all functions.
The same estimates also hold when we replace the paraproduct operator ≺ by the resonant
operator ⊙ provided α+ β > 0.

Proof – It suffices to prove the first two estimates. We choose a family χi ∈ C∞
c (Ui) and

another family χ̃i ∈ C∞
c (Ui) with χ̃i = 1 on suppχi. For every i, we also choose some function

ψi ∈ C∞
c (κi(Ui)) such that ψi|supp(χi◦κ−1

i ) = 1, and ψ̃i ∈ C∞
c (κi(Ui)) such that ψ̃i = 1 on

suppψi ∪ supp(χ̃i ◦ κ−1
i ). We have

η(f ≺ g) =
∑
j

η
{
ψj

[
(fχj) ◦ κ−1

j ≺ (gχ̃j) ◦ κ−1
j

]}
◦ κj

=
∑
j

ηψ̃j ◦ κj
{
ψj

[
(fχj) ◦ κ−1

j ≺ (gχ̃j) ◦ κ−1
j

]}
◦ κj

=
∑
j

{
ψj(ηψ̃j ◦ κj) ◦ κ−1

j

[
(fχj) ◦ κ−1

j ≺ (gχ̃j) ◦ κ−1
j

]}
◦ κj .

Set, for u ∈ Cα
c ,

Pu(v) ··= u ≺ v.

It follows from the Rd version of Lemma 3.8 and Lemma 2.3 that Pu has the following property.
For any ρ ∈ C∞

c (Rn) the operator

ρPu − Puρ : Cβ → Cα+β

has a norm dominated by C(ρ)∥f∥α. Therefore∥∥∥(ηψ̃j ◦ κj) ◦ κ−1
j

[
(fχj) ◦ κ−1

j ≺ (gχ̃j) ◦ κ−1
j

]
− (fχj) ◦ κ−1

j ≺ (gηψ̃j ◦ κjχ̃j) ◦ κ−1
j

∥∥∥
α+β

≲ C(η)∥f∥α∥g∥β .
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Since ψ̃j ◦ κj = 1 on supp(χ̃j), the second term in the previous estimate is the one in the
definition of f ≺ (ηg), therefore we get the first estimate∥∥η(f ≺ g)− f ≺ (ηg)

∥∥
α+β

≲ C(η)∥f∥α∥g∥β .

For the second estimate, we remark that we have the flat decomposition

(ηψ̃j ◦ κj) ◦ κ−1
j

[
(fχj) ◦ κ−1

j ≺ (gχ̃j) ◦ κ−1
j

]
= (ηψ̃j ◦ κj) ◦ κ−1

j ≺
[
(fχj) ◦ κ−1

j ≺ (gχ̃j) ◦ κ−1
j

]
+ (ηψ̃j ◦ κj) ◦ κ−1

j ≻
[
(fχj) ◦ κ−1

j ≺ (gχ̃j) ◦ κ−1
j

]
+ (ηψ̃j ◦ κj) ◦ κ−1

j ⊙
[
(fχj) ◦ κ−1

j ≺ (gχ̃j) ◦ κ−1
j

]
.

The two last terms in the right hand side are in Cα+β since η ∈ C∞, with their norm dominated
by C∥η∥(α−β)∨(ϵ−β)∥f∥α∥g∥β for any ϵ > 0. For the first term in the right hand side we use

the Rd version of the paramultiplication estimate of Lemma A.1 to get

(ηψ̃j ◦ κj) ◦ κ−1
j ≺

[
(fχj) ◦ κ−1

j ≺ (gχ̃j) ◦ κ−1
j

]
−
[
(ηψ̃j ◦ κj) ◦ κ−1

j (fχj) ◦ κ−1
j )
]
≺ (gχ̃j) ◦ κ−1

j

(2.1)

is in Cα+β with its norm dominated by C∥η∥α∥f∥α∥g∥β . As above, the second term in (2.1) is
the one in the definition of (ηf) ≺ g, hence we get the second estimate as required.
When α+ β > 0, the product ηfg is well-defined, hence we can decompose the product ηfg in
three ways of paraproduct with respect to η(fg), (ηf)g, f(ηg). Since β < 0, we have f ≻ g, f ≻
(ηg), (ηf) ≻ g ∈ Cα+β . Combining with the estimates above for paraproducts, we imply the
same estimates for ⊙. �

Finally, we have the following proposition which summarizes the results proved so far:

Proposition 2.5 – Let α, β be real numbers such that

α < 0, α+ β > 0.

Then for all (u, v) ∈ Cα(M)× Cβ(M), the Young product uv is well-defined in D′(M) and can
be decomposed as

uv = u⊙ v + u ≺ v + u ≻ v

where the maps

(u, v) ∈ Cα(M)×Cβ(M) 7→ u⊙v+u ≺ v ∈ Cα+β(M)(u, v) ∈ Cα(M)×Cβ(M) 7→ u ≻ v ∈ Cα(M)

are bilinear continuous.

2.3.2 – Generalized Littlewood-Paley-Stein projectors, paraproduct and resonant operators.

Definition 2.6 – From the above data, we can write explicitely a new formula for the manifold
analog of the Littlewood-Paley-Stein projector as follows:

P i
k(·) = κ∗i

[
ψi∆k

(
κi∗(χi·)

)]
, (k ⩾ 0).

Note that our projectors are indexed by both a frequency k and chart index i ∈ I. We introduce

another auxiliary projector P̃ i
k in terms of the test function χ̃i ∈ C∞

c (Ui) which reads

P̃ i
ℓ (·) = κ∗i

[
ψ̃i∆ℓ

(
κi∗(χ̃i·)

)]
, (ℓ ⩾ 0).

where ψ̃i ∈ C∞
c (κi(Ui)) is any function which equals 1 on the support of ψi and χ̃i = 1 on the

support of χi.
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If
∑

i∈I χi = 1 then we have the resolution of the identity Id =
∑

i∈I

∑∞
k=0 P

i
k. Beware that

the projectors P̃ i
k do not satisfy the resolution of the identity because we do not assume that

the (χ̃i)i∈I form a partition of unity. Their introduction is necessary since our paraproduct
and resonant operators are asymmetrical. Then we can use the pair of Littlewood-Paley-Stein

projectors P i
k, P̃

i
ℓ to write the definition of the resonant term as

u⊙ v =
∑
i∈I

∑
|k−ℓ|≤1

P i
k(u)P̃

i
ℓ (v)

and the paraproduct term as

u ≺ v =
∑
i∈I

∑
k≤ℓ−2

P i
k(u)P̃

i
ℓ (v).

u ≻ v is defined accordingly, with the condition l ≤ k − 2. In the sequel, we shall also need a
notion of localized paraproduct and resonant operators.

Definition 2.7 – They are indexed by the chart index i and take value in distributions supported
in Ui. They are defined following the simple rule, for every chart index i

u⊙i v =
∑

|k−ℓ|≤1

P i
k(u)P̃

i
ℓ (v) = κ∗i

[
ψi

(
κi∗ (χiu)⊙ κi∗ (χ̃iv)

)]
,

and

u ≺i v =
∑

k≤ℓ−2

P i
k(u)P̃

i
ℓ (v) = κ∗i

[
ψi

(
κi∗ (χiu) ≺ κi∗ (χ̃iv)

)]
.

We define u ≻i vaccordingly, with the condition ℓ ≤ k − 2.

This localization is useful since we only need these localized resonant products for our sto-
chastic estimates from the companion work [6, section 4].

2.3.3 – Decomposing scalar products of sections of some smooth Hermitian bundle. In
this short paragraph, we shall outline how to mimick the above construction to decompose scalar
products or tensorial products of distributional sections of Hermitian bundles. Let E 7→M be
a smooth hermitian bundle with Hermitian scalar products on sections denoted by ⟨., .⟩E . We
shall denote by h the vertical metric. We need to decompose carefully the scalar product of
two sections in C∞(E). For s1, s2 ∈ C∞(E)2, using the notations of Section 2.3 and some
trivialization of the bundle on each chart Ui by some orthonormal frame, we define ⟨s1 ⊙ s2⟩E
as:

⟨s1 ⊙ s2⟩E ··=
∑
i

κ∗i

[
ψi(κi∗h)

µν
(
κi∗(χis1)µ ⊙ κi∗(χ̃is2)ν

)]
where κi, ψi, χi, χ̃i come from our definition of the resonant operator, (κi∗h) is the vertical

metric h induced by the charts κi : Ui 7→ κi(Ui) ⊂ Rd and (sµ)
rk(E)
µ=1 stands for the decomposition

of the section s in the trivializing frame over Ui. Similarly we have

⟨s1 ≺ s2⟩E ··=
∑
i

κ∗i

[
ψi(κi∗h)

µν
(
κi∗(χis1)µ ≺ κi∗(χ̃is2)ν

)]
,

and we recover the usual decomposition:

⟨s1, s2⟩E = ⟨s1 ⊙ s2⟩E + ⟨s1 ≺ s2⟩E + ⟨s1 ≻ s2⟩E
for the scalar product on sections of E.

2.4 – Triple product and commutator involving paraproducts. In this section, we shall de-

compose a triple product of the form F (f)gh where (f, g, h) ∈ C∞(M)3 and F ∈ C∞(R) as
a sum of quadrilinear operations involving both the paramultiplications, paralinearizations to
deal with the composite term F (f) and the usual product on manifolds.



15

2.4.1 – Decomposition of triple products in terms of generalized paraproducts and resonant
products. Let us localize on manifolds a triple product following the philosophy that we used
for usual double products

uvw =
∑
i

(χi1u) (χi2v) (χi3w)

where only
∑

i χi1 = 1 is a partition of unity subordinated to the cover (Ui)i∈I , and χi2 = 1
(resp. χi3 = 1) on the support of χi1 (resp. of χi2), the three functions χi1, χi2, χi3 belong to
C∞

c (Ui). Now we pull-back on open domains of Rd using some charts

uvw =
∑
i

κ∗i

[
κi∗ (χi1u)κi∗ (χi2v)κi∗ (χi3w)

]
=

∑
i

κ∗i

[
ψiκi∗ (χi1u)κi∗ (χi2v)κi∗ (χi3w)

]
where everything in parenthesis is happening in Rd. Then we decompose the products inside
the parenthesis using the flat paraproduct and resonant operators. So, if we choose ψi = 1 on
κi(supp(χi3)), we get the following decomposition of the triple product:

uvw =
∑
i

κ∗i

[
ψi

(
κi∗ (χi1u)

)
(≺ + ≻ +⊙)

(
κi∗ (χi2v) (≺ + ≻ +⊙)κi∗ (χi3w)

)]
= u ≺1 (v ≺2 w) + u ≺1 (v ≻2 w) + u ≺1 (v ⊙2 w) + · · ·

where the · · · means that we replaced ≺1 with either ≻1,⊙1 and sum over all possibilities, we get
nine terms in total. Thus we decomposed a triple product into a sum of 9 trilinear operations
involving paraproduct and resonant operators. The trilinear operation we are interested in
reads

u ≺1 (v ≺2 w) ··=
∑
i

κ∗i

[
ψi

(
κi∗ (χi1u)

)
≺
(
κi∗ (χi2v) ≺ κi∗ (χi3w)

)]
.

The important fact is that the generalized paraproduct and resonant operators have the same
continuity properties as in the flat case and can be decomposed in terms of generalized Littlewood-
Paley-Stein projectors P i

k of general form in such a way that one can repeat for them word by
word the stochastic estimates of the paper [6].

For later use in the proof of Theorem 1.1, we introduce now a trilinear operation defined by

f ·1 (g ⊙2 h) ··=
∑
i

κ∗i

[
ψiκi∗ (χi1f)

(
κi∗ (χi2g)⊙ κi∗ (χi3h)

)]
.

Our use of a numbering subscript even for the multiplication of functions is deliberate, since
we want to keep track of the partitions of unity and cut-off functions we are using.

2.4.2 – Paralinearization of some trilinear operator. Now for F ∈ C∞(R), f ∈ Cα(M), g ∈
Cβ(M), h ∈ Cγ(M) with α + β + γ > 0, β + γ < 0 and 2α + γ > 0, we define the trilinear
operation:

F (f)⊙1 (g ≺2 h) =
∑
i

κ∗i

[
ψi

(
κi∗
(
χi1F (f)

))
⊙
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)]
,

where χi1, χi2, χi3 ∈ C∞
c (Ui) and ψ ∈ C∞

c (κi(Ui)) with χi1 ≪ χi2 ≪ χi3 ≪ κ∗iψi.

Theorem 2.8 – Let us consider F ∈ C∞(R), f ∈ Cα(M), g ∈ Cβ(M) and h ∈ Cγ(M) for
α+ β+ γ > 0, β+ γ < 0 and 2α+ γ > 0. Then for any χi4 ∈ C∞

c (Ui) with χi1 ≪ χi4, we have
the regularity estimate(

κi∗
(
χi1F (f)

))
⊙
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)
= κi∗ (χi1F

′(f))κi∗ (χi2g)
(
κi∗ (χi3h)⊙ κi∗ (χi4f)

)
+ C(2α+γ)∧(α+β+γ).
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As consequence we have

F (f)⊙1 (g ≺2 h) = F ′(f) ·1 (g ·2 (h⊙3 f)) + C(2α+γ)∧(α+β+γ),

where

F ′(f) ·1 (g ·2 (h⊙3 f)) ··=
∑
i

κ∗i

[
ψiκi∗ (χi1F

′(f))κi∗ (χi2g)
(
κi∗ (χi3h)⊙ κi∗ (χi4f)

)]
.

Proof – The key observation is that in flat space, for Fi(x, y) = (κi∗χi1) (x)F (y), for any cut-off
χi4 such that χi4 = 1 on the support of χi1, we have the two identities:

κi∗
(
χi1F (f)

)
(x) = (κi∗χi1) (x)F (κi∗ (χi4f) (x)) = Fi

(
x, κi∗ (χi4f) (x)

)
,

(κi∗χi1) (x)F
′(κi∗

(
χi4f

)
(x)
)
= (∂yFi)

(
x, κi∗ (χi4f) (x)

)
,

since for every x such that χi4(x) = 1 the term κi∗χi1(x) in factor must vanish. Hence the
estimates of Bony [12, Prop 4.4 p. 230], Meyer [43, Thm 2 p. 281] proved on Rd applies to
Fi

(
x, κi∗ (χi4f) (x)

)
imply that:

Fi

(
·, κi∗ (χi4f) (·)

)
− (∂yFi)

(
·, κi∗ (χi4f) (·)

)
≺ (κi∗ (χi4f)) ∈ C2α(Rd).

By the two above identities, we get

κi∗ (χi1F (f))− κi∗ (χi1F
′(f)) ≺ κi∗ (χi4f) ∈ C2α.

Hence combining with the estimate ∥u⊙ v∥α1+α2
≲ ∥u∥α1

∥v∥α2
for α1 + α2 > 0 yields(

κi∗
(
χi1F (f)

))
⊙
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)
=
(
κi∗ (χi1F

′(f)) ≺ κi∗ (χi4f)
)
⊙
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)
+ C2α+γ .

Denote by

C(f, g, h) = (f ≺ g)⊙ h− f(g ⊙ h)

the (flat) commutator in Rd. Then we apply two times the flat commutator estimate as follows:(
κi∗
(
χi1F (f)

))
⊙
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)
=
(
κi∗ (χi1F

′(f)) ≺ κi∗ (χi4f)
)
⊙
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)
+ C2α+γ

= C
(
κi∗ (χi1F

′(f)) , κi∗ (χi4f) , κi∗ (χi2g) ≺ κi∗ (χi3h)
)
+ C2α+γ

+κi∗ (χi1F
′(f))

(
κi∗ (χi4f)

)
⊙
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)
= κi∗ (χi1F

′(f))
(
κi∗ (χi4f)

)
⊙
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)
+ C2α+γ

= κi∗ (χi1F
′(f))κi∗ (χi2g)

(
κi∗ (χi3h)

)
⊙
(
κi∗ (χi4f)

)
+C

(
κi∗ (χi2g) , κi∗ (χi3h) , κi∗ (χi4f)

)
+ C2α+γ

= κi∗ (χi1F
′(f)) (κi∗ (χi2g) (κi∗ (χi3h)⊙ κi∗ (χi4f))) + C(2α+γ)∧(α+β+γ)

Then we get the desired estimate. �

This estimate will be used in the proof of Theorem 1.1 in the next section.

2.5 – From local to global principle. For the purpose of doing the stochastic estimates in

our companion work [6], we state here a key localization Lemma which allows us to isolate the
singularities of a paraproduct f ≺ g in terms of the singularities of g. The reader can skip this
section at first reading.
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Lemma 2.9 – Let f, g be two tempered distributions on Rd such that g has compact support.
Then for every χ ∈ C∞

c (Rd) such that χ = 1 on the support of g, the differences

f ≺ g − χ (f ≺ g) , f ≺ g − (χf) ≺ g, f ⊙ g − χ (f ⊙ g) , f ⊙ g − (χf)⊙ g

all lie in C∞(Rd), with no regularity assumptions on f and g.

Note that the two quantities f ≺ g − χ (f ≺ g) , f ≺ g − (χf) ≺ g always exist. However if
f, g ∈ Cα×Cβ but α+β ≤ 0, then the two difference terms f⊙g−χ (f ⊙ g) , f⊙g−(χf)⊙g are
only defined by a mollification and limiting procedure but the limiting term is smooth as claimed
in the statement of the Lemma. The proof uses a composition theorem for pseudofferential
operators different from Proposition 3.7.

Proof – The distribution f belongs to some Hölder Cα(Rd) for some α ∈ R. We will later see
that the regularity of g is almost irrelevant in the arguments that follow. The key idea is to
make appear the Littlewood-Paley projectors

f ≺ g = f ≺ (χχ̃g) =
∑
i⩾2

Si−2(f)∆i(χχ̃f)

for some function χ̃ which equals 1 on the support of g and such that χ = 1 in the support of
χ̃. Hence f ≺ g − χ (f ≺ g) can be decomposed as

f ≺ g − χ (f ≺ g) =
∑
i⩾2

Si−2(f)
(
∆i(χχ̃g)− χ∆i(χ̃g)

)
=
∑
i⩾2

Si−2(f)[∆i,Mχ]Mχ̃ (g) .

We prove that the commutators [∆i,Mχ]Mχ̃ form a family of smoothing operators in the
semiclassical sense. Let us explain in more detail. Recall that the Littlewood-Paley pro-
jector ∆i = ψ(2−i|D|) should be considered as a semiclassical pseudodifferential operator
where ℏ = 2−i whose symbol lies in the class S(1) [54, p. 72]. By the composition Theo-
rem [54, Thm 4.14 and 4.18], the respective symbols c1(x; ξ), c2(x; ξ) of the composite operators

∆i ◦Mχ,Mχ ◦ ∆i equal ψ(2
−i|ξ|) mod ℏ∞ ⟨ξ⟩−∞

for all x such that χ(x) = 1. (Beware that
the multipliers Mχ,Mχ̃ and ∆i are semiclassical quantizations of symbols in the class S(1) [54,
p. 72].) Therefore the commutator [∆i,Mχ] = Op2−i (c1 − c2) is the semiclassical quantization
of a symbol (c1 − c2)(x; ξ) that is smoothing semiclassically exactly when x ∈ {χ = 1}. Finally
set

[∆i,Mχ] ◦Mχ̃ = Op2−i(c),

and note, again by the composition Theorem [54, Thm 4.14 and 4.18], and from the fact that
χ = 1 on the support of χ̃, that

c(x; ξ) = O(ℏ∞ ⟨ξ⟩−∞
)

for all x. The operator [∆i,Mχ] ◦Mχ̃ is thus a semiclassical smoothing operator, and we have∥∥[∆i,Mχ]Mχ̃ (g)
∥∥
CN (Rd)

≲ 2−mNi

for all integers N and m. We have as a consequence the estimate∥∥f ≺ g − χ (f ≺ g)
∥∥
CN (Rd)

≤
∑
i⩾2

∥∥Si−2(f)[∆i,Mχ]Mχ̃ (g)
∥∥
CN (Rd)

≲
∑
i⩾2

∥Si−2(f)∥CN (Rd)

∥∥[∆i,Mχ]Mχ̃ (g)
∥∥
CN (Rd)

≲
∞∑
i=2

2i(N−α)2−2iN ≲
∞∑
i=2

2−iN < +∞.
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The proof for the difference f⊙g−χ (f ⊙ g) is identical: Replace Si−2(f) by ∆j(f) for |i−j| ≤ 1.
To control f ≺ g − (χf) ≺ g, write

f ≺ g − (χf) ≺ g =

f ≺ g − χ̃χ(f ≺ g)︸ ︷︷ ︸
∈C∞

+ χ̃
(
(χf) ≺ g

)
− (χf) ≺ g︸ ︷︷ ︸

∈C∞ since (χf)≺g=(χf)≺(χ̃g)

+ χ̃χ(f ≺ g)− χ̃
(
(χf) ≺ g

)
where we used twice the previous result, then

f ≺ g − (χf) ≺ g =
∑

Mχ̃[Mχ, Si−2](f)∆i(g) + C∞

and we repeat the previous commutator arguments using both thatMχ̃,Mχ, Si−2 = β(2−i+2|D|),
ψ = β(2−1.)−β(.) are semiclassical operators obtained by quantizing symbols in the class S(1)
and the support properties of χ, χ̃. A similar argument also yields that f ⊙ g − (χf) ⊙ g is
smooth. �

From local to global principle: Recall that (κi, Ui)i forms a collection of open charts and
cover of the closed, compact manifold M . Consider the bilinear and trilinear operations

f ≺1 g ··=
∑
i

κ∗i

[
ψi

(
κi∗ (fχi1) ≺ κi∗ (gχi2)

)]
and

f ≺1 (g ≺2 h) ··=
∑
i

κ∗i

[
ψi

(
κi∗ (χi1f)

)
≺
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)]
where χi1, χi2, χi3 are arbitrary cut-off functions supported in Ui ⊂M such that χ2i = χi3 = 1
on supp(χi1). Assume we have a local form of regularity which means for every chart index
i, the functions (

κi∗ (χi1f) ≺ κi∗ (χi2g)
)

and (
κi∗ (χi1f)

)
≺
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)
are Cα (resp. CTC

α) in some neighborhood of κi(supp(χi2)) and κi(supp(χi3)) respectively.
Then f ≺1 g and f ≺1 (g ≺2 h) are both Cα(M) (resp. CTC

α(M)) globally and the result
does not depend on the choice of cut-off functions ψi, χi1, χi2, χi3 provided they satisfy
the compatibility condition on supports previously stated. We can show a similar property for
⊙,≻ instead of ≺.

Proof – This is a trivial consequence of the localization Lemma 2.9 since both κi∗ (χi1f) ≺
κi∗ (χi2g) and

(
κi∗ (χi1f)

)
≺
(
κi∗ (χi2g) ≺ κi∗ (χi3h)

)
are smooth outside κi(supp(χi2)) and

κi(supp(χi3)) respectively. Indeed, for any function ψ which equals 1 on the support of χi2 (resp.
χi3), the difference (1 − ψ)κi∗ (χi1f) ≺ κi∗ (χi2g) (resp. (1 − ψ)

(
κi∗ (χi1f)

)
≺
(
κi∗ (χi2g) ≺

κi∗ (χi3h)
)
) is smooth by Lemma 2.9. �

2.6 – Littlewood-Paley-Stein projectors and pseudodifferential operators. We study in this

section some commutator lemma involving both pseudodifferential operators and the generalized
Littlewood-Paley projectors.

Proposition 2.10 – Let (P i
k, P̃

i
ℓ ) be a pair of generalized Littlewood-Paley-Stein projectors in

the sense of Definition 2.6 where i is a chart index and k, ℓ represents the frequencies 2k, 2ℓ.
For every pseudodifferential operator A ∈ Ψm

1,0(M) the series of commutators∑
|k−ℓ|≤1

(
P i
kAP̃

i
ℓ −AP i

kP̃
i
ℓ

)
converges absolutely in Ψm−1

1,0 (M).
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Proof – We work in the same chart κi : Ui 7→ κi(Ui) used to define the pair P, P̃ of generalized
Littlewood-Paley-Stein projectors whose representation reads:

P i
k = κ∗iψ∆kκi∗χ, P̃

i
k = κ∗i ψ̃∆kκi∗χ̃.

First we use the fact that the sequence (
∑ℓ+1

k=ℓ−1 P
i
k)ℓ is bounded in Ψ0

1,0(M). The proof follows

from considering the symbol of P i
k in the chart κi which reads

pk(x; ξ) = ψ(2−kξ)(ψκi∗χ)(x).

Since we have the estimate∣∣∂αx ∂βξ ψ(2−kξ)(ψκi∗χ)(x)
∣∣ = ∣∣∂βξ ψ(2−kξ)∂αx (ψκi∗χ)(x)

∣∣
≲ 2−k|β|∥∂αx (ψκi∗χ)∥L∞∥∂βξ ψ∥L∞ ≲ |ξ|−|β|

we deduce that the sequence of symbols (pk)k is bounded in S0
1,0(R

d), hence the sequence (P i
k)k

and (
∑ℓ+1

k=ℓ−1 P
i
k)ℓ are bounded in Ψ0

1,0(M).
Setting the sequence of commutators(

Bℓ =

ℓ+1∑
k=ℓ−1

[
P i
k, A

])
ℓ≥1

,

we deduce by the usual commutator estimates in the pseudodifferential calculus that the se-
quence (Bℓ)ℓ is bounded in Ψm−1

1,0 (M).

Secondly, the series
∑

|k−ℓ|≤1 P
i
kAP̃

i
ℓ −AP i

kP̃
i
ℓ rewrites as∑

ℓ

BℓP̃
i
ℓ

where the sequence (Bℓ)ℓ is bounded in Ψm−1
1,0 (M). We consider the symbol of each composite

operator BℓP̃
i
ℓ in the same chart κi : Ui 7→ κi(Ui) used to define the pair P, P̃ of generalized

Littlewood-Paley-Stein projectors. Recall that each P̃ i
ℓ is supported in Ui×Ui. We choose some

functions χi, χ̃i ∈ C∞
c (Ui)

2 which both equal 1 on the support of κ∗i ψ̃, χi = 1 on the support
of χ̃i. Then using the pair of cut-off functions, we can decompose the previous series into two
pieces of different natures:∑

ℓ

BℓP̃
i
ℓ =

∑
ℓ

χiBℓχ̃iP̃
i
ℓ +

∑
ℓ

(1− χi)Bℓχ̃iP̃
i
ℓ

where the operator (1 − χi)Bℓχ̃i is supported outside the diagonal therefore it is a smoothing

operator. We study the two pieces separately. To study the first piece
∑

ℓ χiBℓχ̃iP̃
i
ℓ precisely,

we need to consider the operator χiBℓχ̃iP̃
i
ℓ . We first conjugate it by κi to reduce to compactly

supported pseudodifferential operators on Rd. This yields:

κi∗

(
χiBℓχ̃iP̃

i
ℓ

)
κ∗i = (κi∗χiBℓχ̃iκ

∗
i )
(
κi∗P̃

i
ℓκ

∗
i

)
= (κi∗χiBℓχ̃iκ

∗
i ) ψ̃∆ℓκ

∗
i χ̃

where (κi∗χiBℓχ̃iκ
∗
i ) ψ̃ ∈ Ψm−1

1,0 (Rd) is a bounded sequence of compactly supported pseudodif-

ferential operators on Rd, we used the fact that multiplication by smooth function are pseudodif-
ferential operators of order 0 and the composition for pseudodifferential operators is bounded.
Therefore there exists a bounded sequence bℓ of symbols in Sm−1

1,0 (Rd) such that for all ℓ:

(κi∗χiBℓχ̃iκ
∗
i ) ψ̃ = Op (bℓ),

|∂αx ∂
β
ξ bℓ(x; ξ)| ≤ Cα,β(1 + |ξ|)m−|β|

where the constant Cα,β does not depend on ℓ. Note that the composition (κi∗χiBℓχ̃iκ
∗
i ) ψ̃∆ℓ

also reads:

Op(bℓ)∆ℓ = Op
(
bℓψ(2

−ℓ.)
)
=

1

(2π)d

∫
Rd

eiξ.(x−y)bℓ(x, ξ)ψ(2
−ℓξ)dξ.
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Therefore, to prove the convergence of the series
∑

ℓ (κi∗χiBℓχ̃iκ
∗
i ) ψ̃∆ℓ, it suffices to show that

the partial sums
∑

ℓ≤N bℓ(x, ξ)ψ(2
−ℓξ) are bounded in the space Sm−1

1,0 (Rd) of symbols of order

m− 1 but the series converges in the space Sm−1+ε
1,0 (Rd) for all ε > 0. This is a consequence of

the partition of unity identity 1 = ψ0(ξ) +
∑

ℓ ψ(2
−ℓξ),∣∣∂αx ∂βξ ∑

ℓ

bℓ(x, ξ)ψ(2
−ℓξ)

∣∣ ≤ ∑
ℓ,|ξ|≃2ℓ

∣∣∂βξ (∂αx bℓ)(x, ξ)ψ(2−ℓξ)
∣∣ ≲ ∑

ℓ,|ξ|≃2ℓ

2j(m−|β|) ≲ (1 + |ξ|)m−|β|

where we used the Leibniz rule and also the fact that given ξ, the series
∑

ℓ bℓ(x, ξ)ψ(2
−ℓξ)

reduces to a finite sum
∑

ℓ,|ξ|≃2ℓ bℓ(x, ξ)ψ(2
−ℓξ). Therefore the series∑

ℓ

(κi∗χiBℓχ̃iκ
∗
i ) ψ̃∆ℓ =

∑
ℓ

Op(bℓ)∆ℓ =
1

(2π)d

∫
Rd

eiξ.(x−y)
∑
ℓ

(
bℓ(x, ξ)ψ(2

−ℓξ)
)
dξ

defines a pseudodifferential operators in Ψm−1
1,0 (Rd). Again by the invariance of pseudodifferen-

tial operators under diffeomorphisms, we get
∑

ℓ χiBℓχ̃iP̃
i
ℓ ∈ Ψm−1

1,0 (M).

It remains to deal with the term
∑

ℓ(1−χi)Bℓχ̃iP̃
i
ℓ . First note that the sequence

(
(1−χi)Bℓχ̃i

)
ℓ

is bounded in Ψ−∞(M). It suffices to prove that for any smooth function with sufficiently small

support, the operator χ2

(∑
ℓ(1− χi)Bℓχ̃iP̃

i
ℓ

)
is smoothing. For any chart Ψ : V 7→ Ψ(V ),

choose any function χ2 ∈ C∞
c (V ), then we reduce the study of χ2

(∑
ℓ(1− χi)Bℓχ̃iP̃

i
ℓ

)
to

Ψ∗

(
χ2(1− χi)Bℓχ̃iP̃

i
ℓ

)
κ∗i = (Ψ∗χ2(1− χi)Bℓχ̃iκ

∗
i )
(
κi∗P̃

i
ℓκ

∗
i

)
= (Ψ∗χ2(1− χi)Bℓχ̃iκ

∗
i ) ψ̃∆ℓκ

∗
i χ̃.

Now, it is an immediate consequence of the composition theorem for pseudodifferential operator

that the operator (Ψ∗χ2(1− χi)Bℓχ̃iκ
∗
i ) ψ̃ is smoothing on Rd, so arguing as above, we can

conclude that the series
∑

ℓ (Ψ∗χ2(1− χi)Bℓχ̃iκ
∗
i ) ψ̃∆ℓ converges in Ψ−∞(Rd) which concludes

the proof of Proposition 2.10. �

3 – Commutator estimates for paradifferential operators

The goal of this section is to recall the strict minimum material in paradifferential calculus
to control in the following section the commutator [e−tP , Pu] where Pu is the paramultiplication
operator u ≺ for some Hölder function u. A simple idea for a simple goal: If we are able to see
Pu as an operator in some well-behaved class with a good composition theorem the control of
the commutator [e−tP , Pu] will be a direct consequence of this composition theorem.

The paraproduct operators are examples of paradifferential operators. After some recollec-
tion on this class of operators in Section 3.1 we introduce in Section 3.2 a useful regularization
procedure and prove in Section 3.3 a composition result for some paradifferential operators.
With end this section with a key localization lemma that somehow allows to isolate the singu-
larities of a paraproduct f ≺ g in terms of the singularities of g – see Section 2.5.

3.1 – Recollection on paradifferential operators on Rd. We mostly follow the notations and

terminology of Meyer [43]. To illustrate the notion of paradifferential operator we take a new
look at the paraproduct operator. For u ∈ Cα(Rd) with α > 0 we define the linear operator

Pu : v ∈ S ′(Rd) 7→ u ≺ v

where u ≺ v =
∑

i⩾5 Si−5(u)∆j(v). The operator Pu has symbol

σ(x; ξ) =

∞∑
i=5

Si−5(u)(x)ψ(2
−i|ξ|)

where ψ generates the Littlewood-Paley-Stein partition of unity. From now on we assume
without loss of generality that ψ vanishes outside the corona 1

2 ≤ |ξ| ≤ 4 and equals 1 on the
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smaller corona 1 ≤ |ξ| ≤ 2. For a function u of positive Hölder regularity it is proved in [43,
p. 292] that the above symbol σ belongs to the class A0

α that we define following [43, Definition
1 p. 286].

Definition – A symbol σ ∈ C∞(Rd × Rd) belongs to the space Am
α

(
Rd
)
for m ∈ R and α > 0

if:

(a) For every multiindex γ, there exists a constant Cγ such that

∥∂γξ σ(x; ξ)∥Cα
x (Rd) ≤ Cγ (1 + |ξ|)m−|γ|

. (3.1)

(b) For every multiindices (β, γ), there exists a constant Cβ,γ such that if |β| > α then

∥∂βx∂
γ
ξ σ(x; ξ)∥Cα

x (Rd) ≤ Cβ,γ (1 + |ξ|)m−|γ|+|β|−α
. (3.2)

We have ⋂
α∈R⩾0

Am
α (Rd) = Sm

1,0(R
d)

and the inclusion

Sm
1,0(R

d) ⊂ Am
α (Rd).

Then [43] introduces a second class denoted by Bm
α (Rd) as follows.

Definition 3.1 – A symbol σ is said to be in the class Bm
α (Rd) if (3.1) holds and there exists

0 < K < 1 such that for each fixed ξ the partial Fourier transform σ̂(η, ξ) in x of the symbol σ
is supported in the set

{
|η| ≤ K|ξ|

}
.

Then it is claimed that [43, bottom p. 286] (see also [43, p. 292]):

Lemma 3.2 – We have the inclusion Bm
α (Rd) ⊂ Am

α (Rd) and Pu ∈ B0
α(R

d).

We check for pedagogical purposes that, for u ∈ Cα(Rd), the paramultiplication operator Pu

belongs to the class B0
α(R

d). Recall that its symbol reads σ(x, ξ) =
∑∞

i=5 Si−5(u)(x)ψ(2
−i|ξ|),

hence the Fourier transform with respect to the variable x reads

σ̂(η, ξ) =

∞∑
i=5

Ŝi−5(u)(η)ψ(2
−i|ξ|).

Note that by definition of our dyadic decomposition, Ŝi−5(u) is supported on a ball of radius
≤ 2i−3 and ψ(2−i.) is supported in the corona

{
2i−1 ≤ |ξ| ≤ 2i+2

}
so the Fourier vanishing

condition is satisfied.

3.2 – A simple pararegularization. Despite its usefulness in several nonlinear problems, it

is well-known since the work of Bourdeau, Stein [32, Chapter IX] that the class Sm
1,1(R

d) is
ill-defined when acting on Sobolev or Hölder spaces of negative regularity. Since in the study of
SPDEs the operators act on Besov spaces of negative regularity we need to modify the symbols
in the class Sm

1,1(R
d) by some cut-off function to make them well behaved on Besov spaces of

singular distributions. For this, we first define a specific class of cut-off functions.

Definition 3.3 – In the sequel, given 0 < K1 < K2 < 1, we choose some bounded cut-
off function χ ∈ C∞(Rd × Rd) such that χ = 0 near (η, 0), χ = 0 when |η| > K2|ξ| and
χ = 1 on |η| ≤ K1|ξ|.

We next define a kind of smoothing procedure for symbols called pararegularization which is
a simplified version of what can be found in Section 10.2 of Hörmander’s book [32].

Definition 3.4 – With this choice of cut-off functions, starting from any σ ∈ C∞(Rd × Rd)
satisfying (3.1), our pararegularized symbols σχ is defined from the condition

σ̂χ(η, ξ) = σ̂(η, ξ)χ(η, ξ).
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This operation of Fourier cut-off will always produce some symbol σχ which belongs to
the class Bm

α (Rd) of Definition 3.1. It is obvious by construction that our paramultiplication
operator Pu is exactly a pararegularized operator of the form Op(σχ) for some cut-off χ ∈
C∞(Rd × Rd) since its symbol

σ(x, ξ) =

∞∑
i=5

Si−5(u)(x)ψ(2
−i|ξ|)

vanishes near ξ = 0, by the support property of the Littlewood-Paley-Stein partition of unity

function φ(.); and its Fourier transform σ̂(η, ξ) =
∑∞

i=5 Ŝi−5(u)(η)ψ(2
−i|ξ|) also vanishes near

the twisted diagonal {(−ξ, ξ)} ⊂ Rd × Rd since σ̂(η, ξ) vanishes when |η| > 1
4 |ξ|. (Indeed

|η| ≤ 2i−3 and |ξ| ⩾ 2i−1 imply that |η|
|ξ| ≤ 2i−3

2i−1 = 2−2.) Now we shall use the fact that

the paradifferential regularization of a classical pseudodifferential operator preserves its prop-
erties [32, p. 236]:

Lemma 3.5 – Let a ∈ C∞(Rd × Rd) be a classical symbol in Sm
1,0(R

d), χ is a cut-off function
from Definition 3.3 and aχ the cut-off symbol as defined in Definition 3.4. Then the difference
a− aχ ∈ S−∞

1,0 (Rd).

This means that a = aχ modulo smoothing operators.

Proof – Assume without loss of generality that the Schwartz kernel of Op(a), which is F−1
ξ (a) ∈

S ′(Rd×Rd), is compactly supported in (x, y). Up to multiplying χ with another cut-off function
χ2 ∈ C∞(Rd × Rd) such that χ2 = 1 when |ξ| ⩾ 2 and χ2 = 0 when |ξ| ≤ 1, the operators
whose Schartz kernels are F−1

ξ (χa) ∈ S ′(Rd × Rd) and F−1
ξ (χχ2a) ∈ S ′(Rd × Rd) differ from a

smoothing operator. Indeed

F−1
ξ (χa)−F−1

ξ (χχ2a) = F−1
ξ (χ(1− χ2)a) .

Note that the cut-off symbol χ(1−χ2)a ∈ C∞(Rd×Rd) vanishes both when |ξ| ⩾ 2 and also when
|η| > K|ξ| for some K ∈ (0, 1) which means that χ(1− χ2)a is supported in {|ξ| ≤ 2, |η| ≤ 2},
so it is smooth with compact support in both η, ξ. The difference F−1

ξ (χ(1− χ2)a) is therefore

analytic and Schwartz on Rd × Rd. So we may assume, without loss of generality, that χ = 0
when |ξ| ≤ 2.

We need to prove that F−1
ξ (a(1 − χ)) is a smooth function in S(Rd × Rd). Because of the

support properties of χ, the symbol â(η, ξ)(1 − χ)(η, ξ) is non-vanishing only when |η| > K|ξ|
for some K > 0. On this subset, we have an inequality of the form

(1 + |η|)−1 ≤ (1 +K|ξ|)−1 ≲ (1 + |ξ|)−1,

therefore â(η, ξ)(1− χ)(η, ξ) satisfies, for all N , the estimate∣∣â(1− χ)(η, ξ)
∣∣ ≲ sup

ξ

∥∥(1 + |ξ|)−ma(·, ξ)
∥∥
C2N+m

x
(1 + |η|)−2N−m(1 + |ξ|)m(1− χ)(η, ξ)

≲ (1 + |ξ|)−N (1 + |η|)−N .

(For the second inequality, we used the fact that for any U ∈ C∞
c (Rd), one has |Û(ξ)| ≲

∥U∥Cm(Rd)(1 + |ξ|)−m, which follows from integration by parts.) Therefore the inverse Fourier
transform in (ξ, η) of â(1− χ)(η, ξ) yields a smooth kernel. �

We obtain the following result as a consequence of Lemma 3.5 and the Schauder estimate
from Proposition 2.3.

Corollary 3.6 –Each operator in the class Ψm
1,0(R

d) sends continuously Bα
p,q(R

d) into Bα−m
p,q (Rd).

The same result holds for operators and Besov spaces on M .
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3.3 – Composition of paradifferential operators. The following commutator result is useful.

Proposition 3.7 – Let α ∈ (0, 1), (m1,m2) ∈ R2. If a ∈ Sm1
1,0 (R

d) and b ∈ Bm2
α (Rd) then the

commutator [
Op(a), Op(b)

]
= Op(c) +R

where R ∈ Ψ−∞(Rd) is smoothing and c lies in Sm1+m2−α
1,1 (Rd) and has a pararegularized

symbol ĉ(η, ξ) supported on |η| ≤ K|ξ| for some K < 1.

The fact that the commutator Op(c) has pararegularized symbol c has central importance for
us since it will allow Op(c) to act on some Besov spaces of non-positive regularities. Proposition
3.7 follows from the following more general composition result.

Proposition 3.8 – Let α ∈ (0, 1), (m1,m2) ∈ R2. If a ∈ Bm1
α (Rd) and b ∈ Bm2

α (Rd) with the
constant K appearing in Definition 3.1 satisfies K ≤ 1

4 . Then

Op(a) ◦Op(b) = Op(ab) +Op(c)

where c ∈ Sm1+m2−α
1,1 (Rd) and there is some 0 < K̃ < 1 such that ĉ(η, ξ) is supported on

|η| ≤ K̃|ξ|.

We deduce Proposition 3.7 from the composition result applied to the pararegularized aχ
instead of a – they differ from a smoothing operator, from Lemma 3.5, and since

[Op(a), Op(b)] = [Op(aχ), Op(b)] mod
(
Ψ−∞) = Op(c) mod

(
Ψ−∞)

for some c ∈ Sm1+m2−α
1,1 (Rd) and ĉ(η, ξ) is supported on |η| ≤ K̃|ξ| for some 0 < K̃ < 1.

Proof – We give here a self-contained proof of Proposition 3.8 essentially following Meyer’s
exposition in [43, Theorem 4]. Therein the remainder term belongs to S−α

1,1 (R
d) since one of the

symbols is only in S0
1,1(R

d). In our case, we make the stronger assumption that the symbols are

in Bm1
α (Rd) and Bm2

α (Rd). Hence we need to check that our symbol c is in fact a pararegularized

symbol, which means ĉ vanishes outside {|η| ≤ K̃|ξ|} for some K̃ ∈ (0, 1). This is sufficient for
Op(c) to act on some Besov distribution v of negative regularity.

As usual, we start from the Fourier representation formula for the commutator which reads:

c(x; ξ) =
1

(2π)d

∫
Rd

(
a(x, ξ + η)− a(x; ξ)

)
eiη·x b̂(η, ξ)dη

where b̂ is supported on |η| ≤ |ξ|
10 . Now we rewrite the representation formula for c but inserting

a dyadic decomposition in the integration variable η

c(x; ξ) =
1

(2π)d

∑
j;2j−1≤ |ξ|

10

∫
Rd

(
a(x, ξ + η)− a(x; ξ)

)
ψ(2−jη)eiη·x b̂(η, ξ)dη,

the summation is over some finite number of j since for fixed ξ the integrand vanishes when

|η| > |ξ|
10 . Choose some cut-off function χ̃ ∈ C∞

c (Rd \ {0}) such that χ̃ = 1 on the support of ψ.

|c(x; ξ)| ≤ 1

(2π)d

∑
j;2j−1≤ |ξ|

10

∣∣∣∣ ∫
Rd

(
a(x, ξ + η)− a(x; ξ)

)
χ̃(2−jη)ψ(2−jη)eiη·x b̂(η, ξ)dη

∣∣∣∣
≤ 1

(2π)d

∑
j;2j−1≤ |ξ|

10

∥Aj∥L1(Rd)∥Bj∥L∞(Rd)

where

Aj = F−1
η

(
(a(x, ξ + η)− a(x; ξ)) χ̃(2−jη)

)
, Bj = F−1

η

(
ψ(2−jη)eiη·xb̂(η, ξ)

)
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and the variables (x; ξ) are treated like parameters. By the definition of b ∈ Bm2
α (Rd), we have

the bound

∥Bj∥L∞(Rd) ≲ 2−jα(1 + |ξ|)m2 .

For the control of ∥Aj∥L1(Rd), we use some ideas from the Wiener algebra. Here is the key

observation: By scale invariance, the L1
y norm of Aj is equal to the L1 norm of the rescaled

function

F−1
η

( (
a(x, ξ + 2jη)− a(x; ξ)

)
χ̃(η)

)
.

Therefore, we have

∥Aj∥L1(Rd) =
∥∥F−1

η

((
a(x, ξ + 2jη)− a(x; ξ)

)
χ̃(η)

) ∥∥
L1(Rd)

≲
∥∥ (a(x, ξ + 2jη)− a(x; ξ)

)
χ̃(η)

∥∥
Hs

η

for all s > d
2 . We used the following fundamental fact, for any function U :

∥Û∥L1(Rd) =

∫
Rd

∣∣(1 + |ξ|)−s(1 + |ξ|)sÛ(ξ)
∣∣dξ

≤
(∫

Rd

(1 + |ξ|)−2sdξ

) 1
2
(∫

Rd

|(1 + |ξ|)sÛ(ξ)|2dξ
) 1

2

≲ ∥U∥Hs

where we used Cauchy–Schwartz in the second estimate and the definition of Sobolev norms,
the right hand side is finite as soon as s > d

2 . So we need to estimate the Sobolev regularity in
η of

gj(η) =
(
a(x, ξ + 2jη)− a(x; ξ)

)
χ̃(η)

by just bounding the derivatives. We remind the reader that (x, j, ξ) appearing in the definition
of gj are treated as parameters. To control the difference

(
a(x, ξ + 2jη)− a(x; ξ)

)
, we will use

the fundamental Theorem of calculus. Recall that 2j ≤ |ξ|
5 if 2j−1 ≤ |ξ|

10 , therefore on the
support of χ̃ that we assume is contained in {|η| ≤ 4, 5}, we always have inequalities of the
form

|2jη| ≤ 2j(4, 5) ≤ 9

10
|ξ| =⇒ 1

10
|ξ| ≤ |ξ + 2jη| ≤ 19

10
|ξ|.

We use the fundamental Theorem of calculus and the regularity of a in ξ

|a(x; ξ)− a(x; 2jη + ξ)| ≲

(
sup

1
10 |ξ|≤|ξ̃|≤ 19

10 |ξ|

∣∣∂ξ̃a(x; ξ̃)∣∣
)

︸ ︷︷ ︸
≲(1+|ξ|)m1−1

2j |η| ≲ 2j(1 + |ξ|)m1−1

where we used estimate (3.1) to control the derivative ∂ξ̃a(x; ξ̃). For all multiindices |β| ⩾ 1,

we again use the Fundamental Theorem of calculus to obtain∣∣∂βη (a(x; ξ)− a(x; 2jη + ξ)
) ∣∣ = ∣∣∣∣∂βη (2j ∫ 1

0

dξa(x; ξ + u2jη)(η)du

) ∣∣∣∣
≲ (1 + |ξ|)m1−|β|−12j(1+|β|) + (1 + |ξ|)m1−|β|2j|β|

from a careful application of the Leibniz rule and where we again used estimate (3.1) to control
the derivative of a in the second variable. The above estimate is uniform in x. We use the
crucial fact that 2j ≲ |ξ| hence for all multiindex |β| ⩾ 1, we have

(1 + |ξ|)m1−|β|2j|β| ≲ (1 + |ξ|)m1−12j

which allows us to simplify the previous bound as∣∣∂βη (a(x; ξ)− a(x; 2jη + ξ)
) ∣∣ ≲ (1 + |ξ|)m1−12j .



25

Therefore, the decay we can get for the H
[ d2 ]+1
η (Rd) norm w.r.t. η of gj would have the simple

form:

∥gj∥
H

[ d
2
]+1

η (Rd)
≲ 2j(1 + |ξ|)m1−1

since the support of χ̃ in η is compact. Going back to our initial goal of bounding the symbol
c, we get:

|c(x; ξ)| ≤
∑

j,2j≤ |ξ|
5

∥Aj∥L1∥Bj∥L∞ ≲ (1 + |ξ|)m2+m1

∑
j,2j≤ |ξ|

5

2−jα(1 + |ξ|)−12j

≲ (1 + |ξ|)m1+m2−1
∑

j,2j≤ |ξ|
5

2j(1−α) ≲ (1 + |ξ|)m1+m2−|α|

since α ∈ (0, 1). Bounding the derivatives of c in ξ is similar and left to the reader. For the
moment, we just proved our symbol c belongs to the class Sm1+m2−α

1,1 (Rd). It remains to check
that our symbol has the correct vanishing properties of pararegularized operators.

It remains to check the vanishing properties of the symbol ĉ(η1, ξ) when the norms of ξ and η1
get close to each other. We start with the explicit formula

ĉ(η1, ξ) =
1

(2π)d

∫
Rd

(
â(η1 − η, ξ + η)− â(η1 − η, ξ)

)
b̂(η, ξ)dη.

Let us assume, without loss of generality, that one can take the constant K from Definition 3.1
equal to 1/4. Now observe that the integrand in

I1 =

∫
Rd

(
â(η1 − η, ξ + η)

)
b̂(η, ξ)dη

vanishes when |η1−η| ⩾ 1
4 |ξ+η| (by the constraint from a) and since we integrate on |η| ≤ 1

4 |ξ|
(by the constraint from b). Hence I1 = 0 when |η1| − |η| ⩾ 1

4 |ξ| +
1
4 |η|, which is in particular

the case when

|η1| ⩾
1

4
|ξ| − 3

4
|η| ⩾ 1

4
|ξ| − 3

4

1

4
|ξ| ⩾ 1

16
|ξ|.

The integrand

I2 =

∫
Rd

−â(η1 − η, ξ)̂b(η, ξ)dη =

∫
Rd

−â(−η, ξ)̂b(η + η1, ξ)dη

vanishes when |η + η1| ⩾ 1
4 |ξ| and we integrate on |η| ≤ 1

4 |ξ|. Hence the integral I2 vanishes as

soon as |η1| ⩾ 3
4 |ξ|. Indeed,

|η1| ⩾
3

4
|ξ| =⇒ |η + η1| ⩾

3

4
|ξ| − |η| ⩾ 3

4
|ξ| − 1

4
|ξ| > 1

4
|ξ|.

So ĉ is supported on |η1| ≤ 3
4 |ξ|. �

4 – Commuting the heat operator with a paraproduct

Recall P = 1 − ∆ stands for the negative massive Laplace-Beltrami operator on functions
on M . Our goal in this section is to control analytically some commutator [e−tP , f ≺i] of
the heat operator e−tP with some paramultiplication operator f ≺i. We use the tools from
Section 3 developed on Rd to achieve our goal. This naturally leads to a continuity result on
the commutator of a paraproduct operator with the resolvent operator of P .

One key idea we need to control commutators of the form [e−tP , Pu] is to think of the heat
kernel e−tP as a parameter-dependent pseudodifferential operator of order m ≤ 0, but e−tP

grows like t
m
2 in Ψm

1,0(M). We need to pay some price under the form of the exploding weight

t
m
2 if we require more smoothing properties.
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Lemma 4.1 – (The heat kernel viewed as a parameter-dependent pseudodifferen-

tial operator) Pick m ≤ 0. Then (t
−m
2 e−tP )t∈[0,1] is a bounded family of pseudodifferential

operators in Ψm
1,0(M).

Proof – The proof is obvious using the local representation of the heat kernel in charts that
we shall use several times in the present work, we refer to Theorem 6.5 for a precise statement:

κ ◦Kt ◦ κ−1(x, y) = t−
d
2 Ã(t,

x− y√
t
, x)

and Ã ∈ C∞([0,+∞) 1
2
× Rd × U) satisfies the estimate

sup
(t,X,x)∈[0,a]×Rd×U

∣∣∣ (Dα√
t,X,x

Ã
)
(t,X, x)

∣∣∣ ≤ CN,α,κ(U) (1 + ∥X∥)−N
.

Then it suffices to Fourier transform Ã(t,X, x) in the middle variable X to get Â(t, ξ, x) which

is Schwartz in the middle variable ξ uniformly in (t, x) in compact sets and t−
d
2 Ã(t, x−y√

t
, x) is

the kernel of Op
(
Â(t,

√
tξ, x)

)
= Â(t,

√
tD, x).

Now it remains to check that t−
m
2 Ã(t,

√
tξ, x) is a symbol in Sm

1,0(U×Rd) uniformly in t ∈ [0, 1],
|ξ| ⩾ 1: ∣∣t−m

2 Ã(t,
√
tξ, x)

∣∣ ≲ t−
m
2 (1 + t

1
2 |ξ|)−N ≲ (1 + |ξ|)−m.

Furthermore, for the derivatives one checks that∣∣∂αx ∂βξ t−m
2 Â(t,

√
tξ, x)

∣∣ = ∣∣t−m+|β|
2

(
∂αx ∂

β
ξ Â
)
(t,

√
tξ, x)

∣∣
≲ t

−m+|β|
2 (1 + t

1
2 |ξ|)−N ≲ (1 + |ξ|)−m−|β|.

We have controlled all the seminorms of Sm
1,0 uniformly in t ∈ [0, 1] in local charts and we are

done. �

Corollary 4.2 – Let α ∈ R, u ∈ Cα(M) and t > 0. For all ϵ > 0, we have:

∥e−tPu∥Cα+ϵ(M) ≤ e−tt−
ϵ
2 ∥u∥Cα(M) .

Proof – The main difficulty in proving the statement is the small time t ∈ (0, 1] since we can
deal with the large times using the spectral gap of the massive operator P . We know from
Schauder estimates, Proposition 2.3, that a bounded family of elements (Au)u ∈ Ψm(M) is
bounded in L

(
Cα(M), Cα−m(M)

)
. Since the family (tϵ/2e−tP )0<t≤1 is bounded in Ψ−ϵ

10 (M),
from Lemma 4.1, the conclusion follows by writing

∥e−tPu∥Cα+ϵ ≤ t−
ε
2 ∥t ε

2 e−tPu∥L(Cα(M),Cα+ε(M)).

�

Next, we establish some manifold version of [33, Lemma 5.3.20]. For an arbitrary i ∈ I,
denote by ≺i the localized paraproduct from Definition 2.7.

Lemma 4.3 – Let α < 1, β ∈ R, u ∈ Cα(M), v ∈ Cβ(M) and t > 0 be given. For all ϵ > 0, we
have ∥∥e−tP (u ≺i v)− u ≺i (e

−tP v)
∥∥
Cα+β+ϵ(M)

≤ e−tt−ϵ/2∥u∥Cα(M)∥v∥Cβ(M)

and ∥∥e−tP (u ≺ v)− u ≺ (e−tP v)
∥∥
Cα+β+ϵ(M)

≤ e−tt−ϵ/2∥u∥Cα∥v∥Cβ .

Proof – The key conceptual idea is to think of the operator Pu : v 7→ u ≺ v as a pararegularized
operator where the threshold regularity is imposed by the Hölder regularity of u.

1. Let us do the proof on Rd with some operator Ht in the heat calculus in the sense of Theorem
6.5; it has the same analytic properties as the heat kernel and Lemma 4.1 and Corollary 4.2 hold
for Ht. Then we shall use charts and localization to make the proof global and on manifolds.
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Now note that Pu ∈ B0
α(R

d). We treat the heat operator Ht as an element of Ψ−ε
1,0(R

d) and we

need to measure its growth in the Fréchet space Ψ−ε(Rd) when t→ 0+. In fact t
ε
2Ht is bounded

in Ψ−ε(Rd) uniformly in t ∈ [0, 1] by Lemma 4.1. Therefore, Proposition 3.7 on commutators
shows that the commutator

[t
ε
2Ht, Pu] ∈ Op

(
S̃−α−ε
1,1

)
is regularizing of order α+ ε, uniformly in t ∈ [0, 1]. We thus have

[Ht, Pu] = O(t−
ε
2 ) ∈ Ψ̃−α−ε

1,1 .

and

[Ht, Pu]v = O(t−
ε
2 ) ∈ Cα+β+ε

since Ψ̃−α−ε
1,1 maps Cs(Rd) into Cs−α−ε(Rd), byProposition 2.3.

2. The next step is to localize, then globalize, the proof on Rd to extend it to M . As usual,
denote by (κi, Ui, χi,1)i∈I the local charts plus the subordinated partition of unity. We choose
some functions χi,2 ∈ C∞

c (Ui), χi,2 = 1 on support of χi,1 and ψi ∈ C∞
c (κi(Ui)), ψi = 1 on

support of χi,2.
Recall that

(u ≺i v) = κ∗i
[
ψi

(
κi∗ (χi,1u) ≺ κi∗ (χi,2v)

)]
.

The key idea to put the estimate on M is to use commutator estimates plus cut-off functions
to localize. We write carefully the first term we are studying

e−tP (u ≺i v) = e−tP
(
κ∗i
[
ψi (κi∗ (χi,1u) ≺ κi∗ (χi,2v))

])
Choose χi,3 ∈ C∞

c (Ui) which equals 1 on support of κ∗iψi. One has

e−tP
(
κ∗i
[
ψi

(
κi∗ (χi,1u) ≺κi∗ (χi,2v)

)])
= e−tPχ2

i,3

(
κ∗i
[
ψi (κi∗ (χi,1u) ≺ κi∗ (χi,2v))

])
= χi,3e

−tPχi,3

(
κ∗i
[
ψi (κi∗ (χi,1u) ≺ κi∗ (χi,2v))

])
+OC1+β+ε(t−

ε
2 )

∼ κ∗i
(
κi∗
(
χi,3e

−tPχi,3

)
κ∗i [ψi (κi∗ (χiu) ≺ κi∗ (χi,2v))]

))
= κ∗i

(
κi∗
(
χi,3e

−tP
)
κ∗i [ψi (κi∗ (χiu) ≺ κi∗ (χi,2v))]

))
.

We used the commutator estimate t
ε
2 [e−tP , χi,3] ∈ Ψ−1−ε uniformly in t ∈ [0, 1] ( t

ε
2 e−tP ∈ Ψ−ε

1,0

and χi,3 ∈ Ψ0
1,0) and the Schauder estimates for pseudodifferential operators. We also used the

support property of χi,3 to identify κi∗χi,3ψi = ψi. Now we also write in detail the term
u ≺i (e

−tP v)

u ≺i (e
−tP v) = κ∗i

(
ψi[κi∗ (χi,1u) ≺ κi∗

(
χi,2e

−tP v
)
]
)

= κ∗i
(
ψi[κi∗ (χi,1u) ≺ κi∗

(
χi,2χi,3e

−tP v
)
]
)

∼ κ∗i
(
ψi[κi∗ (χi,1u) ≺ κi∗

(
χi,3e

−tPχi,2v
)
]
)

= κ∗i
(
ψi[κi∗ (χi,1u) ≺

(
κi∗χi,3e

−tPκ∗i
)
κi∗ (χi,2v)]

)
= κ∗i

(
ψi[κi∗ (χi,1u) ≺

(
κi∗χi,3e

−tPκ∗i
)
(ψiκi∗ (χi,2v))]

)
where we used again the commutator estimate and the support properties of all the cut-off
functions. Now we recognize a commutator in Rd between an element in the heat calculus and
some paradifferential operator

e−tP (u ≺i v)− u ≺i (e
−tP v) ∼ κ∗i

(
ψi[
(
κi∗χi,3e

−tPκ∗i
)
ψi,Mκi∗(χi,1u)]κi∗ (χi,2v)

)
and, using the first part, we obtain∥∥e−tP (u ≺i v)− u ≺i (e

−tP v)
∥∥
Cα+β+ϵ(M)

≤ e−tt−ϵ/2∥u∥Cα∥v∥Cβ(M)

as required. �
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We now prove an analogue of Lemma A3 in [33] describing the commutator of a paraproduct
operator and the resolvent operator of P .

Proposition 4.4 – Let 0 < α < 1, β ∈ R, f ∈ CTCα(M) ∩ C
α
2

T L∞(M) and g ∈ CTCβ(M). For
all 0 < δ < 2, for all chart index i we have∥∥∥t 7→ ∫ t

0

(
e−(t−s)P (fs ≺i gs)− ft ≺i (e

−(t−s)P gs)
)
ds
∥∥∥
CT Cα+β+δ(M)

≤ C
(
∥f∥CT Cα(M) + ∥f∥

C
α
2
T L∞(M)

)
∥g∥CT Cβ(M)

for a positive constant C independant of T . The same estimate holds for the global paraproduct
by summing over i ∈ I.

Proof – To prove this proposition, we rely on Corollary 4.2 and Lemma 4.3. Let (κi, Ui, χi,1)i∈I

the local charts plus the subordinated partition of unity and χi,2 ∈ C∞
c (Ui), χi,2 = 1 on support

of χi,1 and ψi ∈ C∞
c (κi(Ui)), ψi = 1 on support of χi,2. Recall that for fixed i ∈ I

(u ≺i v) = κ∗i
[
ψi

(
κi∗ (χi,1u) ≺ κi∗ (χi,2v)

)]
.

We start by rewriting∥∥e−(t−s)P (fs ≺i gs)− ft ≺i (e
−(t−s)P gs)

∥∥
Cα+β+δ

=
∥∥e−(t−s)P (fs ≺i gs)− fs ≺i (e

−(t−s)P gs)− (ft − fs) ≺i (e
−(t−s)P gs)

∥∥
Cα+β+δ

≤
∥∥e−(t−s)P (fs ≺i gs)− fs ≺i (e

−(t−s)P gs)
∥∥
Cα+β+δ︸ ︷︷ ︸

A

+
∥∥(ft − fs) ≺i (e

−(t−s)P gs)
∥∥
Cα+β+δ︸ ︷︷ ︸

B

.

To bound the term A, let us use Lemma 4.3 at time t− s with u = fs, v = gs and ϵ = δ. This
yields

A ≤ e−(t−s)(t− s)−
δ
2 ∥fs∥Cα∥gs∥Cβ ≤ e−(t−s)(t− s)−

δ
2 ∥f∥CT Cα∥g∥CT Cβ .

To bound the term B, let us first use a paraproduct estimate, that gives

B ≤ ∥ft − fs∥L∞∥(e−(t−s)P gs)∥Cα+β+δ ≤ (t− s)
α
2 ∥f∥

C
α
2
T L∞

∥(e−(t−s)P gs)∥Cα+β+δ .

Then, let us use Lemma 4.2 at times t− s with u = gs and ϵ = α+ δ. This yields

B ≤ e−(t−s)(t− s)
α
2 −α+δ

2 ∥f∥
C

α
2
T L∞

∥gs∥Cβ ≤ e−(t−s)(t− s)−
δ
2 ∥f∥

C
α
2
T L∞

∥g∥CT Cβ .

We can now conclude since∥∥∥∫ t

0

(
e−(t−s)P (fs ≺i gs)− ft ≺i (e

−(t−s)P gs)
)
ds
∥∥∥
Cα+β+δ

≤
∫ t

0

∥∥e−(t−s)P (fs ≺i gs)− ft ≺i (e
−(t−s)P gs)

∥∥
Cα+β+δds

≤
∫ t

0

(A+B)ds =

∫ t

0

e−(t−s)(t− s)−
δ
2 ds

(
∥f∥CT Cα + ∥f∥

C
α
2
T L∞

)
∥g∥CT Cβ ,

and the integral over s is convergent since δ < 2 by hypothesis. Moreover, the sup over
t ∈ [0, T ] can then be bounded independently of T thanks to the exponential decay of the
massive Laplacian. �
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5 – Proof of Theorem 1.1 and an extension

Recall Theorem 1.1 and the notations

r ··= L−1(ξr), r ··=:
2
:r, r ··= L−1( r), r ··= L−1(:

3
:r).

from the introduction. Theorem 1.1 is used in [6] to make sense of Jagannath & Perkowski’s
formulation (1.6) of the parabolic Φ4 equation (1.5) in the limit where r > 0 goes to 0. We
prove Theorem 1.1 in Section 5.1 following the reasoning used by Jagannath & Perkowski in
their proof of Lemma A.2 in [33].

We extend this result in Section 5.2 to a setting where the equation is set on a space of
sections of a vector bundle over M . Some non-trivial modifications are needed in this case
compared to the scalar case.

5.1 – Proof of Theorem 1.1. 1. Control of the regularity of vref,r. Recall we set

f ·1 (g ⊙2 h− k) ··=
∑
i

κ∗i

[
ψiκi∗ (χi1f)

(
κi∗ (χi2g)⊙ κi∗ (χi3h)− κi∗ (χi2k)

)]
,

and use a similar definition of the terms that appear in the right hand side of (5.1) below. We
start from the triple product

3e3 r

(
r r − br( r + r)

)
and we decompose it as a sum of trilinear operations defined in Section 2.4

3e3 r

(
r r − br( r + r)

)
= 3e3 r ·1 ( r ≻2 r) + 3e3 r ·1

(
r ⊙2 r − 3e3 rb r

)
+ 3e3 r ≺1 ( r ≺2 r) +

[
3e3 r ⊙1 ( r ≺2 r)− 3e3 rb r

]
+ 3e3 r ≻1 ( r ≺2 r).

(5.1)

We know from Section 4.3 of [6] that r ∈ CTC
1−ϵ(M), uniformly in r > 0 in any Lp(P) space,

and for every chart index i and every ψi ∈ C∞
c (κi(Ui)) such that ψi = 1 on the support of χi3,

we have

ψi

(
κi∗

(
χi2 r

)
⊙ κi∗ (χi3 r)− κi∗

(
χi2br r

))
∈ CTC

−1/2−ϵ(κi(Ui))

uniformly in r > 0 in any Lp(P) space. The estimate is formulated on Rd. Formulate the
estimate on M is equivalent to proving that

r ⊙i r − χi2br r ··= κ∗i

[
ψi

(
κi∗

(
χi2 r

)
⊙ κi∗ (χi3 r)− κi∗

(
χi2br r

)) ]
∈ CTC

−1/2−ϵ(Ui),

a result that was proved in Section 4 of [6]. By the local-to-global principle, we deduce that

3e3 r ·1 ( r ⊙2 r − br r) is well-defined and in CTC
−1/2−ϵ(M), uniformly in r ∈ [0, 1], in

P-probability. (We do not have stronger estimate in Lp(P) spaces as the exponential term

e3 r ∈ CTC
1−ϵ(M) is not known to be P-integrable.)

Similarly r ∈ CTC
1/2−ϵ/2(M) and r ∈ CTC

−1−ϵ/2(M) the paraproduct estimates imply

that r ≻i,2 r ∈ CTC
−1/2−ϵ(M) for some local paraproduct ≻i,2 for every chart index i,

hence 3e3 r ·1 ( r ≻2 r) ∈ CTC
−1/2−ϵ(M) globally. Again it follows from the flat para-

product estimates that 3e3 r ≻1 ( r ≺2 r) ∈ CTC
−1/2−ϵ(M), with estimates that holds

uniformly in 0 < r ≤ 1 in P-probability.

The most complicated term is

3e3 r ⊙1 ( r ≺2 r)− 3e3 rbr r.
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We use the identity (2.2), with f = r, α = 1− ϵ, g = r, β = 1/2− ϵ, h = r, γ = −1− ϵ, to
infer that

3e3 r ⊙1 ( r ≺2 r)− 3e3 rbr r = 9e r ·1
(

r ·2 ( r ⊙3 r −
br
3
)

)
+ C1/2−3ϵ(M),

It follows from [6, Section 4.2] that for every chart index i and every ψi ∈ C∞
c (κi(Ui)) such

that ψi = 1 on the support of χi4,

ψi

(
κi∗ (χi3 r)⊙ κi∗

(
χi4 r

)
− κi∗

(
χi3

br
3

))
∈ CTC

−ϵ(Rd),

hence 3e3 r ⊙1 ( r ≺2 r) − 3e3 rbr r ∈ CTC
−1/2−ϵ(M). The estimates are 0 < r ≤ 1

uniform in P-probability.
2. Control of the gradient term. We aim at controlling the regularity of

∇ r · ∇vref,r − br(e
3 r

r),

where

vref,r ≃ L−1
(
3e3 r

r − br( r + r)
)
.

The proof is simple but the fact we are writing huge products of functions makes it look a bit
combinatorial. First using the fact that the inverse heat operator L−1 is smoothing off-diagonal
which implies that for any compactly supported distribution U ∈ D′

c(Ui) and χ̃i ∈ C∞
c (Ui) such

that χ̃i = 1 on support of U

L−1(U)− χ̃i L−1(U) ∈ C∞(M)

and using a trivialization of the tangent bundle TM over each open chart Ui, we get the
expression

∇ r · ∇vref,r − br(e
3 r

r) =∑
i

κ∗i

[
ψi(κi∗g)

µν∂µκi∗

(
χ̃iL−1κ∗i

×
(
κi∗(χi13e

3 r )
[
κi∗(χi2 r)κi∗(χi3 r)− brκi∗

(
χi1b( r + r)

)])
︸ ︷︷ ︸

)
× ∂νκi∗(χi4 r)

]
− br(e

3 r
r) + C−2ε(M)

where the localization of the heat kernel avoided a double sum over the partition of unity
indices. The error term in C−2ε(M) comes from the irregularity of ∂νκi∗(χi4 r). We need that
χi1 ≪ χi2 ≪ χi3 ≪ χi4 ≪ χ̃i ≪ κi∗ψi, where

∑
i χi1 = 1 and sµ(x) denotes the µ component

of s(x) ∈ TxM . The term underbraced was already defined in the first part and equals

κi∗(χi13e
3 r ) ≺

(
κi∗(χi2 r) ≺ κi∗(χi3 r)

)
+ C−1/2−5ε(M)

where we singled out the most singular term which has regularity C−1−2ε; it is the term with
the lowest regularity of the list of terms that contribute to the singularities of the scalar product.
Applying L−1 to the C−1/2−5ε error term yields a term of regularity C

3
2−5ε and differentiating

with respect to ∂µ yields a term of regularity C
1
2−5ε and multiplying with ∂νκi∗(χi5 r) ∈ C−2ε

yields a well-defined term of regularity C−2ε. By the result of Proposition A.1, we rewrite the
underbraced term as

κi∗
(
χi13e

3
r

)
≺ κi∗(χi3 r) + C−1/2−5ε(M).
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The next step is to commute the heat inverse and the paramultiplication operator

P
χi13e3 r

r

(f) ··= χi13e
3 r

r ≺ f.

Since χi13e
3 r

r ∈ C
1
2−5ε, we have

∇ r · ∇vref,r − br(e
3 r

r)

=
∑
i

κ∗i

[
ψi(κi∗g)

µν∂µκi∗

(
κ∗i

(
κi∗(χi13e

3 r
r)
)
≺ κi∗(χ̃iL−1χi3 r)︸ ︷︷ ︸

)
∂νκi∗(χi4 r)

]

− br(e
3 r

r) + C−2ε

where we use the commutator estimate from Proposition 4.4. Its use requires some information

on the regularity of 3e3 r
r. However, we proved in [6, Section 4] that r ∈ C1−2ε([0, T ] ×

M), r ∈ C
1
2−3ε([0, T ]×M), where the regularity is measured in space-time parabolic Hölder-

Zygmund spaces, with estimates that are uniform in 0 < r ≤ 1 in P-probability. We thus have

3e3 r
r ∈ C

1
2−3ε([0, T ]×M), and this implies that

κi∗χ̃iL−1κ∗i

((
κi∗(χi13e

3 r
r)
)
≺ κi∗(χi3 r)

)
=
(
κi∗(χi13e

3
r)
)
≺ κi∗(χ̃iL−1χi4 r)

+
[
κi∗χ̃iL−1κ∗i , κi∗(χi13e

3 r
r) ≺

]
(κi∗(χi3 r))

where the term with the commutator[
κi∗χ̃iL−1κ∗i , κi∗(χi13e

3 r
r) ≺

]
(κi∗(χi3 r))

belongs to CTC
3
2−3ε(M). So for the moment, the term we need to study simplifies as

∇ r · ∇vref,r − br(e
3 r

r)

=
∑
i

κ∗i

[
ψi(κi∗g)

µν∂µκi∗

(
κ∗i ψ̃i

(
κi∗(χi13e

3 r
r)
)
≺ κi∗(χ̃iL−1

r)︸ ︷︷ ︸
)
∂νκi∗(χi4 r)

]

− b(e3 r
r) + C−2ε(M)

where we inserted a cut-off function ψ̃i and removed the χi3 in front of r which does not affect
regularities thanks to Lemma 2.9 and the localization Lemma for the heat operator.

Our next goal will be to commute the partial derivative ∂µ with the paramutiplication

operator, we can already commute ∂µ with ψ̃i which yields a first-order differential operator
L with smooth coefficients and compactly supported in κi(Ui). So everything boils down to
studying the regularizing properties of some commutator on Rd of the form

[L,PU ]

where

U = κi∗(χi13e
3 ), PU = κi∗(χi13e

3 ) ≺
is a paramultiplication operator on Rd. By the results of Lemma 3.5, the paramultiplication
operator MU is an element in the class B0

1
2−3ε

(Rd) and so we have

[L,PU ] = A+Ψ−∞

where A ∈ S
1−( 1

2−3ε)
1,1 (Rd) is a pararegularized operator. This implies that

[L,MU ]κi∗(χ̃iL−1V ) ∈ C
1
2−5ε(Rd)
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which is under control. We are thus reduced to the study of∑
i

κ∗i

[
ψi(κi∗g)

µνκi∗

(
κ∗i ψ̃i

(
κi∗(χi13e

3
r)
)
≺ ∂µκi∗(χ̃iL−1

r)︸ ︷︷ ︸
)
∂νκi∗(χi4 r)

]

≃
∑
i

κ∗i

[
ψi(κi∗g)

µνκi∗

(
κ∗i ψ̃i

(
κi∗(χi13e

3 r
r)
)
≺ ∂µκi∗(χ̃i r)︸ ︷︷ ︸

)
⊙ ∂νκi∗(χi4 r)

]
,

with equality up to an element in C−4ε(M). We can use the Theorem 2.2 on Gubinelli, Imkeller

& Perkowski’s corrector to control in C
1
2−3ε−2ε−2ε(Rd) the difference((

κi∗(χi13e
3 r

r)
)
≺ ∂µκi∗(χ̃i r)

)
⊙ ∂νκi∗(χi4 r)

− κi∗(χi13e
3 r

r)
(
∂µκi∗(χ̃i r)⊙ ∂νκi∗(χi4 r)

)
So, finally, the expression we need to simplify reads

∇ r · ∇vref,r − br(e
3 r

r)

≃
∑
i

κ∗i

[
ψi(κi∗g)

µνκi∗(χi13e
3 r

r)
(
∂µκi∗(χ̃i r)⊙ ∂νκi∗(χi4 r)

)]
− br(e

3 r
r)

up to a term in C−4ε(M) – where we could remove ψ̃i again thanks to Lemma 2.9. Now we can
conclude thanks to the results of [6, Section 4] which tell us that

〈
∇ r ⊙i ∇ r

〉
has the same

regularity as ⊙i ∆ and must be renormalized with the same counterterm. More precisely,
for every chart index i the term

(κi∗g)
µν
(
∂µκi∗(χ̃i r)⊙ ∂νκi∗(χi4 r)

)
− χi4br

has a limit in C−4ε(M) in P-probability.

5.2 – The Φ4 vectorial model in the bundle case. We describe in this section a general

vector bundle framework for the vectorial ϕ43 measures – this model is sometimes called the
O(N)-vector model in the physics literature. We summarize what changes need to be done in
the bundle case.

First, we consider a Hermitian vector bundle E 7→ M , smooth, respectively Cα or distri-
butional, sections of E is denoted by Γ∞(M,E) = C∞(E), respectively Γα(M,E) = Cα(E)
or Γ−∞(M,E) = D′(E). We are given some generalized Laplacian ∆g; this means −∆g is
a symmetric differential operator acting on C∞(E) such that its principal symbol is positive-
definite, symmetric, diagonal. In any local chart this symbol reads gµν(x)ξ

µξν ⊗ IdEnd(Ex) as
a function on C∞(T ∗M,End(E)) where gµν is the induced Riemannian cometric on T ∗M . We
furthermore assume that

−⟨φ,∆gφ⟩L2(E) ⩾ 0

for all φ ∈ C∞(E), so −∆g is a non-negative, elliptic, second-order operator. The corresponding
heat operator now reads

L = ∂t + 1−∆g.

It is well-known from elliptic theory that P ··= 1−∆g has a self-adjoint extension as an operator
from H2(E) into L2(E), that it has a compact self-adjoint resolvent with discrete real spectrum
in (−∞, 0] and that the eigenfunctions of P form an L2-basis of the space L2(E) of L2 sections
of E. In this case, we can define some E-valued space white noise as

ξ =
∑

λ∈σ(P )

γλfλ

where the sum runs over the eigenvalues of P , the functions fλ are the eigensections of P and
γλ ∼ N (0, 1) are independent Gaussian random variables. The E-valued Gaussian free field
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reads P− 1
2 (ξ). The goal is to make sense of the Gibbs measure

F 7→ EGFF

(
e−

∫
M

λ⟨φ,φ⟩2EF (φ)
)

where ⟨·, ·⟩E denotes the Hermitian scalar product of E, the interaction term now reads ⟨φ,φ⟩2E ,
and λ ∈ C∞(M,R>0) stands for the coupling function. The corresponding vectorial Φ4

3 renor-
malized regularized stochastic PDE reads

Lur = ξr − λ⟨ur, ur⟩ur +
(
rk(E) + 2

)
(ar − br)ur

where ur is an E-valued random distribution over space time R ×M and ξr = e−rP (ξ). All
E-valued Besov (resp. Hölder, Sobolev) distributions are defined almost exactly like in the
scalar case using local charts on M and local trivializations of E 7→ M . We denote them
by Bs

p,q(E), respectively Cs(E), Hs(E). Because the analytical properties of the heat kernel

(e−tP )t⩾0 acting on sections of E are the same as in the scalar case, both inverses L−1 and

L−1 are well-defined with the same definitions and they have the same analytical properties as
in the scalar case. The symbol still denotes L−1ξr. Because of the classical results on the
asymptotic expansion of the heat kernel in the bundle case [9, 21, 49]. The key idea is that the
singularities are valued in diagonal elements in C∞(End(E)). We immediately find that the
covariant Wick renormalization for the cubic power reads

r ··= ⟨ r, r⟩E r −
(
rk(E) + 2

)
ar r

for the same universal constant ar as in the scalar case and rk(E) is the rank of the vector
bundle E. Beware that the cubic vertex has a new meaning, it is a Hermitian scalar product
in the fibres of E times an element of a fibre of E. The new stochastic tree now reads

r,λ ··= L−1(λ r) ··= L−1
(
λ
(
⟨ r, r⟩E r −

(
rk(E) + 2

)
ar r

) )
.

As in the scalar case, we first decompose ur as

ur = r − r,λ +Rr.

Writing the equation satisfied by the remainder term Rr, we see that the new term we need to
eliminate in the bundle case is the borderline ill-defined product

−λ⟨ r, r⟩ERr − 2λ⟨Rr, r⟩E r.

One major difference from the scalar case in defining the Cole–Hopf transform is that we need
to introduce some random endomorphism r acting on smooth sections C∞(E) as

r : T ∈ C∞(E) 7→ ⟨ r, r⟩ET + ⟨T, r⟩E r −
(
rk(E) + 2

)
arT ∈ D′(E).

Observe that with this definition, one has indeed

3 r = r r − 2
(
rk(E) + 2

)
r;

this is consistent with the fact that r is the renormalized version of 3
2
r. The bundle morphism

r is local since it is C∞(M)-linear. Hence, it can be identified canonically with some random
element in D′(M,End(E)). This random element allows us to introduce a new vectorial Cole-
Hopf transform in the bundle case.

Definition –Our vectorial Cole-Hopf transform is expressed in terms of the above random
endomorphism r as

Rr = e−L−1(λ r)(vr)

where similar stochastic estimates as in the scalar case allow proving that L−1(λ r) is almost
surely in C1−ε

(
M,End(E)

)
for all ε > 0.
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Accordingly, one also defines

vr,ref ··= L−1
(
eL

−1(λ r)
{

r( r,λ)−
(
rk(E) + 2

)
br
(

r + r,λ

)})
.

This quantity enjoys the same estimates in the bundle case as in the scalar case, and it is almost
surely in CTC1−ε

(
M,End(E)

)
for all ε > 0. Similarly, define

τ1r : T ∈ C∞(E) 7→ ⟨ r ⊙ r,λ⟩ET + ⟨T, ( r⟩E ⊙ r,λ) + ⟨T, ( r,λ⟩E ⊙ r)

τ2r : T ∈ C∞(E) 7→ r ⊙ L−1(λ r(T ))−
(
rk(E) + 2

)
brT

τ3r : T ∈ C∞(E) 7→ ∇L−1(λ r)⊙
(
∇L−1(λ r(T ))

)
−
(
rk(E) + 2

)
brT

τ4r ··= r ⊙ r,λ −
(
rk(E) + 2

)
br r .

The map τ1r is local and belongs to CTC0−(M,End(E)), while τ2r and τ3r are not local, and
only belong to CTL(C

∞(E), C0−(E)). Finally, it holds τ4r ∈ CTC−1/2−(E). Contrary to the
second Wick power, we do not need τ2r and τ3r to be local, since we do not aim to raise them
to some power or take their exponential; we always evaluate them at some T ∈ Cα(E).

5.2.1 – Proof of the counterterms for the stochastic objects. In this section, we aim to
prove that we correctly defined our stochastic objects, by subtracting the correct divergent part.
We prove that this is indeed the case for r and τ2r, while the proofs for the other objects are
similar, and left to the reader.

In the sequel, we always localize the functions in some open Ui, multiplying them by χi.
Moreover, by locality, we have that r ∈ CTC−1−(M,End(E)). In particular, using the local
trivialization E|Ui

≃ Ui × Rrk(E), we have that χi r ∈ CTC−1−(Ui, End(Rrk(E))), and we can
work in coordinates, so that we rather work with [χi r]ab ∈ CTC−1−(Ui,R). We have the
following expression for [χi r]ab

[χi r]ab = [χi r]c[χ̃i r]cδab + 2[χi r]a[χ̃i r]b −
(
rk(E) + 2

)
arδab

= :[χi r]c[χ̃i r]c : δab + 2 :[χi r]a[χ̃i r]b :
(5.2)

where as usual χ̃i = 1 on supp(χi). This confirms the coefficient rk(E) + 2 in front of ar, since
indeed we need two ar’s to renormalize the product 2[χi r]a[χ̃i r]b and rk(E) ar’s to renormalize
the product [χi r]c[χ̃i r]c, since the sum over c contains rk(E) terms.

Let us now deal with τ2r. We would like to establish a similar expression for L−1(λ r).
A small twist is given by the fact that contrary to r, this last object is non-local, in the
sense that even if we localize r in the open Ui, the convolution with L−1 might smear around
Ui, so that we might lose the local trivialization. It turns out that we will prove that this
does not happen at the level of the divergent part, which confirms that renormalization is
local. Indeed, if we localize L−1(λ r) as

∑
i χiL−1(λ r), one has, using the commutator

L−1(f ≺ g) ≃ f ≺ L−1(g),

L−1(λ r) =
∑
i

χiL−1(λ r) ≃∞
∑
i

χi

(
χ̃i ≺ L−1(λ r)

)
≃∞

∑
i

χiL−1(χ̃i ≺ (λ r))

≃∞
∑
i

χiL−1(χ̃iλ r) . (5.3)

Since χ̃iλ r ∈ CTC−1−(Ui, End(Rrk(E))
)
, χiL−1(χ̃iλ r) ∈ CTC1−(Ui, End(Rrk(E))

)
and by

linearity, we can have
∑

i χiL−1(χ̃iλ r) ∈ CTC1−(M,End(Rrk(E))
)
, even if the target space

may rotate with the different local trivializations that we obtain when varying i.
In the sequel we refer to A ∈ End(Rrk(E)) as (Aab)ab. The important fact with this definition

is that we have the decomposition

L−1(λ r) =
∑
i

[
χi

(
L−1([χ̃iλ r]ab)

)
ab

+ CTC
∞(Ui, End(E))

]
,



35

with
(
L−1([χiλ r]ab)

)
ab

∈ CTC1−(M,End(Rrk(E))). With this observation, we can now deal

with the renormalization of r ⊙ L−1(λ r) (here the notation ⊙ obscures the fact that the
resonant product is also a composition of operators). Indeed, we can write

r ⊙ L−1(λ r) =
∑
i

(χ1i r)⊙
(
χ2iL−1(λ r)

)
=
∑
i

(χ1i r)⊙
(
χ2iL−1([χ̃2iλ r]ab)

)
ab

+ CTC−1−(Ui, End(E)) ◦ CTC
∞(Ui, End(E)

)
The second term of the right-hand side is well-posed in CTC−1−(Ui, End(E)

)
. We now focus

on the divergent part, and we can write the first in coordinates. We define some functions
Ai

ab ∈ CTD′(Ui,R) by

Ai
ab

··= [χ1i r]ac ⊙
(
χ2iL−1([χ̃2iλ r]cb)

)
.

where we use the convention that repeated indices are summed. We aim to extract their
divergent part, since we have

r ⊙
(
L−1(λ r)

)
≃−1−

∑
i

(
Ai

ab

)
ab

where the remainder term in CTC−1−(M,End(E)) is well-defined. Now, using (5.2) and (5.3),
we have

Ai
ab =(
: [χ1i r]d[χ̃1i r]d : δac + 2 : [χ1i r]a[χ̃1i r]c :

)
⊙
(
χ2iL−1

(
λ : [χ̃2i r]e[χ̂2i r]e : δcb + 2 : [χ̃2i r]c[χ̂2i r]b :

))
=·· [χ1i r]d[χ̃1i r]d : ⊙

(
χ2iL−1

(
λ : [χ̃2i r]e[χ̂2i r]e :

))
δacδcb

+ 2 : [χ1i r]a[χ̃1i r]c : ⊙
(
χ2iL−1

(
λ : [χ̃2i r]e[χ̂2i r]e :

))
δcb

+ 2 : [χ1i r]d[χ̃1i r]d : ⊙
(
χ2iL−1

(
λ : [χ̃2i r]c[χ̂2i r]b :

))
δac

+ 4 : [χ1i r]a[χ̃1i r]c : ⊙
(
χ2iL−1

(
λ : [χ̃2i r]c[χ̂2i r]b :

))
.

Here, we leverage our knowledge from the fact that the divergences arise when computing the
expectation. For the first term, there are two ways of contracting the four noise, and the
contraction creates a δde, but there is still a sum over d left, so that the required counterterm
is 2 × rk(E) × br

6 . For the second term, there are also two ways to contract the noise, and
the contractions create a δac and destroy the sum over e, so that the required counterterm is
2×2× br

6 . For the third term, there are still two ways to contract the noise, and the contractions

create a δcb and destroy the sum over d, so that the required counterterm is again 2× 2× br
6 .

The fourth term is more subtle and gives rise to two different contributions: either the two c
contract and a and b contract, which yields a δab and requires a counterterm 4 × rk(E) × br

6
(since there is still a sum of c) or a and b both contract with the two c’s, in which case the
sum over c is destroyed and we need to add the counterterm 4× br

6 . Gathering all the previous

together, we have that the divergent part of Ai
ab is(

2 rk(E) + 4 + 4 + 4rk(E) + 4
)br
6
δab =

(
1 + 2 rk(E)

)
brδab .

Apart from the expression of the counterterm, we learn that the divergent part of τ2r is indeed
proportional to IdE , which reads δab above any open chart. This concludes the proof.

5.2.2 – Proof that vref,r verifies the same estimates. With the stochastic objects in hand,
one can introduce the ansatz

vr ··= eL
−1(λ r)

(
ur − r + r

)
− vref,r



36

that verifies an equation similar to the scalar case. To check this, one just has to verify the
regularity properties of vref,r. To do so, we localize it in some charts (Ui)i with four functions
χ1i, . . . , χ4i so that we have

Lvref,r =
∑
i

(
χ1iχ2ie

L−1(λ r)
){(

χ4i r

)(
χ3i r,λ

)
− χ3iχ4i

(
rk(E) + 2

)
br
(

+ r,λ

)}
.

Thanks to this localisation, we can know pull-back in Ui using the chart κi and use the local
trivialization of E above Ui to write all the operators in coordinates. We have

Lvref,r =
∑
i

κ∗i [ψiVir]

with

Vir ··= κi∗
(
χ1iχ2ie

L−1(λ r)
){
κi∗
(
χ4i r

)
κi∗
(
χ3i r,λ

)
−
(
rk(E) + 2

)
brκi∗

(
χ3iχ4i( + r,λ)

)}
.

In the previous section, we have established the decomposition

χiL−1(λ r) = CTC1−(Ui, End(R
rk(E))

)
+ CTC

∞(Ui, End(E)).

Using the local trivialization, we thus have χiL−1(λ r) ∈ CTC1−(Ui, End(Rrk(E))
)
, and we

denote by [χiL−1(λ r)]ab its coordinates. With this notation, we can localize the exponential
as

χ1i e
L−1(λ r) = χ1i

∑
n

1

n!
χ̃n
1iL

−1(λ r)
n = χ1i e

χ̃1iL−1(λ r) ∈ CTC1−(Ui, End(R
rk(E))

)
,

so that we can use some component-wise notations. Using the same reasoning for r,λ that we

applied to L−1(λ r), we have χi r,λ ∈ CTC1/2−(Ui,Rrk(E)) so that Vir ∈ D′(R3,Rrk(E)) and
in coordinates,

V a
ir ≃∞

[
κi∗
(
χ1iχ2i e

χ̃1iL−1(λ r)
)]

ab([
κi∗
(
χ4i r

)]
bd

[
κi∗
(
χ3i r,λ

)]
d
−
(
rk(E) + 2

)
br
[
κi∗
(
χ3iχ4i( + r,λ)

)]
b

)
,

where the repeated indices are contracted with (κ∗g)ab = δab. We first identify[
κi∗
(
χ4i r

)]
bd

⊙
[
κi∗
(
χ3i r,λ

)]
d
−
(
rk(E) + 2

)
br
[
κi∗
(
χ3iχ4i r

)]
b

which is the localized version of τ4r, and thus well-defined. We are left with

V a
ir ≃1/2−ϵ

[
κi∗
(
χ1iχ2i e

χ̃1iL−1(λ r)
)]

ab
(≺ + ⊙)

[
κi∗
(
χ4i r

)]
bd

≻
[
κi∗
(
χ3i r,λ

)]
d

−
[
κi∗
(
χ1iχ2i e

χ̃1iL−1(λ r)
)]

ab

(
rk(E) + 2

)
br
[
κi∗
(
χ3iχ4i r,λ

)]
b
.

In the first line, the paraproduct is well-defined, and dictates the regularity of V a
i , so that we

only have to deal with the resonant term. To do so we use paralinearization to rewrite the
exponential as[

κi∗
(
χ1iχ2i e

χ̃1iL−1(λ r)
)]

ab

≃2−ϵ

[
κi∗
(
χ1i e

χ̃1iL−1(λ r)
)]

ac
≺
[
κi∗
(
χ2iχ̃1iL−1(λ r)

)]
cb

∈ CTC1−(R3,R).

Using twice the commutator f ⊙ (g ≻ h) ≃ (f ⊙ g)h in flat space, the sum of the resonant term
plus the term in the second line precisely rewrite as[

κi∗
(
χ1i e

χ̃1iL−1(λ r)
)]

◦ τ2r ◦
[
κi∗
(
χ3i r,λ

)]
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which is well-defined, so that we do have, using the commutator f ≺ (g ≺ h) ≃ (fg) ≺ h in flat
space

V a
i ≃0−

([
κi∗
(
χ1iχ2i e

χ̃1iL−1(λ r)
)]

ab

[
κi∗
(
χ3i r,λ

)]
d

)
≺
[
κi∗
(
χ4i r

)]
bd

∈ CTC−1−(R3,R) .

With this final expression, we can check that the divergent part of ∇τ2r⊙∇vref,r is as expected,
since we can once more localize the product, and identify the object τ3r. Finally, we process as
in the proof of Theorem 1.1 for the scalar Φ4

3 to end up the proof.

6 – Microlocal estimates on generalized propagators

In this second part of the work we study the fine properties of all the two-point functions
appearing in the Feynman amplitudes from the stochastic estimates of our paper [6]. These func-
tions are usually called propagators in the physics literature. Recall P = 1−∆g is the massive

Laplacian and the three fundamental operators we are concerned with are e−tP , e−|t−s|PP−1

and Qs for s ∈ R. The first two operators e−tP , e−|t−s|PP−1 have kernels with parabolic singu-
larities that we shall describe precisely and Qs is an elliptic pseudodifferential operator of order
−2s in the parabolic scaling which allows to define parabolic Sobolev seminorms. These allow
us to probe the parabolic Sobolev regularity of distributions on space-time R ×M where the
time variable has weight 2 and the space variable has weight 1.

Before we enter the subject of that section we recall the following notations from [6]. Assume
we are given a Riemannian manifold X and an open subset U ⊂ X . In applications below X
will be Mk for some k or a submanifold of that space, endowed with the induced Riemannian
metric. For a closed conic set Γ in T ∗U\{0}, we denote by D′

Γ(U) the space of distributions
on U whose wave front set is contained in Γ. This is a locally convex topological vector space
endowed with a natural normal topology associated with the seminorms

∥Λ∥N,V,χ,κ = sup
ξ∈V

∣∣(1 + |ξ|)N ̂(κ∗Λ)χ(ξ)
∣∣

for all chart κ : Ω ⊂ U 7→ Rdim(X ), integer N , χ ∈ C∞
c (κ(Ω)), cone V ⊂ Rn∗ such that

supp(χ)× V ∩ κ−1∗Γ = ∅, where κ−1∗Γ =
{
(κ(x); (tdκ)−1(ξ)); (x; ξ) ∈ Γ

}
.

And we also need the seminorms of the strong topology of distributions

sup
χ∈B

|⟨Λ, χ⟩|

where B is a bounded set of C∞
c (X ) which means that there is some compact C such that

supp(B) ⊂ C and for any differential operator P , supχ∈B ∥Pχ∥L∞(K) < +∞. To be bounded
in D′

Γ(U) will always mean that all the above seminorms are bounded. Recall from Section
3.1 of [6] the notion of (parabolic) scaling field ρ for a submanifold Y ⊂ X . We assume that
(e−sρ)∗Γ ⊂ Γ, for all s ≥ 0. Denote by KX

t the heat kernel of X .

Definition – For α < 0 and a ∈ R we define the space Sα,(a,ρ)
Γ (U) of distributions Λ ∈ D′(U)

with the following property. For all pseudodifferential operators Q with Schwarz kernel compactly
supported in U × U and whose symbol vanishes on Γ, for each compact set C ⊂ U , there is a
finite positive constant mC,Q such that

sup
s≥1

sup
x∈C

sup
0<t≤1

east−α/2
∣∣〈(e−sρ)∗Λ, (I +Q)KX

t (x, ·)
〉∣∣ ≤ mC,Q <∞.

We define Sa
Γ(U) as the union over α of all the spaces Sα,(a,ρ)

Γ (U), for a ∈ R fixed and ρ a
scaling field for the inclusion Y ⊂ X whose backward semiflows leave Γ fixed. The letter ‘S’
is chosen for scaling. The exponent a retains the scaling property and Γ information on the
wavefront set. Note that the space Sa

Γ(U) is a priori larger than conormal distributions with
wavefront set in N∗ (Y ⊂ U) since elements in Sa

Γ(U) might have some wavefront set contained
in the cone Γ which is not necessarily included in N∗ (Y ⊂ U).
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6.1 – Parabolic Sobolev spaces. Following Eskin’s nice lecture notes [18, section 46 p. 223],

recall that one can define parabolic Sobolev space on R1+d adapted to parabolic scaling setting
for γ ∈ R

∥u∥2γ
2 ,γ

··=
∫

R1+d

|û(τ, ξ)|2
∣∣(iτ + (1 + |ξ|2))

∣∣γdτdξ = 〈u, (− ∂2t + (1−∆)
2 ) γ

2 u
〉
.

This norm concerns global distributions on R1+d. In our manifold setting, we shall test the
regularity of the stochastic objects using local Sobolev seminorms which are defined with cut-
off functions and using Laplace type operators which are not necessarily given by the massive
Laplacian P . We introduce for that purpose some probe operator Qγ whose kernel reads[

χκ∗
((

− ∂2t + P̃ 2
) γ

2 κ∗(χ ·)
)]

(t2 − t1, x, y).

The non-negative function χ ∈ C∞(M), is a cut-off function localizing on a chart in space and

P̃ is the flat massive Laplacian in the given chart. We do not want to use any global Laplacian
since this produces additional troubles in the proofs. Indeed, one would have to study microlocal
properties of kernels defined from the functional calculus of the Laplacian which involves either
semiclassical analysis or Fourier integral operators. We define the local anisotropic Sobolev
seminorm as

∥χF∥2γ
2 ,γ,P̃ ,κ

··=
∥∥(− ∂2t + P̃ 2

) γ
2 κ∗(χF )

∥∥2
L2(R×Rd)

where χ ∈ C∞
c (U), χ ⩾ 0, κ : U ⊂M 7→ Rd is a local chart and we write ∥.∥ γ

2 ,γ,P̃ ,κ to insist on

the fact that the seminorm depends on P̃ and κ : U ⊂M 7→ Rd.

Lemma – The Schwartz kernel of Qγ belongs to the space Sa
Γ(R

2 ×M2) for Γ = N∗({t1 =

t2, x = y}
)
for all a ≤ −d− 2− 2γ.

Proof – Choose P̃ to be the flat massive Laplacian in some coordinate chart containing the
support of the space cut-off function χ. So we need to prove our claim on (R1+d)2 for the flat

Laplacian P̃ . An immediate calculation yields[
χ
(
− ∂2t + P̃ 2

) γ
2 χ
]
(t2 − t1, x, y) =

χ(x)χ(y)

(2π)d+1

∫
Rd+1

eiτ ·(t2−t1)+iξ·(x−y)
(
τ2 + (1 + |ξ|2)2

) γ
2 dτdξ

where the term

I(t, h) =

∫
Rd+1

eiτ ·t+iξ·h (τ2 + (1 + |ξ|2)2
) γ

2 dτdξ

is a weakly homogeneous distribution of degree −2s−d−2:I(λ2t, λh)λ∈(0,1] is a bounded family

in S ′(R1+d), since the polynomial
(
τ2 + (1 + |ξ|2)2

) γ
2 is a weakly homogeneous distribution of

degree 2s when we scale with respect to λ→ +∞:
(
(λ2τ)2 + (1 + |λξ|2)2

) γ
2

λ∈[1,+∞)
is a bounded

family of tempered distributions. We use the property that the Fourier transform maps S ′(Rd)
to itself and exchanges the scaling at 0 and ∞. The wavefront bound comes from the Fourier
integral representation of I and from the fact that I(t2 − t1, x− y) is translation invariant. �

The parabolic Sobolev spaces on R×M is defined from a partition of unity by chart domains,
so the norm ∥F∥ s

2 ,s
is given by a finite sum

∥F∥ γ
2 ,γ

=
∑

∥χF∥2γ
2 ,γ,P̃ ,κ

.

6.2 – Parabolic kernels and the class Ψa
P . We define in this section the parabolic calculus

which describes the singularities of the propagators that appear in the analysis of the dynamical
Φ4 equation on a 3-dimensional closed manifold.
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6.2.1 – The elements in ΨP (R × Rd). Following a practical approach in microlocal analysis,

we start by defining the parabolic calculus on R × Rd. Then we prove a change of variables
formula for the parabolic operators. A way to give an intrinsic definition of the class of parabolic
operators is to work in position space and test the growth of the Schwartz kernel near diagonals
by vector fields in the module of vector fields tangent to the diagonal. This is inspired by results
of Beals [8], Bony [13, 14], Hörmander [31, p100-104], Joshi [34, 36], Melrose–Ritter [42], and
also Taylor [50, Prop 2.2 p. 6] that define pseudodifferential kernels by their diagonal behaviour
and under testing with vector fields. Let M be the C∞(Rt × Rd

x × Rd
h)–module of vector fields

tangent to {t = 0, h = 0}; it is generated by the vector fields

t∂t, t∂xi , hi∂t, ∂xi , hi∂hk , (1 ≤ (i, k) ≤ d).

Definition 6.1 – Pick a negative real number a. An operator A : C∞(R × Rd) 7→ D′(R × Rd)
belongs to Ψa

P (R × Rd) if its Schwartz kernel K ∈ D′(R1+d × R1+d) satisfies the following
properties.

(a) There is a function A ∈ C∞([0,+∞)×
(
Rd \ {0}

)
× Rd) such that either K(t, s, x, y) =

A(|t− s|, x− y, x) or K(t, s, x, y) = 1[0,∞)(t− s)A(t− s, x− y, x).

(b) There is R > 0 such that for all (t, h) with t > 0 and |t|+ ∥h∥2 ≤ R, for all vector fields
L1, . . . , Lk ∈ M

sup
x∈Rd

∣∣ (L1 . . . LkA) (t, h, x)
∣∣ ≲L1,...,Lk

{ (
|t|+ ∥h∥2

)− 2+2a+d
2 if d+ 2 + 2a > 0,

|log
(
|t|+ ∥h∥2

)
| if d+ 2 + 2a = 0.

(c) There exists δ > 0 such that for all t ⩾ R
2 , we have the decay estimate

sup
x∈Rd

∣∣(∂αt,x,hA)(t, h, x)∣∣ ≤ Cαe
−δt.

If in the above definition, we add the extra assumption that A is compactly supported
in the last variable x, then we get a proper operator. This might be necessary to compose
elements in the parabolic calculus. However, since we only work on closed manifolds, we can
take without loss of generality proper kernels as models for the parabolic kernels on manifolds.
The following example illustrates the potential difficulties of a Fourier transform approach to
parabolic calculus.

Example 6.2 –We work on flat space Rd. The inverse heat operator L−1 is a Fourier multiplier

by
(
iτ+1+|ξ|2

)−1
which is given by the well-defined symbol if we are allowing parabolic scalings.

However the operator

φ 7→
∫ t

−∞
e−|t−s|PP−1φ(s, ·)ds

is a Fourier multiplier by (
iτ + 1 + |ξ|2

)−1
(1 + |ξ|2)−1

which is not a smooth symbol in the usual Hörmander classes even viewed as a parabolic

symbol. The problem of
(
iτ+1+|ξ|2

)−1
(1+|ξ|2)−1 lies in the order of the symbol. One considers

the parabolic compactification of R1+d by the parabolic sphere at infinity then the parabolic order
has a jump on the ξ = 0 hypersurface at the parabolic sphere at infinity.

It is elementary to note the following facts. First, for any kernel K as in Definition 6.1,
for any function χ ∈ C∞(Rd × Rd), the product χK also satisfies De finition 6.1. Second, the
module M is the Lie algebra of vector fields tangent to the submanifold {t = 0, x = y} in
[0,+∞)×Rd×Rd. This forms a finitely generated module over C∞([0,+∞)×Rd×Rd) and can
be interpreted as the smooth derivation of the algebra C∞([0,+∞) × Rd × Rd

)
leaving fixed
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the ideal

I = t C∞([0,+∞)× Rd × Rd) +

d∑
i=1

(xi − yi)C∞([0,+∞)× Rd × Rd
)

of functions vanishing over {t = 0, x = y}. More generally, given some submanifold Y ⊂ X in
some ambient manifold X, let IY denote the ideal of smooth functions vanishing over Y . Then
the module MY ⊂ C∞(TX) of vector fields tangent to Y is defined as

L ∈ MY if
(
∀f ∈ IY , Lf ∈ IY

)
,

where L ∈ C∞(TX) acts as a Lie derivative. (We refer to Hörmander’s treatment [31, Lemm
18.2.5 p. 100] for a careful definition in coordinates. Now we need to verify some form of
diffeomorphism invariance.)

Let Φ : Rd 7→ Rd denote a diffeomorphism which is the identity outside some compact subset.
The lifted diffeomorphism

Φ̃ : (t, x, y) ∈ R × Rd × Rd 7→
(
t,Φ(x),Φ(y)

)
∈ R × Rd × Rd

leaves the submanifold {t = 0, x = y} invariant. Hence the ideal I of functions vanishing

over {t = 0, x = y} is invariant by pull-back: Φ̃∗I = I, and for all vector field L ∈ M one

has Φ̃∗L ∈ M. As a consequence, the elements in Ψa
P (R × Rd) enjoy the following invariance

property: for any pair of test functions χ1, χ2 ∈ C∞
c (Rd), for any kernel K satisfying Definition

6.1 the new kernel

K
(
t, s,Φ(x),Φ(y)

)
χ1(x)χ2(y)

also satisfies Definition 6.1. This invariance property immediately allows us to globalize Defini-
tion 6.1 to the setting of R×M , where M is a smooth closed manifold. In the sequel, we work
on R2 ×M2, since operators such as e−|t−s|PP−1 depend on two time variables. We can give
an intrinsic definition of parabolic kernels on R×M as follows. We denote by

MP ⊂ C∞(T (R ×M2)
)

the tangent Lie algebra of the submanifold {0} ×Diag ⊂ R ×M2.

Definition 6.3 – Pick a negative real number a. Elements of the parabolic calculus in Ψa
P (R

2 ×
M2) are operators whose kernels K ∈ C∞(R2 × M2 \ Space time diagonal ) for which there
exists a function A ∈ C∞ ([0,+∞)×

(
M2 \ Space diagonal

))
such that one has either

K(t, s, x, y) = A
(
|t− s|, x, y

)
or

K(t, s, x, y) = 1[0,∞)(t− s)A(t− s, x, y)

and the following property hold. There exists R > 0 such that for all 0 < t < R and all
L1, . . . , Lk ∈ MP one has∣∣ (L1 . . . LkA) (t, x, y)

∣∣ ≲L1,...,Lk

{ (
|t|+ d(x, y)2

)− 2+2a+d
2 if 2 + d+ 2a > 0,∣∣log (|t|+ d(x, y)2
)∣∣ if 2 + d+ 2a = 0.

(6.1)

We would like to precise two things in the above definition. First, the fact that the function
A is smooth up to {0} ×

(
M2 \ Space diagonal

)
is important for our application to stochastic

estimates. This implies, for instance, that when space points x ̸= y are distinct, the kernels K
in Ψa

P are smooth on the manifold with boundary t ⩾ s and also when t ≤ a. It allowed us
to consider only smoothing of the white noise ξ in [6] in space rather than in space and time.
Second, if we want to put some locally convex topology on Ψa

P (R
2 ×M2) then this topology

is the weakest topology defined from the seminorms of C∞ ([0,+∞)×
(
M2 \ Space diagonal

))
and by taking the best constants in the estimate (6.1). Third, Definition 6.3 is intrinsic, and

we see the central role played by the parabolic distance
(
|t|+ dist(x, y)2

) 1
2 . The kernels in Ψa

P

are stable by differentiation by elements of the module M.
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A concrete version of the above estimates. Near every p, there is an open subset U near p
and a coordinate system (xi)di=1 on U in which the generator of parabolic scaling is the weighted

Euler vector field ρ = 2t∂t+
∑d

i=1(x
i−yi)∂xi and in which we identify the Lie algebra of vector

fields tangent to {0} ×Diag as the C∞-module generated by

t∂t, t(∂xi + ∂yi), (xi − yi)∂t, ∂xi + ∂yi , (xi − yi)∂xk , (xi − yi)∂yk (1 ≤ i, k ≤ d).

In these local coordinates, the kernel K can be representednon-uniquely as K(t, s, x, y) =
A(|t−s|, x, x−y) orK(t, s, x, y) = 1[0,∞)(t−s)A(t−s, x, x−y), where A(t, x,X) ∈ C∞([0,+∞)×
U × Rd) satisfies the estimates

|L1 . . . LkA| ≲L1,...,Lk

(
|t|+ |X|2

)− 2+2a+d
2

uniformly in t in some compact set, any of the vector fields L1, . . . , Lk generating the tangent
Lie algebra.

From the above definition, it is immediate that the Schwartz kernels of elements in ΨP of
the form

A
(
|t− s|, x, y

)
, A
(
t− s, x, y

)
1[0,∞)(t− s), (6.2)

have conormal singularities in the union of conormals

N∗ ({s = t} ⊂ R2 ×M2
)
∪N∗ ({s = t, x = y} ⊂ R2 ×M2

)
.

Namely for any kernel K ∈ Ψa
P , we have the wave front set bound:

WF (K) ⊂ N∗ ({s = t} ⊂ R2 ×M2
)
∪N∗ ({s = t, x = y} ⊂ R2 ×M2

)
.

In all applications, we use parabolic kernels of the above forms described by equations 6.2 where
we allow for a discontinuity in the time variables but this discontinuity is controlled.

We next give a reformulation of the estimate (6.1) appearing in the definition of kernel
elements in Ψa

P . This examines how the kernel grows when we differentiate at arbitrarily high
order and we do not necessarily differentiate in the tangent direction to the diagonal but in all
directions.

Lemma 6.4 – We use the notations of Definition 6.3 and consider some parabolic kernel K ∈
Ψa

P . Every point p ∈M has a neighbourhood U and a coordinate system (xi)di=1 on U such that
the kernel K can be represented either as K(t, s, x, y) = A(|t − s|, x, x − y) or K(t, s, x, y) =
1[0,∞)(t − s)A(t − s, x, x − y), where the function A(t, x, h) ∈ C∞([0,+∞) × U × Rd) satisfies
the estimates ∣∣∂α1√

t
∂α2

h ∂βxA
∣∣ ≤ C

(
|t|+ |h|2

)− 2+2a+d+|α1|+|α2|
2 .

Proof – In Rt × Ux × Rd
h, cover the complement of {h = 0, t = 0} by conic sets of the form

V i =
{
|hi| ⩾ 1

2+2d∥(t, h)∥
}
, V 0 =

{
|
√
t| ⩾ 1

2+2d∥(t, h)∥
}
, 1 ≤ i ≤ d 1. We reduce the proof to

P = ∂hi , the more general case is similar. For any (t, x, h) in one of these conical sets say V j ,
we note that

|∂hiA| ≤ 1

|hj |
|hj∂hiA| ≤ (2 + 2d)∥h∥−1|hj∂hiA|

≤ C(2d+ 2)
(
t+ ∥h∥2

)− d+2+2a
2 ∥h∥−1

≲
(
t+ ∥h∥2

)− d+2+2a+1
2 ,

where we used the crucial fact that hj∂hi ∈ M is a vector field vanishing on {h = 0, t = 0},
which allowed to apply the estimate (6.1) to the tangent vector field (xj − yj)∂xi . �

1it looks like covers of projective spaces in some sense
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6.2.2 – Singularities of e−tP , e−tPP−1. The goal of the present subsection is to study in detail

the singularities of the heat kernel and the parabolic kernel e−tPP−1 from the point of view of
the parabolic calculus.

(a) Heat singularity. We start by describing precisely the parabolic singularities of e−tP .
We begin by recalling a statement which can be found under different but closely related forms,
in the works of Melrose [41], Grieser [24] and Taylor [50]. We denote below by C∞([0,+∞) 1

2
)

the space of smooth functions of
√
t.

Theorem 6.5 –Let K denotes the massive heat kernel e−t(1−∆g), then the kernel K on (0,+∞)×
M2 satisfies the following properties.

• The kernel K is smooth in (0,+∞)×M2.

• We have the off-diagonal quantitative bounds, for any differential operator P√
t,x,y, for

all N > 0, we find∥∥P√
t,x,yK

∥∥
L∞(M×M)

≤ CU,N,α

(
1 +

d(x, y)√
t

)−N

.

• For any p, for any open set U endowed with a coordinate system near p, there is an

element Ã ∈ C∞([0,+∞) 1
2
× Rd × U) such that

Kt(x, y) = t−
d
2 Ã
(
t,
x− y√

t
, x
)

and Ã ∈ C∞([0,+∞) 1
2
× Rd × U) satisfies the estimate∥∥Dα√

t,X,x
Ã
∥∥
L∞([0,a]×Rd×U)

≤ CN,α,κ(U) (1 + ∥X∥)−N
.

The above bound holds only true for some compact time interval of the form [0, a] for
0 < a < +∞.

• All previous bounds hold true with an exponential factor e−tδ for all δ ∈ [0, 1) which
shows exponential decay in time t.

From the previous representation, we immediately deduce the parabolic singularity of the
heat kernel.

Lemma 6.6 – Under the notations of the previous Theorem, we have for every p and any
coordinate system defined in U near p

|K(t, x, y)| ≤ C
(√
t+ |x− y|

)−d
.

Moreover, the above estimate still holds with the same exponent on the right-hand side for the
kernel K differentiated with vector fields tangent to the diagonal. This implies that K defines
an element in Ψ−1

P of the parabolic calculus.

Proof – Recall that

K(t, x, y) = t−
d
2 Ã
(
t,
x− y√

t
, y
)

in the chart of Theorem 6.5. As a corollary of the bounds on Ã on the middle variable X, we
find that ∣∣∣t− d

2 Ã
(
t,
x− y√

t
, y
)∣∣∣ ≤ Cdt

− d
2

(
1 +

|x− y|√
t

)−d

≲
(√

t+ |x− y|
)−d

.

This bound immediately shows that the heat kernel has a parabolic singularity. but we need a
bit more to prove that it is an element of the parabolic calculus. Choose a tangent vector field
of the form ∂x + ∂y or of the form M(x− y).∂x ··=M i

j(x
j − yj)∂xi . Then observe that:

(∂x + ∂y)

(
t−

d
2 Ã
(
t,
x− y√

t
, y
))

= t−
d
2 (∂yÃ)

(
t,
x− y√

t
, y
)
≲
(√

t+ |x− y|
)−d
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since (∂yÃ) satisfies the same estimates as Ã. We also get that(
M(x− y) · ∂x

)(
t−

d
2 Ã
(
t,
x− y√

t
, y
))

= t−
d
2 t−

1
2

(
M(x− y) · ∂XÃ

)(
t,
x− y√

t
, y
)
h

≲
(√

t+ |x− y|
)−d |x− y|√

t

(
1 +

|x− y|√
t

)−N

≲
(√

t+ |x− y|
)−d

,

where we used the fact that |x−y|√
t

(
1 + |x−y|√

t

)−N

is bounded when N is large enough. Repeating

the above bounds for L1 . . . LpK where L1, . . . , Lp ∈ M immediately shows that the heat kernel

is also an element of Ψ−1
P . �

(b) Representation of e−tPP−1 in the parabolic calculus. The second kernel we need to
describe is the Schwartz kernel of e−tPP−1 where P = 1−∆g. We shall state some preliminary
simple lemma:

Lemma 6.7 – We have the inequality∫ 1

t

s−
d
2

(
1 +

|x− y|√
s

)−N−d

ds ≲ (1 + |x− y|)−N 2

d− 2

(√
t+ |x− y|

)−d+2

when max(t, |x− y|) tends to 0

Proof – Set a = |x− y|, then:∫ 1

t

s−
d
2

(
1 +

a√
s

)−N−d

ds =

∫ 1

t

s−
d
2

(
1 +

a√
s

)−d(
1 +

a√
s

)−N

ds

≤ (1 + a)−N

∫ 1

t

(
√
s+ a)−dds

≤ 2(1 + a)−N

∫ 1

√
t

(r + a)−drdr ≤ 2(1 + a)−N

∫ 1

√
t

(r + a)−d+1dr

≤ (1 + a)−N 2(1 + a)−d+2 − 2(
√
t+ a)−d+2

−d+ 2

≤ (1 + a)−N 2

d− 2
(
√
t+ a)−d+2.

�

Using the above Lemma we deduce information on the analytic structure of the Schwartz
kernel of e−tPP−1.

Proposition 6.8 – With the notations of Theorem 6.5, the kernel B of e−tPP−1 belongs to
Ψ−2

P .

Proof – We start by noticing that when x ̸= y, the kernel e−tPP−1(x, y), t ⩾ 0 is smooth in
(t, x, y) since

∂αt ∂
β
x,ye

−tPP−1(x, y) = (−1)α∂βx,ye
−tPPα−1(x, y)

which is smooth outside the diagonal as a bounded family of pseudodifferential operators uni-
formly in t ∈ [0, 1). For t ⩾ 1, (−1)α∂βx,ye

−tPPα−1(x, y) has smooth kernel by smoothing prop-

erties of the heat operator. We need to show that in some chart of the type U×
{
|h| ≤ R, h ∈ Rd

}
as in Theorem 6.5

e−tPP−1(x, y) = B
(√
t, x− y, y

)
where the kernel B(

√
t,X, y) has the following decay properties

|B(
√
t,X, y)| ≤ CN+d

(√
t+ |x− y|

)−d+2(
1 + |x− y|

)−N
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uniformly in t in some compact interval. The positive mass ensures exponential decay of the
integrand in the following integral formula

e−tPP−1 =

∫ +∞

t

e−sP ds.

As usual thanks to the exponential decay, we have a preliminary decomposition as:

e−tPP−1 =

∫ 1

t

e−sP ds+

∫ +∞

1

e−sP ds︸ ︷︷ ︸
where the integral underbraced converges absolutely as a smoothing operator thanks to the
exponential decay.

Then in a second step, we shall study the finite integral
∫ 1

t
e−sP ds, we rely on the heat calculus

representation

e−sP (x, y) = s−
d
2 Ã
(
s,
x− y√

s
, y
)
.

Set

B(t, x, y) =

∫ 1

t

s−
d
2 Ã
(
s,
x− y√

s
, y
)
ds.

By Lemma 6.7, we deduce the claimed estimate that reads∣∣∣∣ ∫ 1

t

s−
d
2 Ã
(
s,
x− y√

s
, y
)
ds

∣∣∣∣ ≤ CN+d

∫ 1

t

s−
d
2

(
1 +

|x− y|√
s

)−N−d

ds

≤ CN+d

(
1 + |x− y|

)−N(√
t+ |x− y|

)−d+2
.

Now we need to repeat the above bounds for derivatives∣∣∂αt (e−tPP−1
)
(x, y)

∣∣ = ∣∣∂α−1
t

(
e−tP

)
(x, y)

∣∣ ≤ (√t+ |x− y|
)−d−2|α|+2

since e−tP belongs to the heat calculus.
Repeating the same estimates for the derivatives ∂αh , we get:

∂αh

∫ 1

t

s−
d
2 Ã

(
s,

h√
s
, y

)
ds =

∫ 1

t

s−
d+|α|

2

(
∂αXÃ

)(
s,

h√
s
, y

)
ds

≤ CN+d+|α|

∫ 1

t

s−
d+|α|

2

(
1 +

|h|√
s

)−N−d−|α|

ds ≲
(√

t+ |h|
)−d−|α|+2

.

The estimates involving derivatives with respect to to y are treated similarly and are left to the
reader. Lemma 6.4 allows to conclude that e−tPP−1 belongs to Ψ−2

P . �

6.2.3 – Parameter-dependent pseudodifferential operators. In this section we shall treat
the elements from the parabolic calculus as parameter-dependent pseudodifferential operators
acting on M , the time variable is treated as a parameter and controls the pseudodifferential
order uniformly in the time parameter. Our main result here is Proposition 6.13. To relate
our definition of operators in terms of kernels with the classical Fourier definition in terms
of symbols, we need to recall some statement which relates the order of a pseudodifferential
operator with the growth of the symbol along the diagonal together with the diagonal growth
of derivatives of the kernel. This can also be found in Taylor’s book [50, Prop 2.2 p. 6] and
goes back to the work of Krée and Seeley. Let M ⊂ C∞(T (M ×M)) be the module of vector
fields tangent to the diagonal in M ×M .

Proposition 6.9 – Pick −d < m < 0. An element K ∈ D′(M ×M) is the pseudodifferential
kernel of some operator in Ψm

1,0(M) if and only if

(a) K ∈ L1(M ×M),
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(b) near the diagonal and in some product chart of the form κ×κ : U×U ⊂M×M 7→ Rd×Rd

one has, for any L1, . . . , Lp ∈ Mp∣∣ (κ× κ)∗ (L1 . . . LpK)(x, y)
∣∣ ≲L1,...,Lp

|x− y|−d−m.

Furthermore, for any open cover (Ui)i∈I of M we can use the constants

sup
(x,y)∈U2

|(κi × κi)∗(L1 . . . LpK)(x, y)||x− y|d−m,

together with the topology of smooth functions on C∞(V ), where V ∪
(⋃

i∈I U
2
i

)
forms an open

cover of M ×M , to get back the topology of pseudodifferential operators in Ψm
1,0(M).

We characterize only those pseudodifferential kernels which are L1; they correspond to op-
erators with some smoothing properties. By the usual invariance properties of the pseudodif-
ferential calculus, it is enough to prove the statement on Rd. To go back to manifolds one can
use a partition of unity as in [31, p. 84-87].

We shall deduce the Proposition 6.9 from some elementary results which are of independent
interest and will be used later. In the sequel, for every bounded open subset U ⊂ Rd we shall
denote by S(U × Rd) the set of smooth functions a ∈ C∞(U × Rd) which are Schwartz in
the second variable uniformly in the first one. This locally convex topological vector space is
determined by the seminorms

sup
x∈K,ξ∈Rd

∣∣(1 + |ξ|)N∂αx ∂
β
ξ a(x; ξ)

∣∣,
where K ⊂ U is compact. We use below the notation (∆j)

∞
j=1 be the sequence of Littlewood-

Paley-Stein projectors on Rd.

Lemma 6.10 – Pick A ∈ Ψm
1,0(R

d) for an arbitrary m ∈ R. We can decompose A as a series

A =

∞∑
j=1

A∆j +R

where R ∈ Ψ−∞ and the kernel of A∆j can be represented as

(A∆j)
(
x, x− y

)
= 2j(d+m)Kj

(
x, 2j(x− y)

)
where (Kj)j is a bounded sequence in S(U × Rd), in the sense that one has∣∣(∂αx ∂βhKj)(x, h)

∣∣ ≤ CN,α,β

(
1 + |h|

)−N

for all N . Moreover, all the kernels Kj have vanishing moments in the second variable:∫
Kj(x, h)h

αdh = 0

for all multiindex α.

Proof – The proof is similar to the proof of Proposition 2.2 in Taylor’s book [50]. We start

from the expression of the pseudodifferential kernel K(x, y) = K̃(x, x− y) of A in terms of the
symbol of A

K̃(x, h) =
1

(2π)d

∫
Rd

eiξ·ha(x; ξ)dξ

where the integral is understood as a Fourier integral distribution – a non-convergent integral
due to the slow decay of a in the variable ξ. Indeed, we define for any test function φ ∈ C∞

c (Rd):∫
Rd

∫
Rd

eiξ·ha(x; ξ)φ(h)dξdh =

∫
Rd

∫
Rd

(
ξ.∂h
i|ξ|2

N

eiξ·h

)
a(x; ξ)dξdh

= (−1)N
∫

Rd

∫
Rd

(
ξ · ∂h
i|ξ|2

N

a(x; ξ)φ(h)

)
eiξ·hdξdh
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where the rightmost integral is seen to converge when N is large enough since the integration

by parts brings in some decay. The function K̃ is even smooth outside h = 0. Recall the
Littlewood-Paley-Stein projectors were associated to a dyadic partition of unity in frequency
1 = ψ0 +

∑∞
n=1 ψ(2

−n.), ψ is supported on some corona 1 ≤ |ξ| ≤ 4. The kernel of A∆j reads

1

(2π)d

∫
Rd

eiξ·ha(x; ξ)ψ(2−jξ)dξ.

This yields a series decomposition of the form

K̃(x, h) =
1

(2π)d

∫
Rd

eiξ·h
∞∑
j=1

ψ(2−jξ)a(x; ξ)dξ +R

=

∞∑
j=1

2jd
1

(2π)d

∫
Rd

eiξ.(2
jh)ψ(ξ)a(x; 2jξ)dξ +R

where R ∈ C∞(Rd). Now, we use the growth of the symbol and the annulus support to derive
the estimate

|∂βξ
(
ψ(ξ)a(x; 2jξ)

)
| ≤ Cβ2

jm

since

|∂βξ a(x; 2
jξ)| ≲

(
1 + 2j |ξ|

)−m−|β|

because a is a classical symbol, the constant Cβ does not depend on n. This means that(
2−jmψ(ξ)a(x; 2jξ)

)
j
is a bounded sequence of Schwartz functions of ξ uniformly in x ∈ U .

This implies that we decomposed our kernel K̃ as an infinite series:

K̃(x, h) =

∞∑
j=1

2jd+jmKj(x, 2
jh) +R

where (
Kj(x, h) =

2−jm

(2π)d

∫
Rd

eiξ·hψ(ξ)a(x; 2jξ)dξ

)
j≥1

is a bounded sequence of smooth functions in S(U×Rd). These are functions smooth in the first
variable x and smooth with fast decay in the second variable h. Moreover,

∫
Rd Kj(x, h)h

αdh = 0
for all multiindices α, the vanishing moment condition immediately follows from the fact that
Kj(x, ·) has Fourier support away from the origin. �

From the above series representation we deduce a bound on the kernel of each piece A∆j .

Corollary 6.11 – One has∣∣∂αx ∂βhAPj(x, h)
∣∣ ≤ CN,α,β 2

j(d+m+|β|)(1 + 2j |h|
)−N

for some positive constant CN,α,β independent of j.

Now we specialize to the case where m ∈ (−d, 0) and try to deduce growth estimates on the
Schwartz kernel of A from the series decomposition. We also discuss the limiting cases m = 0,
m = −d as well as m < −d with m non-integer.

Lemma 6.12 – For A ∈ Ψm
10(R

d) with −d < m < 0 one has∣∣L1 . . . LpK(x, y)
∣∣ ≲ |x− y|−d−m

for all vector fields L1, . . . , Lp that are tangent to the diagonal. For A ∈ Ψ−d
10 (R

d) one has∣∣L1 . . . LpK(x, y)
∣∣ ≲ ∣∣ log |x− y|

∣∣
for all vector fields L1, . . . , Lp which are tangent to the diagonal.
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Proof – The series decomposition of K̃ implies some decay of the form∣∣K̃(x, h)
∣∣ ≲ ∞∑

n=1

2nd−nm
(
1 + 2n|h|

)−N
≲

∞∑
n=1

(
2−n + |h|

)m−d
≲ |h|−m−d

when m ∈ (−d, 0). When m = −d, the above bound reads∣∣K̃(x, h)
∣∣ ≲ ∞∑

n=1

(
1 + 2n|h|

)−N
≲
∫ ∞

1

(
1 + u|h|

)−N du

u
=

∫ ∞

|h|
(1 + u)−N du

u
≲
∣∣ log |h|∣∣.

Note that when m < −d and m non-integer, each Kj(x, ·) = 2−j(m+d)∆j,hK̃(x, ·) is bounded
and Fourier supported in a corona where |ξ| ≃ 2j . Hence we recognize that

sup
x∈U

∥∂αx K̃(x, .)∥C−m−d(Rd) < +∞

by the Fourier definition of the norm of C−m−d = B−m−d
∞,∞ for all multiindex α.

The estimates for tangential derivatives work similarly, as follows. As in the proof of Lemma
6.4 it suffices to prove an estimate of the form∣∣∂αx ∂βhK̃(x, h)

∣∣ ≲ |h|−m−d−|β|.

We differentiate∣∣∂αx ∂βhK̃(x, h)
∣∣ ≤ ∞∑

n=1

2nd+nm
∣∣∂αx ∂βhKn(x, 2

nh)
∣∣ ≲ ∞∑

n=1

2nd+nm+n|β|∣∣(∂αx ∂βhKn

)
(x, 2nh)

∣∣
where we work with the new bounded sequence of smooth functions

(
∂αx ∂

β
hKn

)
n
. Repeating the

above steps for this new sequence taking into account the extra factor 2n|β| yields the desired
estimate ∣∣∂αx ∂βhK̃(x, h)

∣∣ ≲ |h|−m−d−|β|.

�
The direct sense of Proposition 6.9 follows from Lemma 6.12. Conversely, assume we are

given a bounded sequence (Kj)j of smooth functions in S(U × Rd). Under which condition on
m does the series

∞∑
j=1

2j(d+m)Kj

(
x, 2j(x− y)

)
converge in pseudodifferential kernels in Ψm

1,0(U)? An answer is provided byt he following
statement.

Proposition – The following holds.

(a) For −d < m < 0 the above series converges to some pseudodifferential kernel in Ψm
1,0(U).

(b) For m > 0, m /∈ Z, there exists a non-unique sequence cj,α(x), |α| ≤ m, of countert-
erms depending smoothly on x such that the renormalized series

∞∑
j=1

2j(d+m)Kj

(
x, 2j(x− y)

)
−
∑

|α|≤m

cj,α∂
αδ{0}(x− y)


converges as a pseudodifferential kernel in Ψm

1,0(U).
(c) For m < −d, m /∈ Z, there exists a non-unique sequence cj,α, |α| ≤ m, of counterterms

such that the renormalized series

∞∑
j=1

2j(d+m)Kj

(
x, 2j(x− y)

)
−

∑
|α|≤m−d

cj,α(x− y)α


converges as a pseudodifferential kernel in Ψm

1,0(U).
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Proof – (a) We start by proving the easy case where m ∈ (−d, 0). The idea is just to Fourier
transform each 2jdKj(x, 2

jh) in the second variable h and translate in terms of estimates in
Fourier space what it means for (Kj)j to be bounded in the space S(U × Rd) of Schwartz
functions of h. We get a series

a(x; ξ) =

∞∑
j=1

2jmK̂j(x; 2
−jξ)

where K̂j is a bounded sequence in S(U × Rd). Let us now prove that the series

∞∑
j=1

2jm2−j|β|(∂βξ K̂j

)
(x; 2−jξ)

converges for all multi–indices β as smooth function in every compact region of ξ. If m < 0,
the series converges absolutely uniformly in ξ in some arbitrary compact region, it satisfies the
estimate: ∣∣∣∣ ∞∑

j=1

2jm2−j|β|(∂βξ K̂j

)
(x; 2−jξ)

∣∣∣∣ ≤ ∞∑
j=1

2jm2−j|β|∣∣(∂βξ K̂j

)
(x; 2−jξ)

∣∣
≲

∞∑
j=1

2jm2−j|β|(1 + 2−j |ξ|
)−N

≲
∞∑
j=1

2j(m−|β|)(1 + 2−j |ξ|
)m−|β|

=

∞∑
j=1

(
2j + |ξ|

)m−|β|
≲
(
1 + |ξ|

)m−|β|
.

(b) We now treat the more difficult case of a non-integer positive m. In that case, the series∑∞
j=1 2

jmK̂j(x; 2
−jξ) is highly divergent. Instead of considering K̂j(x; ξ), we subtract its Taylor

polynomial at ξ = 0 to increase the vanishing order at ξ = 0 of K̂j(x; ξ). This yields

Rj(x; ξ) ··= K̂j(x; ξ)−
∑

|α|≤m

ξα

α!
∂αξ K̂j(x; 0).

Note that Rj(x; ξ) = O(|ξ|[m]+1) near ξ = 0 but it is no longer Schwartz in ξ since we subtracted
some polynomial. Instead, it satisfies new estimates of the form∣∣∂αx ∂βξ Rj(x; ξ)

∣∣ ≲ (1 + |ξ|
)[m]−|β|

for large |ξ| and ∣∣∂αx ∂βξ Rj(x; ξ)
∣∣ ≲ |ξ|[m]+1−|β|

for small |ξ|. Now consider the new renormalized series
∑

j 2
jmRj(x; 2

−jξ). First, it converges
absolutely uniformly in ξ in some arbitrary compact region, since∣∣∣∑

j

2jmRj(x; 2
−jξ)

∣∣∣ ≲∑
j

2jmO(2−j([m]+1)) < +∞.
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It also satisfies for |ξ| ⩾ 1 an estimate of the form∣∣∣∂αx ∂βξ ∑
j

2jmRj(x; 2
−jξ)

∣∣∣
≤
∑
j

2jm
∣∣∂αx ∂βξ Rj(x; 2

−jξ)
∣∣

≲
∑

j,2−j |ξ|≤1

2jm2−j|β|(2−j |ξ|)[m]+1−|β| +
∑

j,2−j |ξ|⩾1

2jm2−j|β|(1 + 2−j |ξ|)[m]−|β|

≲
∑

j⩾log(|ξ|)

2−j([m+1]−m)|ξ|[m]+1−|β| +
∑

j≤log(|ξ|)

(2j + |ξ|)[m]−|β|

≲ |ξ|−([m+1]−m)|ξ|[m]+1−|β| + log(|ξ|)(2|ξ|)[m]−β ≲ |ξ|m−|β|.

This proves that the renormalized series
∑

j 2
jmRj(x; 2

−jξ) converges to Sm
1,0(U × Rd) Going

back to position space, this implies that the renormalized series∑
j

2j(d+m)Kj(x, 2
j(x− y))−

∑
|α|≤m

∂αξ K̂j(x; 0)

i|α|α!
∂αx δ{0}(x− y)

converges in pseudodifferential kernels of order m.

(c) The case m < −d,m /∈ N, involves a renormalization by subtraction of some derivatives of δ
in Fourier space, by inverse Fourier transform this yields the floating polynomials that we need
to subtract to get the correct renormalized convergence as pseudodifferential kernel. We leave
the details to the reader. �

Now we may conclude the proof of Proposition 6.9 by proving only the converse sense.

Proof – The converse sense uses dyadic decomposition in space. We will assume we are given
a kernel K ∈ L1(Rd × Rd), smooth outside the diagonal and such that for any bounded open
U ⊂ Rd, L1, . . . , Lp ∈ Mp

sup
(x,y)∈U2

∣∣(L1 . . . LpK)(x, y)
∣∣ ≤ CL1,...,Lp

|x− y|−d+m.

Start from 1 =
∑∞

j=1 ψ(2
j .) + χ where χ vanishes near 0 and ψ is supported on an annulus

{ 1
2 ≤ |x| ≤ 4}. The central fact is to prove that the family

Kj(x, .) ··= 2−j(m+d)ψ(h)K(x, 2−j ·)

is bounded in C∞
0 (Rd) uniformly in x ∈ U . Note that the key Lemma 6.4 yields

sup
x∈U, 12≤|h|≤4

∣∣Dα
h

(
K(x, 2−jh)

) ∣∣ ≤ sup
x∈U, 12≤|h|≤4

2−j|α|∣∣ (Dα
hK) (x, 2−jh)

∣∣
≤ Cα,U2

−j|α| sup
1
2≤|h|≤4

|2−jh|−d−m−|α|

≤ Cα,U2
−j|α|2(j+1)(d+m+|α|) ≤ 2|α|Cα,U2

(j+1)(d+m),

therefore

sup
x∈U,h

∣∣∣Dα
h

(
2−j(m+d)ψ(h)

(
K(x, 2−jh)

) )∣∣∣ ≲ Cα,U .

Now we get the decomposition

K(x, h) = Kχ+

∞∑
j=1

ψ(2jh)K(x, h) = Kχ+

∞∑
j=1

2j(m+d)Kj(x, 2
jh),

with

Kj = 2−j(m+d)ψ(h)K(x, 2−jh).
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The sequence (Kj)j∈N is a bounded family of smooth functions supported in the fixed annulus
{ 1
2 ≤ |h| ≤ 4} and Kχ is Schwartz. Hence the Fourier transform in the h variable yields

K̂(x; ξ) = K̂χ+

∞∑
j=1

2jmK̂j(x, 2
−jξ),

where each Kj(x; ξ) is Schwartz in ξ uniformly in x ∈ U . We just need to prove that K̂(x; ξ) ∈
Sm
1,0. We have the estimate

|Kj(x; ξ)| ≤ CN

(
1 + |ξ|

)−N

which holds uniformly in j. Hence2 we deduce by summing over j that
∞∑
j=1

2jm
∣∣K̂j(x, 2

−jξ)
∣∣ ≤ CN

∞∑
j=1

2jm
(
1 + 2−j |ξ|

)−N ≤ CN

∞∑
j=1

(
2j + |ξ|

)m(
1 + 2−j |ξ|

)−N−m

≤ CN

(
1 + |ξ|

)m
.

The estimate for
∣∣∂αx ∂βξ K̂(x; ξ)

∣∣ follows from Bernstein inequality. For every mutliindex α, the

family
(
∂αξ K̂j(x, .)

)
j
is bounded in S(Rd) uniformly in x ∈ U since ∂αξ K̂j = iαx̂αKj and each

xαKj is supported by the annulus { 1
2 ≤ |h| ≤ 4}. �

Proposition 6.13 – Let K(t, x, y) be some kernel on (0,+∞)×M2 which belongs to the parabolic
calculus Ψa

P for some a < −1. Then A(t) is continuous in Ψ2+2a
1,0 (M) uniformly in the

parameter t ∈ (0, 1].

Proof – Observe that t 7→ K(t, x, y) is continuous and the domination bound:∣∣(L1 . . . LkK)(t, x, y)
∣∣ ≤ CL1...Lk

(√
t+ |x− y|

)−d−2−2a ≤ CL1...Lk
|x− y|−d−2−2a ∈ L1

loc

shows that t 7→ (L1 . . . LkK)(t, ., .) ∈ L1(Rd×Rd) is continuous. So we just need to repeat the
proof of Proposition 6.9 in a family version with the parameter t, each function Kj,t depends
continuously on t. We check that this is a bounded family of smooth functions supported on
the annulus which depends continuously on t and the boundedness in C∞

0

(
{ 1
2 ≤ |h| ≤ 4}

)
is

uniform in t ∈ (0, a], for any a < +∞. Then the proof follows by dominated convergence. �

7 – Proof of Theorem 1.2

The following statement was proved in Section 3.2 of [6]. We recall its detailed proof to make
the present work self-contained.

Lemma 7.1 – Let M be a closed manifold and Kt(x, y) be a smooth kernel on M2\d2 such that
one can associate to any small enough open set U a coordinate system in which one has for all
multiindices α, β ∣∣∂αs,t∂βx,yK|t−s|(x, y)

∣∣ ≲ (√t− s+ |y − x|
)−a−2|α|−|β|

. (7.1)

Denote by ρ2 a scaling field on M2 for the inclusion d2 ⊂M2 and set

ρ = 2(t− s)∂s + ρ2,

and for n ⩾ 2, we denote by π : (x1, . . . , xn) ∈ Mn → (x1, x2) ∈ M2 the canonical projection
on the first two components. Then the family(

eℓa(e−ℓρ)∗π∗K|t−·|(·, ·)
)
ℓ≥0

is bounded in D′
N∗({s=t}) ((M

n × R)\(π∗d2 ∩ {s = t})), that is

π∗K|t−·|(·, ·) ∈ S0,(a,ρ)
N∗({s=t})

(
(Mn × R)\(π∗d2 ∩ {s = t})

)
.

2Note that
∑∞

j=1(2
j + L)−m ≲

∫∞
1 (u+ L) du

u
≲

∫∞
1+L u−m du

u−L
≲

∫∞
1+L u−m−1du ≲ (1 + L)−m.
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In the sequel, we denote by Ka the C∞–module of kernelsKt(x, y) as above depending on two
variables endowed with the weakest topology containing the C∞ ([0,+∞)×M2\d2

)
topology

and which makes all the seminorms defined by the estimates (7.1) continuous.

Proof – We first localize in a neighbourhood U × U of the diagonal since K is smooth off-
diagonal. It is enough to prove the claim for K(x, y)χ1(y)χ2(x) where χi ∈ C∞

c (U) and use a
partition of unity go get the global result. In U×U we pull-back everything to the configuration
space, which we write with a slight abuse of notations

π∗(Kχ1χ2)
(
t, s, x1, . . . , xn

)
= K

(
t, s, x1, x2

)
χ1(x1)χ2(x2).

We already know that this kernel satisfies some bound of the form∣∣K(t, s, x1, x2)χ1(x1)χ2(x2)
∣∣ ≲ (√|t− s|+ |x1 − x2|

)−a

Somehow we would like to flow both sides of the inequality by the parabolic dynamics (e−rρ)∗

and bound the term e−rρ∗
(√

|t− s|+ |x1 − x2|
)−a

asymptotically when r goes to +∞. We

use for that purpose the Normal Form Theorem for the space part of the Euler vector fields:

ρ[n] =

n∑
k=2

hk · ∂hk
,

for some new coordinates (hk)
n
k=2 that vanish at order 1 along the deep space diagonal dn. The

fact that x1−x2 vanishes at first order along dn implies by Taylor expansion at first order that

x1 − x2 = A(h) +O(|h|2)

where A(h) is a linear function of (hk)
n
k=2. One then has

(e−tρ[n])∗ (x1 − x2) = (e−tρ[n])∗A(h) +O(e−2t|h|2) = A(e−th) +O(e−2t|h|2),

and an exponential lower bound of the form

e−t|x1 − x2| ≲
∣∣(e−tρ[n])∗(x1 − x2)

∣∣
which yields the desired bound∣∣e−uρ∗Dα

t D
β
xπ

∗(Kχ1χ2)(t, s, x1, . . . , xn)
∣∣ ≲ eu(a+2|α|+|β|)

(√
|t− s|+ |x1 − x2|

)−a−2|α|−|β|

and proves the claim. The above bound allows, for instance, to justify that the singularities
when x1 ̸= x2 are conormal along the equal time region t = s since we are smooth on each half
region t ⩾ s and s > t. �

Since the propagators L−1, G
(i)
r , Qγ satisfy the assumptions of Lemma 7.1 we see that The-

orem 1.2 holds for these propagators. It remains to deal with the Schwartz kernel [⊙i] of the
resonant product ⊙i localized in the chart with index i.

Lemma 7.2 – The Schwartz kernel [⊙i] belongs to S−6
Γ (M3) for Γ = N∗ ({x = y = z} ⊂M3

)
.

In other words, [⊙i] is a particular case of a conormal distribution whose wavefront set is
concentrated along the deepest diagonal of M3.

Proof – We shall assume without loss of generality that [⊙i] is a compactly supported distri-
bution on (Rd)3. Recall [⊙i] is expressed as a series

[⊙i](x, y, z) =
∑

|k−ℓ|≤1

P i
k(x, y)P̃

i
ℓ (y, z)

where P, P̃ are generalized Littlewood-Paley-Stein projectors in our sense. We use the diagonal

bound on the Littlewood-Paley-Stein projectors P i
k, P̃

i
ℓ We use the fact that we control the
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scaling behaviour of each kernel, in local chart U3 near the smallest diagonal (x = y = z), we
have the behaviour for (h1, h2) ̸= (0, 0) ∈ Rd∣∣[⊙i](y + h1, y, y + h2)

∣∣ ≤
∑

|k−ℓ|≤1

∣∣P i
k(y + h1, y)P̃

i
ℓ (y, y + h2)

∣∣
≲

∑
|k−ℓ|≤1

2(k+ℓ)d
(
1 + 2k|h1|

)−N(
1 + 2ℓ|h2|

)−N

≲
∞∑
ℓ=1

22dℓ
(
1 + 2ℓ|h1|

)−N(
1 + 2ℓ|h2|

)−N

where the dimension d = 3. Beware that the right-hand side of the above estimate blows up
when h1 = h2 = 0 and the kernel [⊙i] is not even in L1

loc. However the series
∑

|k−ℓ|≤1 P
i
k(y +

h1, y)P̃
i
ℓ (y, y + h2) defining [⊙i] converges in the sense of distributions of order 0. The same

estimate with derivatives reads∣∣∂αh1
∂βy ∂

γ
h2
[⊙i]

(
y + h1, y, y + h2

)∣∣ ≲
∞∑
ℓ=1

2(2d+|α|+|γ|)ℓ(1 + 2ℓ|h1|
)−N(

1 + 2ℓ|h2
∣∣)−N

where (α, β, γ) are arbitrary multi-indices. The above bound implies that the series∑
|k−ℓ|≤1

P i
k(y + h1, y) P̃

i
ℓ (y, y + h2)

converges absolutely in C∞ when (h1, h2) ̸= (0, 0) which means that [⊙i] is smooth outside
the deepest diagonal. The distribution [⊙i] is compactly supported hence its Fourier transform

is well-defined. We need to carefully justify the series
∑

|k−ℓ|≤1 P
i
k(y + h1, y) P̃

i
ℓ (y, y + h2)

converges in conormal distributions. It suffices to control the microlocal convergence in one
chart of U × U × U since the wave front set behaves functorially under pull-backs [15]. Note
that from the definition

[⊙i] =
∑

|k−ℓ|≤1

ψ(κ(x))∆k(κ(x)− κ(y))χ(x)ψ̃(κ(y))∆ℓ(κ(y)− κ(z))χ̃(z)

where κ : Ui 7→ κ(Ui) ⊂ Rd is a given chart, we get

T = (κ× κ× κ)∗ [⊙i] =
∑

|k−ℓ|≤1

ψ(x)∆k(x− y)κ∗χ(x)ψ̃(y)∆ℓ(y − z)κ∗χ̃(z).

Since the functions χ, χ̃, ψ, ψ̃ are smooth compactly supported, an explicit calculation using the
Fourier transform yields∣∣T̂ (ξ, η, ζ)∣∣

=

∣∣∣∣ ∑
|k−ℓ|≤1

1

(2π)2d

∫
ψ(x)eiθ1.(x−y)ψ(2−kθ1)κ

∗χ(y)ψ̃(y)eiθ2.(y−z)ψ(2−kθ2)κ
∗χ̃(z)

× e−i(ξ.x+η.y+ζ.z)dθ1dθ2dxdydz

∣∣∣∣
=

∣∣∣∣ ∑
|k−ℓ|≤1

1

(2π)2d

∫
ψ(2−kθ1)ψ(2

−ℓθ2)ψ̂(ξ − θ1)κ̂∗χψ̃(η + θ1 − θ2)κ̂∗χ̃(ζ + θ2)dθ1dθ2

∣∣∣∣
One needs to argue geometrically to control the Fourier decay of |T̂ (ξ, η, ζ)| on small closed conic
set avoiding the subspace {ξ+η+ζ = 0} which is the fibre of the conormal of {x = y = z}. For
any (ξ0, η0, ζ0) ̸= (0, 0, 0) such that ξ0+η0+ζ0 ̸= 0. Assume without loss of generality that ξ0 ̸= 0
(the other cases are treated symmetrically), then there exists a closed conic neighbourhood
V ⊂ (Rd)3 of (ξ0, η0, ζ0) which does not meet {ξ + η + ζ = 0} such that for some δ > 0,

(ξ, η, ζ) ∈ V =⇒ |ξ + η + ζ| ⩾ δ|ξ|.
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The first geometric inequality reads for three vectors (A,B,C) ∈ (Rd)3:

(1 + |A|)−N (1 + |B|)−N (1 + |C|)−N ≲ (1 + |A±B ± C|)−N .

The second geometric inequality we shall use reads

1 + |A| ≤ (1 + |A−B|)(1 + |B|) =⇒ (1 + |A−B|)−d−1 ≤ (1 + |A|)d+1

(1 + |B|)d+1
.

Applying a change of variables then using both inequalities to |T̂ (ξ, η, ζ)| yields that for (ξ, η, ζ) ∈
V , we have

T̂ (ξ, η, ζ) =
∑

|k−ℓ|≤1

1

(2π)2d

∫
ψ(2−kθ1)ψ(2

−ℓθ2)ψ̂(ξ − θ1)κ̂∗χψ̃(η + θ1 − θ2)κ̂∗χ̃(ζ + θ2)dθ1dθ2

and an upper bound for |T̂ (ξ, η, ζ)| of the form∣∣∣∣ ∑
|k−ℓ|≤1

2(k+ℓ)d

∫
ψ(θ1)ψ(θ2)ψ̂(ξ − 2kθ1)κ̂∗χψ̃(η + 2kθ1 − 2ℓθ2)κ̂∗χ̃(ζ + 2ℓθ2)dθ1dθ2

∣∣∣∣
≲
∑
k

22kd
∫
ψ(θ1)ψ(θ2)(1 + |ξ − 2kθ1|)−N−4d−2(1 + |ζ + 2kθ2|)−N−2d−1

×
(
1 + |η + 2kθ1 − 2kθ2|

)−N−2d−1
dθ1dθ2

≲
∑
k

22kd
∫
ψ(θ1)ψ(θ2)

(1 + |ξ|)2d+1

(1 + 2k)2d+1

(
1 + |ξ − 2kθ1|

)−N−2d−1
dθ1dθ2

× (1 + |ζ + 2kθ2|)−N−2d−1
(
1 + |η + 2kθ1 − 2kθ2|

)−N−2d−1
dθ1dθ2

≲
(
1 + |ξ + η + ζ|

)−N−2d−1
(1 + |ξ|)d+1

∑
k

2−k ≲
(
1 + |ξ + η + ζ|

)−N

since one has

1 + |ξ| ≲ 1 + |ξ + η + ζ|

on V . This proves the convergence of the series defining [⊙i] in the conormal distributions
whose wavefront set is contained in N∗({(x = y = z)} ⊂M3).

To probe the microlocal regularity under scalings, we just need to scale the representation of

[⊙i] by a small factor λ = 2−j in the chart κi used to define both P i
k, P̃

i
ℓ , then we will use the

invariance of wave front sets under pull-backs together with the normal form result on scaling
fields to conclude. First in the chart κi × κi × κi : U × U × U 7→ (Rd)3, we have

[⊙i](y + 2−jh1, y, y + 2−jh2)

=
∑

|k−ℓ|≤1

2(k+ℓ)d κi∗χ̃(y + 2ℓ−jh1) ψ̂(2
−jh1)ψ(y) ψ̂(2

k−jh2)κi∗χ(y + 2−jh2)

= 22jd
∑

|k−ℓ|≤1

2(ℓ−j)d κi∗χ̃(y + 2−jh1) ψ̂(2
ℓ−jh1)ψ(y)2

(k−j)d ψ̂(2k−jh2)κi∗χ(y + 2−jh2).

We need to justify that the series∑
|k−ℓ|≤1

2(ℓ−j)d κi∗χ̃(y + 2−jh1) ψ̂(2
ℓ−jh1)ψ(y)2

(k−j)d ψ̂(2k−jh2)κi∗χ(y + 2−jh2)

is bounded in conormal distributions uniformly in the index j. Beware that the above series
only converges in the sense of distributions of order 0 (one can think of them as elements in the
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dual of the Banach space C0). Just rewrite the above series as a sum∑
|k−ℓ|≤1,(k,ℓ)⩾1

2ℓdKi
ℓ+j(y, 2

ℓh1)2
kdK̃i

k+j(y, 2
kh2)︸ ︷︷ ︸

+
∑

|k−ℓ|≤1,0≤k,ℓ≤j

2−ℓdKi
ℓ(y, 2

−ℓh1)2
−kdK̃i

k(y, 2
−kh2)

where the first term underbraced converges in conormal distributions and is bounded uniformly
in j, and the second term is bounded uniformly in j in the space of smooth functions. So noting
that d = 3 and for 2−j = λ, we conclude that the family λ−6[⊙i](y + λ., y, y + λ.), λ ∈ (0, 1]
forms a bounded family of distributions in D′

Γ(U
3) for Γ = N∗{h1 = h2 = 0} where we fixed a

very specific scaling towards the deepest diagonal. The scaling depends on the choice of chart
κi. It remains to show that the statement is intrinsic, it holds true for any scaling field in the
sense of [6], [17, def 2.1] w.r.t. the deep diagonal d3 ⊂M3. For any pair of scaling fields ρ1, ρ2
defined near d3 ⊂ M3, e−tρ2∗ = Ψ(t)∗e−tρ1∗ where Ψ(t) : Ω ⊂ M3 7→ Ω ⊂ M3 is some family
of local diffeomorphisms defined in some neighborhood Ω of d3 fixing d3 ⊂ M3 which has a
well–defined limit when t → +∞ by [16, Prop 2.3 p. 826]. If e−6te−tρ1∗[⊙i], t ∈ [0,+∞) is
bounded in D′

N∗d3
, then

e−6te−tρ2∗[⊙i] = e6tΨ(t)∗e−tρ1∗[⊙i]

where the family Ψ(t)∗e6te−tρ1∗[⊙i] is bounded in D′
N∗d3

since e6te−tρ1∗[⊙i] bounded in D′
N∗d3

,
continuity of the pull–back by Ψ(t)∗ [15] and the fact that the family Ψ(t) has a well–defined
smooth limit when t→ +∞. �

8 – Composing Ψa
P with Ψb

H

In this section, we prove a weak form of composition theorem for our parabolic calculus. We
denote by ◦ the composition of kernels in the space variables. More precisely,

K1 ◦K2(x, y) ··=
∫
z∈M

K1(x, z)K2(z, y)µg(dz)

where µg is the Riemannian volume form on M . Recall that the heat calculus ΨH was defined
in Theorem 6.5 and the parabolic calculus in Definition 6.3. We prove the following composition
Theorem:

Theorem 8.1 – Let M be a smooth closed manifold of dimension d. Pick A ∈ Ψa
P (M) and

B ∈ Ψb
H(M) with {

a, b ≤ −1
d+ 2 + 2a+ 2b ≥ 0

Set

C(t1, t2, x, y) ··=
∫ inf(t1,t2)

−L

A(t2 − s) ◦B(t1 − s)ds.

One has, for all ϵ > 0, {
C ∈ Ψa+b

P if d+ 2 + 2a+ 2b > 0

C ∈ Ψa+b+ϵ
P if d+ 2 + 2a+ 2b = 0

Moreover, the composition is bilinear hypocontinuous for the respective topologies.

Note that the hypocontinuity implies the sequential continuity for the composition. Note
also that the composition cannot remain in the heat calculus, since we no longer have the off-
diagonal small time decay. It makes natural that the result of the composition should be valued
in the parabolic calculus. For applications to the renormalization of the quartic and quintic
trees, especially for the explicit extraction of the counterterms, we use the above result with
a = − 3

2 , b = −1 and dim(M) = 3. In that case one has 3 + 2− 3− 2 = 0.
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Proof – Assume t2 > t1, the other case is symmetrical. Without loss of generality, we shall
work on R1+d since the parabolic calculus is defined first on flat space and then transferred on
manifolds. The composition result proved on R1+d will automatically transfer to the manifold
setting.
We localize the pair (x, y) in some convex bounded region U ⊂ R1+d. The two kernels we shall
compose are denoted by A(t1 − s, x, x − z) and B(t2 − s, z, z − y) respectively. We would like
to study and bound the kernel

C(t2 − t1, x, x− y) ··=
∫ inf(t1,t2)

−L

∫
Rd

A(t1 − s, x, x− z)B(t2 − s, z, z − y)dzds

Observe that when z is at distance ⩾ 1 from U , then both kernels A,B in the above inte-
gral are smoothing in the space variable uniformly in s, since parabolic kernels are smoothing
off-diagonal. Therefore, we may assume without loss of generality that A,B are compactly
supported in the variables (x, z) respectively, they are proper operators, so that we may insert
a first cut-off function χ1 ∈ C∞

c in the variable z in the composition without affecting the
analytical properties of C.
We now work with

C =

∫ inf(t1,t2)

−L

∫
Rd

A(t1 − s, x, x− z)B(t2 − s, z, z − y)χ1(z)dzds+ smoothing

where χ1 = 1 on the support of B. We use the following simple argument to justify C is
well-defined when t2 > t1 as can be seen from the explicit bound

|C(t2 − t1, x, x− y)| =
∣∣∣∣ ∫ t1

−L

∫
z∈Rd

A(t1 − s, x, x− z)B(t2 − s, z, z − y)χ1(z)dzds

∣∣∣∣
≲
∫

Rd

∫ t1

−L

χ1(z)(√
|t2 − s|+ |x− z|

)d+2+2a(√|t1 − s|+ |y − z|
)d+2+2b

dsdz.

Since t2 > t1, only one factor
(√

|t1 − s|+ |y − z|
)−2−2b−d

blows up when (z, s) = (y, t1). But

this is integrable since for all b ≤ −1 and all test function χ ∈ C∞
c (R⩾0 × Rd) the following

integral is bounded∫
R1+d

χ(u, z)

(
√
u+ |z|)d+2+2b

dudz ≲
∫

R1+d

χ(u, z)

(
√
u+ |z|)d

dudz ≲
∫

R1+d

χ(v2, z)

(|v|+ |z|)d
2v dvdz < +∞,

the other factor χ1(z)
(√

|t2 − s| + |x − z|
)−(d+2−2a)

is treated as test function of z, s, which
shows the existence of the integral. We next localize the integral over the diagonals. Choose
some function χ2(t2 − t1, t1 − s, x − z, z − y) which equals 1 in some neighborhood of the
subspace

{
x = z, y = z, t2 = t1, t1 = s

}
. When we are outside the subspace

{
x = z, y = z, t2 =

t1, t1 = s
}
, then there is at least one of the two kernels A,B that has either strictly positive

time argument or is smoothing in the space variables and therefore A(t2 − s) ◦ B(t1 − s) will
be smoothing in space variables. The next step is to localize the composition near the triple
diagonal. We choose some function χ2

(
t2− t1, t1− s, x− z, z−y

)
which equals 1 near the triple

diagonal
{
x = z, y = z, t2 = t1, t1 = s

}
. Then the composition decomposes as∫ inf(t1,t2)

−L

∫
Rd

A(t1 − s, x, x− z)χ2(t2 − t1, t1 − s, x− z, z − y)B(t2 − s, z, z − y)χ1(z)dzds

+

∫ inf(t1,t2)

−L

∫
Rd

A(t1 − s, x, x− z)(1− χ2(t2 − t1, t1 − s, z − y))B(t2 − s, z, z − y)χ1(z)dzds︸ ︷︷ ︸ .
Now observe that B is smoothing off-diagonal and compactly supported in the z variable,
therefore the second piece underbraced is well-defined and is going to be smoothing in the
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space variables. So from now on, we focus on the first piece∫ inf(t1,t2)

−L

∫
Rd

A(t1 − s, x, x− z)χ2(t2 − t1, t1 − s, x− z, z − y)B(t2 − s, z, z − y)χ1(z)dzds

which contains all singularities of C. We use the following notation for the parabolic action on
a space-time point (t2 − t1, t1 − s, x− z, z − y) ∈ R2+2d, for every λ > 0

λ ·
(
t2 − t1, t1 − s, x− z, z − y

) ··= (λ2(t2 − t1), λ
2(t1 − s), λ(x− z), λ(z − y)

)
,

where (0,+∞) acts by parabolic scalings on space-time points of R2+2d. We will use a multiple
scale decomposition of the cut-off function χ2 as follows

χ2 = χ2

(
λ−1 ·

(
t2 − t1, t1 − s, x− z, z − y

))
+

∫ 1

λ

ψ
(
µ−1 ·

(
t2 − t1, t1 − s, x− z, z − y

))dµ
µ

where the piece χ2

(
λ−1(t2 − t1, t1 − s, x− z, z− y)

)
is concentrated at scale λ near

{
x = z, y =

z, t2 = t1, t1 = s
}
, and ψ = −λ d

dλχ2(λ·)|λ=1 and the integral is a continuous decomposition
at every scale ranging from λ to 1. Replacing the above decomposition in the definition of the
composite operator C yields

C
(
t2 − t1, x, x− y

)
=

∫ t1

−L

∫
z∈Rd

A(t1 − s, x, x− z)χ2

(
λ−1 ·

(
t2 − t1, t1 − s, z − y

))
B
(
t2 − s, z, z − y

)
χ1(z)dzds

+

∫ 1

λ

∫ t1

−L

∫
z∈Rd

A(t1 − s, x, x− z)ψ
(
µ−1 · (t2 − t1, t1 − s, z − y)

)
B(t2 − s, z, z − y)χ1(z)dzds

dµ

µ

The next step is to scale the composite operator exactly at scale λ

C
(
λ2(t2 − t1), x, λ(x− y)

)
= C1 + C2

C1 = λd+2

∫ t1

t1−(t1+L)λ−2

∫
z∈Rd

A
(
λ2(t1 − s), x, λ(x− z)

)
χ2

(
t2 − t1, t1 − s, z − y

)
×

B
(
λ2(t2 − s), z, λ(z − y)

)
χ1

(
λ(z − y) + y

)
dzds

C2 = λd+2

∫ 1

λ

∫ t1

t1−(t1+L)λ−2

∫
z∈Rd

A
(
λ2(t1 − s), x, λ(x− z)

)
×

ψ
(
(λµ−1) ·

(
t2 − t1, t1 − s, z − y

))
B
(
λ2(t2 − s), z, λ(z − y)

)
χ1(λ(z − y) + y) dzds

dµ

µ

where we made a change of variables s 7→ λ2(s − t1) + t1, z 7→ λ(z − y) + y, in the integrals.
Then we bound the above two different terms in terms of bounds on A,B. The assumptions
on A,B imply the bounds∣∣A(t1 − s, x, x− z)

∣∣ ≲ (√t1 − s+ |x− z|
)−d−2a−2

,

and ∣∣B(t2 − s, z, z − y)
∣∣ ≲ (√t2 − s+ |z − y|

)−d−2−2b
,

which in turn imply

C1 ≲ λd+2λ−2d−4−2a−2b

∫ t1

t1−(t1+L)λ−2

∫
z∈Rd

(√
t1 − s+ |x− z|

)−d−2a−2

×
(√
t2 − s+ |z − y|

)−d−2−2b
χ2

(
t2 − t1, t1 − s, x− z, z − y

)
χ1(λ(z − y) + y) dzds

≲ λ−d−2−2a−2b,
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since the product χ2

(
t2 − t1, t1 − s, x− z, z− y

)
χ1(λ(z− y) + y) is compactly supported in z, s

uniformly in y ∈ U , λ ∈ (0, 1]. For C2 we have the upper bound

λ−d−2−2a−2b

∫ 1

λ

∫ t1

t1−(t1+L)λ−2

∫
z∈Rd

(√
t1 − s+ |x− z|

)−d−2a−2 ×

ψ
((
λµ−1) ·

(
t2 − t1, t1 − s, x− z, z − y

)) (√
t2 − s+ |z − y|

)−d−2−2b
χ1(λ(z − y) + y) dzds

dµ

µ
.

Now we use the fact that (√
t2 − s+ |z − y|

)−d−2−2b ≃
(µ
λ

)−d−2−2b

and (√
t1 − s+ |x− z|

)−d−2a−2 ≃
(µ
λ

)−d−2−2a

on the support of ψ
(
(λµ−1) · (t2 − t1, t1 − s, x− z, z − y)×) because this function is supported

on a corona of radius ≃ µ
λ and also that the integral∫

Rd+1

ψ
(
(λµ−1) · ×(t2 − t1, t1 − s, x− z, z − y

))
dzds ≲

∣∣∣{√t1 − s+ |z − y| ≤ µ

λ

}∣∣∣ ≲ (µ
λ

)d+2

,

since we are just bounding by the volume of some parabolic ball of radius µ
λ . Combining the

three previous bounds yields the estimate

C2 ≲ λ−d−2−2a−2b

∫ 1

λ

(µ
λ

)−d−2−2b (µ
λ

)−d−2−2a (µ
λ

)d+2 dµ

µ

= λd+2

∫ 1

λ

µ−2d−4−2a−2b dµ

µ
≲ λ−d−2−2a−2b

if d− 2− 2a− 2b ̸= 0. If d− 2− 2a− 2b = 0 then C1 = O(1) when λ > 0 goes to 0 and we get
a logarithmic bound for C2 of the form

C2 ≲ |log λ|.
So, for the moment, we proved that

C
(
λ2(t1 − t2), x, λ(x− y)

)
= O

(
λ−d−2−2a−2b

)
when d+ 2 + 2a+ 2b > 0 and

C(λ2(t1 − t2), x, λ(x− y)) = O
(
|log λ|

)
when d+ 2 + 2a+ 2b = 0. To conclude that the composite operator C still belongs to ΨP , we
need to prove that the above bounds still hold when we test C against elements of the module
M of vector fields tangent to the diagonal {t1 = t2, x = y} ⊂ R1+d × R1+d.
The stability of the bounds by testing against tangent vector fields is treated separately in
Lemma 8.2. �

The proofs of the composition Theorems is not done yet, we still need to show that we
have the same estimates when we differentiate with vector fields L1, . . . , Lk that belong to the
generators of the module M of vector fields tangent to {t1 = t2, x = y} ⊂ R1+d × R1+d.

Lemma 8.2 – Under the assumptions of Theorem 8.1, for every L ∈ M in the tangent module,
the kernel LC satisfies the same estimate as C:∣∣LC(t1, t2, x, y)∣∣ ≤ CL

(
|t2 − t1|+ |x− y|2

)− d+2+2a+2b
2 .

Proof – We reduce the proof to some local computation in local coordinates involving gener-
ators of M. We will do the detailed calculation for translations of the form ∂xi + ∂yi (trans-
lation) and for general linear vector fields fixing the diagonal {x − y = 0} ⊂ U × U of the
form M(x− y) · ∂x. This covers the following important examples: (xi − yi)∂xk − (xk − yk)∂xi

(rotation), (xi−yi)∂xi (scaling), (xi−yi)∂xk +(xk−yk)∂xi (boosts) in the situation of Theorem
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8.1 and we leave to the reader the other computations which follow the same pattern. We start
with the translations(
∂xi + ∂yi

)
C(t1, t2, x, y) =

(
∂xi + ∂yi

) ∫
Rd

∫ inf(t1,t2)

−L

A(t2 − s, x, z)B(t1 − s, z, y)χ(z)dsdz

=

∫
Rd

∫ inf(t1,t2)

−L

((∂xi + ∂zi)A)(t2 − s, x, z)B(t1 − s, z, y)χ(z)dsdz

+

∫
Rd

∫ inf(t1,t2)

−L

A(t2 − s, x, z)((∂yi + ∂zi)B)(t1 − s, z, y)χ(z)dsdz

+

∫
Rd

∫ inf(t1,t2)

−L

A(t2 − s, x, z)B(t1 − s, z, y)(∂ziχ)(z)dsdz.

We see we can repeat the bounds of the proof of Theorem 8.1 on each term using the crucial
information that both (∂xi + ∂zi) and (∂yi + ∂zi) are in the tangent algebra of the respective
diagonals {x = z} and {y = z} and the stability of the two kernels A,B in ΨP by derivation by
the tangent Lie algebra. Given a matrixM ∈Md(R), we use the short hand notationM(x−y)·∂x
for the vector field M j

i (x− y)i∂xj where we sum over repeated indices. Differentiating at t = 0
yields the exact identities

M(x− y) · ∂x
∫ inf(t1,t2)

−L

A(t2 − s) ◦ χB(t1 − s)ds

=

∫ t1

−L

(
M(x− z) · ∂x︸ ︷︷ ︸A

)
◦ χB +

(
(M(z − y) · ∂x +M(z − y) · ∂y)︸ ︷︷ ︸A

)
◦ χB

+A ◦ χ
(
M(z − y) · ∂y︸ ︷︷ ︸B

)
+A ◦ (M(z − y) · ∂yχ)Bds

we decompose in different groups where we underbrace the vector fields which are tangent to the

diagonal of the corresponding kernel. As usual, we decomposed M(x− y) · ∂x
∫ inf(t1,t2)

−L
A(t2 −

s) ◦ χB(t1 − s)ds as a sum of three compositions of operators where the operators still satisfy
the assumptions of Theorem 8.1, so we are done. �

A – A commutator identity on Rd.

We prove in this appendix a commutator estimate for triple paraproducts on Rd, the result
we establish is originally due to Bony [12, Thm 2.3 p. 215] but we thought it would be useful to
include a complete detailed proof here since it plays a central role for the proof of Theorem 1.1
and the original paper [12] is written in French.

We are given (f, g, h) where f ∈ Cα1 , g ∈ Cα2 and h ∈ Cβ where α1, α2 > 0 and β < 0. We
would like to control a commutator:

f ≺ (g ≺ h)− (fg) ≺ h.

Lemma A.1 – Let f ∈ Cα1(Rd), g ∈ Cα2(Rd) and h ∈ Cβ(Rd) where α1, α2 > 0 and β < 0.
Then we have

∥f ≺ (g ≺ h)− (fg) ≺ h∥α1∧α2+β ≲ ∥f∥α1
∥g∥α1

∥h∥β .

Proof – We first deal with the term f ≺ (g ≺ h). By definition, we write:

f ≺ (g ≺ h) =

∞∑
i=2

Si−2(f)∆i

 ∞∑
j=2

Sj−2(g)∆j(h)

 .

In the sequel, we shall repeatedly use the following result that can be found in [43, Lemma 3
p. 280].
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Lemma A.2 – Let p be a real number, p /∈ N and 0 < a < b be given. If we are given a sequence
aj of smooth functions such that ∥aj∥L∞ = O(2−jp) and each aj is Fourier supported in coronas{
a2j ≤ |ξ| ≤ b2j

}
, then the series

∑∞
j=0 aj converges in the Hölder space Cp = Bp

∞,∞.

The first crucial observation, since ∆i localizes in Fourier space on the corona {2i−1 ≤ |ξ| ≤
2i+1} and that each Sj−2(g)∆j(h) is supported in the corona 2j−2 ≤ |ξ| ≤ 2j+2, necessarily the
double sum over both i, j localizes on the diagonal |i− j| ≤ 3. So we rewrite the previous term
as a double sum

f ≺ (g ≺ h) =
∑

|i−j|≤3,i,j⩾2

Si−2(f)∆i

(
Sj−2(g)∆j(h)

)
.

The second observation is that if we fix j, then the sum of the five terms:

j+3∑
i=j−3

∆i

(
Sj−2(g)∆j(h)

)
= Sj−2(g)∆j(h) (A.1)

this is because ψ(2−j+3ξ)+· · ·+ψ(2−j−3ξ) = 1 on the corona 2j−2 ≤ |ξ| ≤ 2j+2 by construction
of the Littlewood-Paley-Stein partition of unity. Therefore at fixed j, we can add and subtract
as follows

j+3∑
i=j−3

Si−2(f)∆i

(
Sj−2(g)∆j(h)

)
=

j+3∑
i=j−3

Sj−5(f)∆i

(
Sj−2(g)∆j(h)

)
−

j+3∑
i=j−3

(Si−2 − Sj−5)(f)∆i

(
Sj−2(g)∆j(h)

)
= Sj−5(f)Sj−2(g)∆j(h)−

j+3∑
i=j−3

(S[j−5,i−2])(f)∆i

(
Sj−2(g)∆j(h)

)
then in the second line, we used the second miracle equation (A.1). We define (S[j−5,i−2]) as
the difference (Si−2 − Sj−5) and we observe that (S[j−5,i−2])(f) is Fourier supported on some

corona contained in the shell |ξ| ≤ 2i−2. Since ∆i (Sj−2(g)∆j(h)) is supported in the shell
2i−1 ≤ |ξ| ≤ 2i+1 because of the localizing property of ∆i, the discrepancy i − 2, i makes the
support of the product (S[j−5,i−2])(f)∆i (Sj−2(g)∆j(h)) a corona around |ξ| ≃ 2i. From the
Hölder regularities assumptions on the functions (f, g, h), we get the bound∥∥∥ j+3∑

i=j−3

(S[j−5,i−2])(f)∆i (Sj−2(g)∆j(h))
∥∥∥
L∞

≲
j+3∑

i=j−3

∥∥(S[j−5,i−2])(f)
∥∥
L∞∥∆j(h)∥L∞

≲ 2−(j−5)α12−jβ ≲ 2−j(α1+β)

where we use the fact that Sj−2(g) is bounded uniformly in the index j since g ∈ Cα2 for
α2 > 0. So the series

∑
j

 j+3∑
i=j−3

(S[j−5,i−2])(f)∆i (Sj−2(g)∆j(h))


is a series of functions supported in coronas a2j ≤ |ξ| ≤ b2j for 0 < a < b and thus converges
absolutely in Cα1+β . This tells us that in the equality

j+3∑
i=j−3

Si−2(f)∆i

(
Sj−2(g)∆j(h)

)
= Sj−5(f)Sj−2(g)∆j(h)−

j+3∑
i=j−3

(S[j−5,i−2])(f)∆i

(
Sj−2(g)∆j(h)

)
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the sum
∑j+3

i=j−3(S[j−5,i−2])(f)∆i

(
Sj−2(g)∆j(h)

)
is a good term absorbed in a good remainder

and we should only keep Sj−5(f)Sj−2(g)∆j(h).
So for the moment, we just proved that

f ≺ (g ≺ h) =
∑
j⩾5

Sj−5(f)Sj−2(g)∆j(h) + Cα1+β .

Now we would like to compare this quantity with

(fg) ≺ h =
∑
j⩾2

Sj−2(fg)∆j(h)

so the difference f ≺ (g ≺ h)− (fg) ≺ h reads∑
j⩾5

(
Sj−5(f)Sj−2(g)− Sj−2(fg)

)
∆j(h) + Cα1+β .

Everything boils down to studying the difference Sj−5(f)Sj−2(g) − Sj−2(fg) which we treat
as follows. First decompose fg = Sj−5(f)Sj−5(g) + R where the remainder contains at least
either one of the two terms

∑
i⩾j−5 ∆i(f) or

∑
i⩾j−5 ∆i(g) in factor. Observe that∑

i⩾j−5

∆i(f) = OCα1 (2−jα1)

∑
i⩾j−5

∆i(g) = OCα2 (2−jα2)

this is almost by construction of these objects and by definition of the Hölder norms. Therefore
using the continuity of Sj−2 : C• 7→ C• acting on Hölder spaces where this is bounded uniformly

in j, we deduce that Sj−2(R) = OCα1∧α2 (2−j(α1∧α2)) and
∑

j Sj−2(R)∆j(h) is a series of

functions each term supported in coronas a2j ≤ |ξ| ≤ b2j for 0 < a < b, ∥Sj−2(R)∆j(h)∥L∞ =

O(2−j(α1∧α2+β)) and thus converges absolutely in Cα1∧α2+β . Using the magic identity

Sj−2

(
Sj−5(f)Sj−5(g)

)
= Sj−5(f)Sj−5(g),

this means that the difference can be simplified as

Sj−5(f)Sj−2(g)− Sj−2(fg) = Sj−5(f)
(
Sj−2(g)− Sj−5(g)

)
− Sj−2(R)

and combining with the fact that
∑

j Sj−2(R)∆j(h) ∈ Cα1∧α2+β , the difference f ≺ (g ≺ h)−
(fg) ≺ h now reads ∑

j⩾5

Sj−5(f)S[j−5,j−2](g)∆j(h) + Cα1∧α2+β ,

we are done using again the fact that it is a series of functions supported in annular domains
and that ∥Sj−5(f)S[j−5,j−2](g)∆j(h)∥L∞ = O(2−j(α2+β)). So we get

f ≺ (g ≺ h)− (fg) ≺ h ∈ Cα1∧α2+β

as required. �
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17(4), (2016).

[17] N.V. Dang and M Wrochna. Dynamical residues of Lorentzian spectral zeta functions. arXiv:2108.07529
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