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Abstract. In order to design better pan-scalar maps, i.e.
interactive, zoomable, multi-scale maps, we need to un-
derstand how they are perceived, understood, processed,
manipulated by the users. This paper reports an experi-
ment that uses an eye-tracker to analyse the gaze behaviour
of users zooming and panning into a pan-scalar map. The
gaze data from the experiment shows how people look at
landmarks to locate the new map view after a zoom. We
also identified different types of behaviours during a zoom
when people stare at the mouse cursor, or during a pan
where the gaze follows a landmark while the map trans-
lates.
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1 Introduction

Pan-scalar maps, i.e. interactive, zoomable multi-scale
maps (Gruget et al., 2023), accessible through web map
services such as Google Maps (Skopeliti and Stamou,
2019), are now clearly the most used maps around the
world. But contrary to traditional static maps, their de-
sign is not guided by our cognition of these maps, because
these objects are too recent to be as studied as static pa-
per maps have been in the past century (Dumont et al.,
2020). How do people really understand, explore, inter-
act with these pan-scalar maps? What changes compared
to our well-documented use of static maps? Researchers
have to address these questions to design better pan-scalar
maps, where disorientation occurs less often (Touya et al.,
2023). In order to have a better understanding of the be-
haviour of pan-scalar map users, which explains why some
feel disoriented during their use, this paper explores the vi-
sual behaviour of these users.

Using eye-tracking during user surveys is one of the most
promising methods to address these questions. Since the
first experiments in the 1960s (Yarbus, 1967), eye-trackers
are frequently used to analyze the gaze behaviour of map
readers. Several literature reviews show the diversity of
such research projects (Kiefer et al., 2017; Krassanakis

and Cybulski, 2021; Keskin and Kettunen, 2023). Eye-
trackers provide different kinds of information about the
gaze, but researchers mainly use the fixation points and the
scan paths between these fixation points (Çöltekin et al.,
2009; Cybulski and Horbiński, 2020). The fixation and
saccades can be massive and complex to analyze (Ooms
et al., 2017), and areas of interest can also be derived from
the fixation point to obtain a more generalised view of the
gaze (Çöltekin et al., 2009; Cybulski and Horbiński, 2020;
Keskin et al., 2023). Blinks can also be used, for instance
to measure the cognitive load during a visual task (Zager-
mann et al., 2016).

In this paper we have two main hypotheses. The first hy-
pothesis is that pan-scalar map readers rely on landmarks
to guide their exploration through multiple map view. This
paper presents an experiment designed to explore this
hypothesis, or more generally to understand the behaviour
of gaze during the zooming interactions.
The second hypothesis is based on the behaviour of the
user according to the map background. It is supposed that
the user will use the map differently depending on the
representation of the landmarks and whether or not certain
landmarks are highlighted.

The paper is structured as follows. Section 2 describes
the reported eye-tracking experiment. Section 3 briefly de-
scribes how the eye-tracking data were post-processed,
and Section 4 presents a selection of our results.

2 Materials and Methods

2.1 Description of the tasks

The aim of the experiment is to understand what a person
looks at to find their way around a pan-scalar map and to
understand the different strategies used. This experiment is
exploratory and qualitative, we do not expect quantitative
results to validate hypothesis. Our goal is to reproduce a
real use of the pan-scalar map, i.e. the users can use pan
and zoom at will to fulfill their tasks. Four types of tasks
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are proposed in order to cover more uses of the pan-scalar
map.

The first task simulates the use of web map service, with
a user searching for a specific address. The map applica-
tion will then zoom in very strongly on the address entered
in the text panel. The user has little spatial context and it
often takes some time to find their way around. To simu-
late this classical use, a point is placed on the map and the
display is very zoomed (zoom level 18). The user is then
asked to interact with the map (zooming and panning) un-
til they feel they know where they are. Four different loca-
tions are shown iteratively during this task, the same four
locations for all participants.
The second task is to find a place in the map from an aerial
image oriented north/south. The aerial image of a specific
area is displayed and the map is zoomed out to the city
where the location is. The user then tries to find the lo-
cation in the image by zooming in and out to explore the
map. This task is repeated in two different cities.
The third task also consists in finding a precise location
in the map, using this time textual indications such as "the
stadium which is located north of the main river". This task
is repeated in two different cities.
The last task builds on tasks 2 and 3. The user is asked to
find a location using an aerial image of the location (the
image has little geographical context) and textual infor-
mation is given to help the user find the area where the
location is located. This task is repeated for two different
cities.

The background maps are alternated between two stages
and two candidates (according to the following table).
We select two different pan-scalar maps, OpenStreetMap
(OSM) and Google Maps. (Table 1).

Table 1. Distribution of the map backgrounds during the experi-
ment stages, for the participants that were alternatively assigned
to experiment 1 and 2.

stage experiment 1 experiment 2
task 1, stage 1 Google Maps OSM
task 1, stage 2 OSM Google Maps
task 1, stage 3 Google Maps OSM
task 1, stage 4 OSM Google Maps
task 2, stage 1 Google Maps OSM
task 2 stage 2 OSM Google Maps
task 3, stage 1 Google Maps OSM
task 2, stage 2 OSM Google Maps
task 4, stage 1 Google Maps OSM
task 4, stage 2 OSM Google Maps

2.2 Apparatus and participants

To understand the behaviour of a person in this experi-
ment, we will use an eye-tracker. The eye-tracker used
is a Pupil Core device from Pupil Labs. The basic eye
tracker configuration is used for this experiment, i.e. a fix-

ation time of 80 ms to 200 ms. Decreasing the minimum
time does not bring any significant change while increas-
ing it makes most of the fixation points disappear. The eye-
tracker is calibrated at the beginning of the survey with tar-
gets clips on the corners of the screen used for the survey
(the same 23.8 inches screen is used for all participants,
with a resolution of 1920x1080 pixels).

The participants were mainly students from the University
and also a few administrative staff members. There were a
total of 20 candidates, 3 of whom were not usable (device
malfunctioning during the experiment or the screen
was not fully visible during the experiment because the
participant moved too much on their chair). There were
no particular conditions for participating in the survey.

The survey follows a similar protocol for each participant.
The participant begins by reading a consent form on data
collection. The eye-tracker is calibrated and in parallel the
different tasks and instructions are explained (5 to 10 min-
utes total for this preliminary part). The participant be-
gins the survey and the instructions are recalled for each
task and textual indications are given for tasks 3 and 4.
At the end of the experiment, the data is recorded and
anonymised.

The participants used a web application that we developed
for the survey, using Open Layers when OSM maps are
rendered, and the Google Maps API, when Google Maps
are rendered.

2.3 Data and Software Availability

The code of the web application, as well as the scripts used
to post-process the data are available on Github1

The data that we collected during the survey, including
gaze data and videos, is made available on Zenodo 2.

3 Post-processing

3.1 Geolocation of fixation points

The eye-tracker used in the survey makes it possible to
identify the points of fixation of the gaze in a 3D scene. It
is therefore necessary to pass it through the 2D reference
frame of the screen in order to locate these points on the
map displayed on the screen. Having geographical coordi-
nates for the fixation points is particularly useful because
it enables multi-scale analyses and also because it enables
GIS analyses using the vector objects in the map. We are
not interested in the fixation points outside the map. The
aim is thus to transform a fixation point in a 3D scene into
a geolocated point. The first stage is to know the coordi-
nates of the fixation points in the coordinates system that
originates at the bottom left part of the map in the screen,

1https://github.com/LostInZoom/eye_tracking
2https://zenodo.org/record/7584092
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with pixel units. These coordinates (xfixation,yfixation)
are computed using Equation 1, where the envelope of the
map in the screen is given by the two points (xmap

min ,y
map
min ),

and (xmap
max,y

map
max). With the help of physical markers it is

possible to identify a surface in the 3D scene which al-
lows us to know the position of the point on the screen
(xscreen,yscreen). The map view displayed on the screen
during the experiment is of fixed size and static on the
screen.


xfixation =

xscreen −xmap
min

xmap
max −xmap

min

yfixation =
yscreen − ymap

min

ymap
max − ymap

min

(1)

Then, in a second stage , we record the record the co-
ordinates of the extent of the map at each time of the
survey. It is thus possible to geo-reference each fixation
point (xfinal,yfinal) using Equation 2, where the extent
of the map at the time of the fixation is given by the points
(xmin,ymin), and (xmax,ymax).

{
xfinal = xfixation × (xmax −xmin)+xmin

yfinal = yfixation × (ymax − ymin)+ ymin

(2)

3.2 Visualization of the data

A large part of the analysis is the visual analysis of the
data. The fixation points were visualised in QGIS after the
georeferencing. To better visualise the data in relation to
the different scales, a buffer was applied to the points in
relation to the margin of error of the eye-tracker in pixels
and the zoom (pixel/m), i.e. larger circles correspond to
fixations at smaller zoom levels.

4 Results

4.1 Visual analysis

After a visual analysis of the results of task 1, certain
behaviours were noticed for several participants. The first
one is the use of landmarks to find one’s way. Users will
look at the landmarks around the point (Figure 1). They
change the scale very little to find their way around or at
a fairly large zoom. People who use landmarks to locate
themselves have a relatively detailed mental map of Paris.
It was possible to identify many landmarks such as the
name of a metro station or the Montparnasse train station,
especially in stage 2 of task 1. The participants used these
landmarks at several scales (several fixation points at
different scales) to locate themselves.

Conversely, people who have a poor mental map of Paris
will not look for landmarks and will zoom out to get a

Figure 1. Point of fixation of a person looking at place names,
stations during task 1 on one of the places

global view of the city. They will look directly for a global
view to find their way around (Figure 2).

Figure 2. Fixation point when fast zooming out for the first task.
Each colour is for a different stage on the task 1 to localise for
the same participant.

Some people try to position themselves carefully on the
map. Once they have found a landmark they return to the
original point with a zoom in in order to place the point
correctly on their mental map (Figure 3).

Figure 3. Fixation during a ’re-zoom’. The colour shade repre-
sents the order of the fixations. The lighter colour represents the
first points
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Participants who already have a detailed mental map of
the area they are in, look at several potential landmarks.
However, with gaze data only, it is not clear whether
they are trying to triangulate the landmarks in order to
find their bearings or whether they are moving from one
landmark to another until they find one they know.

Figure 4. The aerial image the participants had to locate in Lyon,
France during task 2 and first location.

In the case of some candidates, it is possible to see a dif-
ference in reaction for the four locations of task 1. Indeed,
one of the points is located outside Paris with few well-
known landmarks. Participants who do not know the area
will tend to look for more context to find their way around
as shown in the Figure 5

Figure 5. difference for a candidate for the four locations in task
1. Each colour represents a location.

In task 2 the hypothesis to be tested is whether candidates
use the visual landmarks visible in pictures to locate them-
selves on a map. One of the two stages in the task is a view
of the "Parc de la tête d’or" in the city of Lyon (Figure 4.
Results show that candidates find their way by searching

landmarks. But must of them use only one landmark, e.g.
the Rhone river, and focus on it. They see a green space
and/or a river and focus on it without looking for another
visual element that could be used as an anchor (Figure 6).
The participants are not that expert in this area. There is
also the question of the candidates’ lack of a sense of scale,
to correlate the dimensions in the image and in the map.

Figure 6. Fixation points when searching for a park outside Lyon
for one participant.

In the second stage of task 2, an aerial image of a par-
ticular building with a north/south-oriented railway track
is used (Figure 7). Users are able to find the location by
using this orientation of the railway track. Not all candi-
dates use the strategy of the oriented railway from the be-
ginning. They first look for a track and then realize the
vertical orientation of the track. Once they have found the
railway line, they look for a building or a triangular road
shape. As they go along they refine their search space with
precise landmarks. In addition, many candidates asked if
the aerial image was correctly oriented N/S after they had
started to look for railway tracks, confirming the gaze data.
This task also shows that large linear objects such as the
Rhone river, or the railway, are prime landmarks.

Figure 7. Image of Dijon, France used during the task 2 and
second location

For tasks 3 and 4, the current protocol does not allow for a
visual analysis of the interpretation of the textual instruc-
tions. Indeed, it is not possible to know whether a person
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is looking in a direction other than the one indicated be-
cause they have misunderstood the indications or because
they wanted to have more spatial context.

The lack of a sense of scale is also found in tasks 3 and
4. When given an indication such as "just south of the city
centre" some participants were really looking south of the
city in stage 1 of task 3. However, in task 4, stage 2, the in-
struction was given in relation to a smaller object "west of
the Lyon confluence", and the participants had difficulties
to find the indicated area.

4.2 Zoom and pan

We also analysed the gaze behaviour during a pan or a
zoom interaction. We define a zoom action as starting
when the user starts to change scale and to consider pro-
gressive zooms, the zoom action is finished when the user
stops zooming for one second. Similarly, panning starts
when the coordinates change at a fixed scale. It is consid-
ered finished when the centre is fixed for more than one
second.
Staring at the mouse is one of the zooming behaviours that
appears several times during this experiment (Figure 8).

Figure 8. Fixed fixation point when zooming, which corresponds
to the user staring the mouse cursor

When looking at linear landmarks, such as the railway
track, some participants use the opposite behaviour by fix-
ing the landmark during the pan (so gaze is moving with
the map) (Figure 9).

4.3 Quantitative analysis

We are also interested in the influence of the four tasks in
the behaviour of the participant, both the gaze behaviour
represented by the number of fixations per task, and the
interaction behaviour that can be represented by the num-
ber and frequency of pan and zoom actions. We conducted
several ANOVA tests, summarized in Table 2 to anal-
yse this influence. The ANOVA tests show that the fre-
quency of zooming and panning actions is not influenced
by the type of task requested (respectively p= 0.169 and
p= 0.123), while the number of panning and zooming ac-
tions is (respectively p= 1.26e− 06 and p= 5.04e− 10).
This shows that the behaviour of users on pan and zoom

Figure 9. Fixation points remain focused on the railway when
panning.

Table 2. p-values of the ANOVA tests on the influence of the task
on the number of fixations, pan, and zoom actions.

fixation pan zoom
1 0.00673 0.488 0.917
2 0.0264 0.00415 0.00235
3 0.9 0.292 0.207
4 0.235 0.827 0.604
all 0.0005 1.26e-06 5.04e-10

is similar but differs on the time spent on a stage. An
ANOVA test on the influence of the task on time shows
a significant correlation (p= 1.6e− 05), which confirms
that some tasks are longer to solve than others.

The analysis of the influence of the map backgrounds is
done with the data from stage 2 on task 1. In particular, we
are focusing on the visibility of the railway line at the scale
of the city. The majority of participants used the railway
line as a landmark. However, the railway is less visible on
the city scale on Google Maps than on OSM. It is thus
possible to see whether a person managed to locate the
railway easily if he zoomed directly on a railway or not.
The fixation points above zoom level 16, located near the
different railways were selected and analyzed (Figure 10).

The number of fixations in the areas near the railway tracks
do not follow a normal distribution, so a Kruskal-Wallis
test is run to analyze the effect of the map on the fixations,
wich appears to be moderate (p= 0.118).
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Figure 10. railway buffer zone

5 Conclusions and future research

To conclude, this experiment shows that eye-tracking is an
interesting method to study the behaviour of users of pan-
scalar maps. The analysis of the gaze behaviour confirms
the use of landmarks in locating tasks (Touya et al., 2023),
and we identified different types of gaze behaviour during
a zoom or a pan action.

However, we think that the experiment dataset can be anal-
ysed further, in particular the gaze behaviour during the
tasks with textual instructions. But we also would like to
use more the vector data, as we did for the railway line
(Figure10), to more closely analyse the gaze behaviour.
Furthermore, we think that the experiment protocol has
limitations that need to be addressed in further studies. In
particular, we do not know why participants are looking
at a specific location of the map, and the eye-tracker used
is sometimes not precise enough to distinguish between
several landmarks. In this study, we were only interested
in pan-scalar maps, but it would be interesting to adopt a
similar approach to study the gaze behaviour of users of
vario-scale maps (van Oosterom et al., 2014).

Finally, our use of eye-tracking data only captures where
visual attention is focused, but peripheral vision certainly
plays an important role in the success of the tasks given in
the experiment (Rosenholtz et al., 2012). Further research
should focus on the role played by peripheral vision during
the multi-scale exploration of pan-scalar maps.
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