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Abstract

This paper presents an information-theoretical model of syntactic generalization. We study syntactic generalization from the perspective of the capacity to disentangle semantic and structural information, emulating the human capacity to assign a grammaticality judgment to semantically nonsensical sentences. In order to isolate the structure, we propose to represent the probability distribution behind a corpus as the product of the probability of a semantic context and the probability of a structure, the latter being independent of the former. We further elaborate the notion of abstraction as a relaxation of the property of independence. It is based on the measure of structural and contextual information for a given representation. We test abstraction as an optimization objective on the task of inducing syntactic categories from natural language data and show that it significantly outperforms alternative methods. Furthermore, we find that when syntax-unaware optimization objectives succeed in the task, their success is mainly due to an implicit disentanglement process rather than to the model structure. On the other hand, syntactic categories can be deduced in a principled way from the independence between structure and context.

1 Introduction

In the context of both human learning and statistical machine learning, what distinguishes generalization from memorization is the process of deliberately ignoring a part of the input information. In machine learning, the generalization will be guided towards some specific direction by the learning hypothesis: the model structure and the choice of regularization impacts the nature of the information loss. We can talk about syntactic generalization from textual data when the information pertaining to sentence structure tend to be preserved by the model and the information pertaining to other aspects of the text tend to be ignored.

Syntactic generalization is of great interest because the human capacity to assign an abstract structure to utterances is a prerequisite to creatively combine constituents and understand novel sentences (Frege, 1892). Knowledge of syntax can boost the robustness of NLP applications with respect to unseen data, in particular when there is a distribution shift (He et al., 2020; Wu et al., 2019). In a broader perspective, understanding syntactic generalization informs the discussion on the learnability of syntax from unlabelled text without any built-in grammatical knowledge or inductive bias (Gold, 1967; Clark and Lappin, 2010; Bailly and Gábor, 2020). Finally, studying syntactic generalization in large language models (LLMs) sheds light on whether and to what extent these models emulate human functioning with respect to linguistic competence.

The prevailing formalization of syntax is by means of algebraic compositional rules operating on a finite set of discrete categories (parts of speech). Language models can acquire syntactic knowledge when they are given specific supervision or bias (Dyer et al., 2016; Shen et al., 2020; Sartran et al., 2022). Whether unsupervised settings can lead to syntactic generalization and under which conditions is still unknown. Current LLMs use distributed representations that cannot be unequivocally mapped to a set of categories, let alone syntactically meaningful categories. The question whether their representations encode syntactic information and how to uncover it is actively investigated today (Hu et al., 2020; Marvin and Linzen, 2018). The majority of works in the topic of syntactic generalization in language models adopt an empirical approach, such as probing or analysis of a model with a comparison to actual or expected human performance on linguistically motivated tasks. In contrast, we present a theoretical approach to formalize syntactic generalization in an information theoretical...
Statistical learning can be formulated as the minimization of KL-divergence - a measure of information loss - subject to constraints. The constraints on model expressivity ensure that generalization takes place by eliminating the information resulting from sampling noise. We claim that the training objective of maximum likelihood estimation by nature does not incentivize models to syntactic generalization. In the case of syntactic generalization, the information loss needs to be directed to non-structural information, which is only remotely related to the elimination of sampling noise.

First, a corpus is not randomly sampled from the set of grammatical sentences. Word co-occurrences in a corpus are indeed influenced by different factors such as semantics and pragmatics. The process of abstracting away from these factors is arguably different from the concept of generalization in machine learning, as the acquisition of syntactic knowledge always involves a shift of distribution (Hupkes et al., 2022). Second, the target of generalization is the capacity to recognize the set of grammatical sentences: well-formedness is inherently a binary notion rather than a probabilistic one. These considerations motivate our proposition to decompose a corpus distribution as a factor of semantic/pragmatic context and a factor of structure representing well-formedness. In what follows, we reinterpret syntactic generalization based on the separation of structural and semantic information, and we show that our approach outperforms concurrent methods on unsupervised POS induction. We also define the notion of abstraction, an optimization objective specifically conceived for disentangling semantic information and syntactic well-formedness.

1.1 Related work

Generative linguists agree on the nativist argument that learners cannot converge on the same syntax unless some of their linguistic knowledge is innate (Baker, 1979; Chomsky, 1965, 1975), which makes the complete unsupervised learning of syntax impossible. Therefore, theoretical linguistics demonstrated little interest in machine learning and the interaction between the two fields is limited (Lappin and Shieber, 2007; Linzen and Baroni, 2021). \(^1\)

With the recent advent of large language models (Devlin et al., 2019; Peters et al., 2018; Radford et al., 2019) it has become relevant to test their linguistic competence (Linzen et al., 2016; Belinkov and Glass, 2019; Baroni, 2019). Researchers in NLP thus turned to linguistic theory to create probing tasks (Alain and Bengio, 2017; Giulianelli et al., 2018) or test sets targeted at specific linguistic knowledge (Linzen et al., 2016). Linguistic challenges like long-distance agreement (Linzen et al., 2016), hierarchical syntax (Lin et al., 2019; Dyer et al., 2016; Conneau et al., 2018; Hupkes et al., 2018), parts of speech (Saphra and Lopez, 2018; Kim and Smolensky, 2021), or morphology (Belinkov et al., 2017; Peters et al., 2018) have been applied to probe the latest language models with contrasting results. Recently, probing classifiers have also been subjected to methodological criticism. Models can succeed on some test tasks by learning shallow heuristics (McCoy et al., 2019; Poliak et al., 2018). It was also argued that the presence of sufficient information to learn a given task does not entail alone that models rely on it (Ravichander et al., 2021; Hewitt and Liang, 2019; Xu et al., 2020).

On rarer occasions, studies aimed to test the capacity of language models to predict grammaticality judgments. Out of distribution testing systematically shows that the performance drops when the test data contains natural or artificial examples which are deliberately different from the training examples (Lake and Baroni, 2017; Marvin and Linzen, 2018; Chowdhury and Zamparelli, 2018; van Schijndel et al., 2019; Maudslay and Cotterell, 2021).

Another branch of model analysis and interpretation studies are concerned with the nature of the generalization that takes place, with a particular accent on the notion of compositionality (Loulia et al., 2018; Baroni, 2019; Valvoda et al., 2022). Among others, Fodor and Lepore (2002) and Kottur et al. (2017) claim that syntactic compositionality (Chomsky, 1957, 1965) is a prerequisite to learn to generalize to complex unseen input. In empirical studies, Gulordava et al. (2018) and Lakretz et al. (2019) report a lack of compositionality in the models they analyse, despite their impressive performance. In contrast, Bastings et al. (2018) and Valvoda et al. (2022) find that some compositional relations can be learned by neural sequence-to-sequence models. Chaabouni et al. (2020) argue

\(^1\)The nativist claim has however been subjected to criticism from other fields of research (Hsu and Chater, 2010; Yang and Piantadosi, 2022).
that there is no correlation between the compositionality of an emergent language and its ability to generalize.

The problem of conflation between semantic and syntactic information in language models has been identified (Maudslay and Cotterell, 2021) as a factor hindering syntactic generalization. A new line of research is concerned with disentangling syntactic and semantic information in representations (Felhi et al., 2020; Huang et al., 2021) by adversarial training or syntactic supervision. In order to incite syntactic generalization in models, Shen et al. (2020) and (Dyer et al., 2016) propose to integrate explicit syntactic information for language modelling. Hu et al. (2020) show that there is a trade-off between the general language modelling objective and syntax-specific performance.

Some recent work relies on information theory to improve our understanding of the syntactic knowledge in LMs. Pimentel et al. (2020) reformulates probing as approximating mutual information between a linguistic property and a contextual representation. Subsequently, Pimentel and Cotterell (2021) introduced Bayesian Mutual Information, a definition that allows information gain through processing. Voita and Titov (2020) use Minimum Description Length to measure regularity in LM representations with respect to the labels to be predicted in a linguistic probe. Our work builds on the propositions formulated in Bailly and Gábor (2020) who address the problem of the learnability of grammar by separating syntactic and semantic information in a corpus.

2 Syntactic Representation

2.1 Autonomy of Syntax

The concept of generalization we introduce is based on the autonomy of syntax (Chomsky, 1957, 1982; Adger, 2018) reinterpreted in terms of statistical independence. In the process of linguistic generalization, learners need to abstract away from semantic, pragmatic and idiosyncratic lexical information in the input they are exposed to. With a string prediction task and likelihood maximization as a training objective, models have no incentive to abstract away from these features. One can expect a statistical learner to ignore sampling noise, but the above features are relevant to learn the distribution behind a corpus. This insight motivates our proposition of statistical abstraction, a training objective that focuses on certain aspects of the input while deliberately ignoring others.

We want our learner to concentrate on the structure and ignore the factors we call context, i.e. all the aspects that are unrelated to well-formedness. We do so by creating two representations of the input: one of them structured, the other having structural information removed but co-occurrence relations conserved.

Let us consider a small artificial example for illustration. Our observation is a corpus with the two sentences below:

\[
\text{cats eat mice} \\
\text{men build houses}
\]

A valid syntactic generalization would recognize the sentence \(\text{cats build mice}\) as grammatical. In order to do so, we consider

\[
p(\text{cats eat mice})
\]

as a factor of the probability of the co-occurrence of its words in the same context:

\[
p(\{\text{cats, eat, mice}\})
\]

and a factor of the probability of the words to appear in a given structure:

\[
p(\text{cats eat mice}\mid\{\text{cats, eat, mice}\})
\]

A syntactic representation with a desirable degree of generalization would identify the distributional classes \{\text{cats, men}\}, \{\text{build, eat}\}, \{\text{mice, houses}\}.

This set of distributional classes can be seen as a function \(f\) that associates a word (e.g. \text{cats}) with its class (\(f(\text{cats}, \text{men})\)). Our goal is to study the properties of such a function so that it can be considered as achieving syntactic generalization, for instance:

\[
p(\text{cats eat mice}\mid\{\text{cats, eat, mice}\})
\]

can be deduced from

\[
p(f(\text{cats}) f(\text{eat}) f(\text{mice})\mid\{f(\text{cats}), f(\text{eat}), f(\text{mice})\})
\]

2.2 Properties of a Syntactic Partition

We define the probability distribution that predicts the grammaticality of sequences, learned from observation. In order to do so, we first define a partition of words into abstract categories. This mapping, together with the category sequences found in the corpus, will allow us to induce the grammar.

Behind the corpus data there is a probability distribution \(p(w_1 w_2 \ldots w_n)\). This distribution can be written as a product of two factors. First, the unstructured data, i.e. the probability of the elements
of the vocabulary to occur in the same sequence without considering their order. Second, the probability of these elements to be observed in a particular structure. The contextual information is related to the former, and the structural information to the latter.

Let us see a probabilistic interpretation. Let $A$ be the vocabulary, one defines the set $A^+ = A^+ \backslash \varepsilon$ where $\varepsilon$ is the empty sequence. $w = w_1 \ldots w_n \in A^n$ a sequence (of words) of length $n$ and $p(\{w_1, \ldots, w_n\})$ the probability of observing these elements in the same sequence, in any order. A trivial decomposition of $p(w_1 w_2 w_3)$ would be

$$p(\{w_1, w_2, w_3\})p(w_1 w_2 w_3 | \{w_1, w_2, w_3\})$$

However, we want structural information to be independent of the context. The decomposition above does not suppose the autonomy of structure. We propose to transform the above distribution with a mapping $f$, which will induce a partition over the elements of the vocabulary. In what follows, we examine which properties of this mapping will ensure that the categories of the resulting partition do not contain contextual information, while still preserving the information necessary to predict grammaticality.

$$w = w_1 \ldots w_n \in A^n$$

$|w| = \text{length of } w$

$$f(w) = f(w_1) \ldots f(w_n)$$

$$f[w] = \{w' \in A^+ | f(w') = f(w)\}$$

for $\sigma \in \mathcal{S}_n, \sigma(w) = w_{\sigma(1)} \ldots w_{\sigma(n)}$

$$\langle W \rangle = \bigcup_{\sigma \in \mathcal{S}_n, w \in W} \{\sigma(w)\}$$

$$\mu(w) = \text{card}\{\sigma \in \mathcal{S}_n | w = \sigma(w)\}$$

Table 1: Notations

Let $A$ be the vocabulary, one defines the set $A^+ = A^+ \backslash \varepsilon$ where $\varepsilon$ is the empty sequence.

Let $f(w)$ denote the sequence of categories resulting from the mapping of a word sequence, and $f[w]$ the set of sequences that map to $f(w)$. $W$ denotes a set of sequences $w$. In the case of a singleton we will denote $\langle w \rangle = \{\{w\}\}$. The contextual information will be modeled through the probability $p(\langle w \rangle)$, where one can see the object $\langle w \rangle$ as a bag of words, from which the information of the structure (order) has been erased. A syntactically relevant representation needs to meet two criteria: it has to allow to recover the structure, i.e. the ordering of the bag of words, and it needs to be independent of contextual information. The first criterion is defined below as factorization, the second as minimality.

**Factorization.** One will say that a mapping $f$ factorises a distribution $p$ if the order of a bag-of-words $\{w_i\}$ drawn from $p$ can be entirely deduced from the knowledge of the corresponding categories.

**Definition 1.** Let $p$ be a distribution over $A^+$, and $f : A \mapsto B$ be a mapping. The distribution $p$ is factorised by $f$ if there exists a mapping $\lambda_f(\langle w \rangle)$ such that $\forall w \in A^+$

$$p(w | \langle w \rangle) = \lambda_f(\langle w \rangle)p(f[w] | \{f[w]\})$$

in that case, one has $\lambda_f(\langle w \rangle) = \frac{p(w)}{\mu(f[w])}$.

In the case where $f$ factorises $p$, one will say that context and structure are independent conditionally to $f$.

**Independence.** As the property of factorization does not guarantee the complete independence of structure and context (for instance the identity always factorises $p$), we need to limit the information carried by $f$ to its minimal value in order to reach this independence. From $f[w]$ one can deduce, at the minimum, the length of $w$. The purpose of minimality is to ensure that knowing $f[w]$ provides no further information for finding $w$:

**Definition 2.** Let $p$ be a distribution over $A^+$ and let $f : A \mapsto B$ be a mapping. We will say that $f$ is (information)-minimal for $p$ if

$$\forall w \in A^+, p(w | f[w]) = p(w | A[w])$$

We will say that context and structure are independent in $p$ if there exists an information-minimal factorization of $p$.

### 2.3 Induced grammar

From a probability distribution $p$ and a mapping $f$, it is possible to induce a syntax based on the observed patterns: a sequence is structurally correct if its pattern corresponds to an observed pattern.

**Definition 3.** Let $p$ be a distribution over $A^+$ and let $f : A \mapsto B$ be a mapping. One denotes the syntax induced by $p$ and $f$ by

$$w \in \mathcal{G}(p, f) \iff p(f[w]) > 0$$

One has for instance $\mathcal{G}(p, id) = \text{supp}(p)$: this representation is a memorization with no generalization.
**Minimal syntax.** A syntax induced by minimal factorization of $p$ will be called minimal syntax. The set of all minimal syntaxes will be denoted $G^*(p)$.

It can be shown that the intersection of all minimal syntaxes of $p$ is a minimal syntax of $p$:

$$G^*(p) = \cap_{f \in G^*(p)} G(p, f) \in G^*(p)$$

Hence, if the independence between context and structure holds, there exists a canonical way to define the set of well-structured sequences which is different from the support of $p$.

**Example 1.** Let us consider the first example above: let $p$ be the distribution defined by

$$p(\text{cats eat mice}) = \frac{1}{2},$$
$$p(\text{men build houses}) = \frac{1}{2}$$

then the mapping $f$ defined by

$$f(\text{cats}) = f(\text{men}) = b_0,$$
$$f(\text{eat}) = f(\text{build}) = b_1,$$
$$f(\text{mice}) = f(\text{houses}) = b_2$$

is a minimal factorization of $p$. The minimal syntax $G^*(p)$ is the set

- cats eat mice
- cats build mice
- men eat mice
- men build mice
- cats eat houses
- cats build houses
- men eat houses
- men build houses

**3 Geometry of Information**

Using information theoretical tools, we transform the criteria above into metrics and define an information space which allows to track the amount of contextual and structural information in a partition, as well as the direction of generalization during a training process.

The concept of minimal factorization provides the formal definition of minimal syntax; however, the conditions of factorization (Definition 1) and minimality (Definition 2) are restrictive. In natural language corpora, a perfect independence between semantic context and grammaticality cannot be expected. Syntax and semantics do interface in natural language, semantic acceptability interacts with grammaticality and depending on how one deals with this interface, either the assumption of perfect independence or the precise retrieval of the distribution underlying the corpus may not be met. This motivates our methodology for relaxing both conditions in a way that gives an equivalent but quantifiable formulation for each criterion in terms of information. We thus provide a method to measure the amount of structural information present in a partition, hence relaxing the factorization criterion. We also define contextual information, which relaxes the minimality requirement.

**3.1 Structural information**

Let

$$H(p \parallel q) = - \sum_{w \in A^+} p(w) \log(q(w))$$

be the cross entropy of the distribution $q$ with respect to the distribution $p$.

For a distribution $p$ over $A^+$, we will consider the distance (in terms of cross-entropy) between $p$ and the class of factorised distributions.

**Definition 4.** Let $p$ be a distribution over $A^+$ and let $f$ be a mapping. One denotes:

$$\mathcal{F}_f = \{ q \mid q \text{ is factorised by } f \}$$

and one defines the projection of $p$ conditionally to $f$ by

$$p_f = \arg \min_{q \in \mathcal{F}_f} H(p \parallel q)$$

The structural information of $f$ with respect to $p$ is given by

$$i_s(p \parallel f) = H(p \parallel p_f) - H(p \parallel p(z))$$

where $z$ is the null mapping.

The set $\mathcal{F}_f$ represents the set of distributions for which the knowledge of $f$ is sufficient to recover the order of a sequence. The structural information is minimal for $z$, and maximal for the identity (see Appendix):

$$0 \leq i_s(p \parallel f) \leq i_s(p \parallel \text{id})$$

The link between structural information and factorization is given by:

**Lemma 1.** Let $p$ be a distribution over $A^+$ and let $f : A \rightarrow B$ be a mapping. One has

$$i_s(p \parallel f) \text{ is maximal } \Longleftrightarrow f \text{ factorises } p$$

**3.2 Contextual information**

An optimal syntactic representation is one that fulfills the independence requirement: the probability of a sequence of categories does not provide information about which actual words are likely to
appear in the sentence. The contextual information will measure the amount of lexical or semantic information that is present in a representation.

Let

$$H(p) = H(p || p)$$

be the Shannon entropy. Let $p$ be a distribution over $A^+$ and let $f : A \mapsto B$ be a mapping. One will denote $p \circ f^{-1}$ the distribution on $B^+$ induced by $f$. One has $p \circ f^{-1}(f(w)) = p(f[w])$.

**Definition 5.** The contextual information of $f$ with respect to $p$ is given by

$$i_c(p || f) = H(p \circ f^{-1}) - H(p \circ z^{-1})$$

where $z$ is the null mapping.

From standard properties of Shannon entropy, $i_c(p || f)$ is minimal for $z$, and maximal for the identity (see Appendix):

$$0 \leq i_c(p || f) \leq i_c(p || id)$$

The maximum value of $i_c(p || f)$ is reached for $H(p \circ f^{-1}) = H(p)$.

The link between contextual information and information-minimality is given by:

**Lemma 2.**

$$i_c(p || f) = 0 \iff f \text{ is minimal for } p$$

### 3.3 Representation of a mapping in the information space

Let us now consider how to represent geometrically the two types of information in a partition. For a given distribution $p$, any mapping $f$ will be represented in $\mathbb{R}^2$ by its coordinates

$$x_f = i_s(p || f), \quad y_f = i_c(p || f)$$

**Example 2.** Let us consider the same distribution as in Example 1. Fig. 1 represents all possible mappings $g$ by the point with coordinates $(i_s(p || g), i_c(p || g))$.

Details are in the Appendix. One can check that the minimal factorization is in $(1, 0)$, and the second closest mapping to a minimal factorization is $\{cats, mice, men, houses\} \{eat, build\}$.

### 4 Abstraction

Abstraction relaxes the definition of a minimal factorization of $p$ in terms of a solution to an optimization problem. For a given probability distribution $p$ and a mapping $f$, the abstraction measures the distance between $f$ and the position of a minimal factorization of $p$ in the information space:

$$\alpha_d(p || f) = e^{-d(f, t^*)}$$

One has $\alpha_d(p || f) \leq 1$, with the maximum value reached iff $f$ is a minimal factorization of $p$. For a mapping $f$, maximizing abstraction can be considered as a relaxation of the property of being a minimal factorization.

### 4.1 Minimal Syntax Identification

We prove here that abstraction can be used to identify the set of minimal syntaxes of $p$ from a sample.

**Consistency of the plug-in estimator of abstraction.** In the case where the set of possible sequences is infinite, it is not possible to ensure a convergence rate of the abstraction (cf. (Antos and Kontoyiannis, 2001)). Nevertheless, it is possible to show the following consistency result:

**Proposition 1.** Let $p$ be a distribution over $A^+$, and let $d$ be a distance on $\mathbb{R}^2$. Let $\hat{p}_N(y)$ be the empirical distribution derived from an i.i.d. sample of size $N$ drawn from $p$.

The plug-in estimator for the abstraction $\alpha_d(p || f)$ is consistent:

$$\alpha_d(\hat{p}_N || f) \overset{N \to \infty}{\longrightarrow} \alpha_d(p || f) \text{ a.s.}$$

As a consequence, when the vocabulary $A$ is finite, abstraction can be used to isolate the set of minimal factorizations of $p$. 

![Information space: normalised representation of partitions for the distribution $p$ in Example 1.](image)
Corollary 1. Let \( p \) be a distribution over \( A^+ \), with \( |A| < \infty \). Let \( d \) be a distance measure on \( \mathbb{R}^2 \). Let \( \hat{p}_N \) be the empirical distribution derived from an i.i.d. sample of size \( N \) drawn from \( p \).

Then one has:

\[
\lim_{N \to \infty} P[\mathcal{G}(p, f^*_d(\hat{p}_N)) \in G^*(p)] = 1
\]

where \( f^*_d(\hat{p}_N) \) maximizes abstraction for \( \hat{p}_N \).

5 Experiments

We test abstraction as an optimization objective for learning syntactic representations, when the representation takes the form of a mapping into discrete syntactic categories. The results are evaluated on an unsupervised POS induction task. While our understanding of a syntactic category may not perfectly overlap with actual parts of speech (the latter being defined on the basis of a mixture of criteria instead of pure syntax, and are usually more coarse-grained than real distributional categories), this task will allow a good comparison with concurrent models on a gold standard.

In NLP, part-of-speech categories are usually a part of a probabilistic model; typically a parameter which will be tuned during learning. For instance, if the model is an HMM, its hidden states correspond to POS categories. If the model is a PCFG, categories will correspond to non-terminals. We call this approach - when POS categories are deduced from a given model structure as a parameter - the model-specific approach. In the experiments, we compare the model-specific approach with our hypothesis: that POS categories can be deduced from the independence of structure and context. We consider the task of unsupervised POS induction, and compare the accuracy of the abstraction maximization criterion with model-specific cross-entropy minimization.

The corpus we use comes from Wikipedia in simplified English, contains 430k sentences, 8M tokens, and was POS tagged by the Stanford POS tagger (Toutanova et al., 2003). To create the target partition, words (a vocabulary of 6044 elements) were assigned to their most frequent POS. There are 36 POS categories.

5.1 The target partition in the information space

We created (Fig. 2) the information space for the Wikipedia corpus with the coordinates indicating structural and contextual information. We represented the target partition (36 categories, correct mapping), and located randomly generated modifications of this partition obtained by changing 1) the assignment of words to the target POS categories (in red) and 2) the number of categories between 2 and 2000 (partitions with > 36 categories are in yellow, partitions with < 36 categories in green) by merging or splitting existing categories. First, it can be observed that any random modification of the target partition (whether it increases or decreases the information) comes at the expense of the abstraction objective. This distinctive position of the syntactic partition could not be visualized in one dimension, suggesting the relevance of the coordinates in the information space in identifying it.

Second, with a strict constraint on the number of categories, the representation of the noisy target (in red) indicates a negative correlation between contextual information and structural information: a trade-off induced by the limitation of information capacity. The choice of normalised \( d_{\text{lin}} \) distance for abstraction is driven by the shape of random partitions in the information space (in blue).

5.2 POS induction

We compare abstraction and likelihood maximization as training objectives for unsupervised POS induction. The most efficient POS induction methods at present are mainly – if not exclusively –
based on models derived from HMM (Brown et al., 1992; Merialdo, 1994; Lin et al., 2015; Stratos et al., 2016; Tran et al., 2016; He et al., 2018). We experiment with different variations of the model by Brown et al. (1992), because the method is purely distributional, involves discrete embeddings and is still competitive (cf. (Stratos et al., 2016; Christodoulopoulos et al., 2010)).

As we cannot perform a brute-force search for the best possible partitions for our criteria, we replaced it by a local measure of the performance: for every single word, provided that all other words are correctly classified, we checked whether the criterion would attribute the correct POS category. Accuracy indicates the rate of correctly classified words.

**Tested models** We will call plain model the general form of a distribution \( p \) factorised by a mapping \( f \):

\[
p(f(w))p(\langle \langle w \rangle \rangle | \langle \langle f(w) \rangle \rangle) \frac{\mu(w)}{\mu(f(w))}
\]

We can add model-specific constraints:

- (MK): Markov constraint for

\[
p(f(w)) = p(f(w_1)) \prod_{i=2}^{n} p(f(w_i) | f(w_{i-1}))
\]

- (CI): contextual independence constraint for

\[
p(\langle \langle w \rangle \rangle | \langle \langle f(w) \rangle \rangle) = \prod_{i=1}^{n} p(w_i | f(w_i)) \frac{\mu(f(w))}{\mu(w)}
\]

We will consider the normalised \( \alpha ||_{2} \) abstraction maximization objective, and the likelihood maximization objective (with a constraint on the number of categories) for the plain model alone, with contextual independence (CI) constraint, with Markov (MK) constraint, or with both constraints (MK) + (CI) (Brown clustering criterion).

The results are shown in Figure 3. They indicate that the abstraction criterion significantly outperforms likelihood maximization for any model considered. This reinforces our hypothesis that syntactic categories emerge naturally from the criterion of independence between structure and context, without any assumption about the structure of the model.

The second important finding concerns the phenomenon we call implicit disentanglement. By definition, if we estimate the parameters of a distribution \( q_{\theta} \) with likelihood maximization, we maximize structural information (i.e. the partition \( f \) tends towards the right-most solutions in the information space). However, contextual information will still be present. Syntactic generalization may occur when the encoding capacity of the model is bounded (e.g. by limiting the number of categories), inducing a trade-off between structural and contextual information.

A way to estimate the role of implicit disentanglement is to consider the confusion matrix of correctly classified or misclassified words for abstraction maximization classifier (a) and a likelihood maximization classifier (b), and decompose (b) into a convex combination of (a) and an independent classification process (c).

With the confusion matrix for Brown clustering criterion:

\[
M = \begin{pmatrix}
    \bar{a} & b \\
    \bar{b} & a
\end{pmatrix}
\]

one obtains that a proportion \( F = 0.667 \) of the correct classification of \( b \) is imputable to \( a \), and at most 33.3\% of correct classification by \( b \) can be considered as independent from implicit disentanglement. This factor \( F \) is known in literature as certainty factor (see Tan et al., 2002). Appendix for details)

The accuracy of maximum likelihood with the plain model (no constraint) is a good example of
implicit disentanglement: it can only be the result of the limitation on the number of categories. The hatched part in Figure 3 represents the fraction of correct classification due to implicit disentanglement in max-likelihood classifiers.

These results indicate that the impact of model structure in the ability to infer syntactic categories (and, more broadly, in syntactic generalization capacity) is over-estimated: parameter tuning seems far less efficient than the application of the principle of independence between context and structure.

6 Conclusion

As to our current knowledge, language models do not have a convincing performance on modelling grammaticality: despite their impressive results on downstream tasks, they are not good at syntactic generalization unless syntactic knowledge is somehow injected in the system. Moreover, there is a trade-off in large LMs between syntactic generalization and language modelling performance.

We suggest a measurable interpretation of syntactic generalization and show results that align with the observations reported by many authors: training on a natural language corpus (e.g. using language models) results in memorization of semantics and entanglement with syntactic information. This motivates our proposition of abstraction, a new training objective for syntactic generalization without supervision. We prove the statistical consistency of abstraction in the task of grammar identification. Empirical results on an unsupervised POS induction task show that abstraction considerably outperforms concurrent models trained with a likelihood estimation objective, without making any assumptions about the structure of the model.

7 Limitations

The contribution of this paper is mainly theoretical. Like most of the POS identification algorithms, the optimization of a criterion among the space of all partitions requires the use of heuristics, and finding the optimum is never guaranteed. Additional work is required before a generalization model that is efficient in practice can be obtained.
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Appendix – Proofs and complements

Let \( p \) be a probability distribution, and \( f \) a mapping. One will denote \( p \circ f^{-1} \) the probability distribution induced by \( f \).

**Remark 1.** One has

\[
\langle \sigma(w) \rangle = \langle w \rangle
\]

\[
\langle f[\sigma(w)] \rangle = \langle f[w] \rangle
\]

\[
f(\sigma(w)) = \sigma(f(w))
\]

\[
p(f[w]) = p \circ f^{-1}(f(w))
\]

\[
p(\langle f[w] \rangle) = p \circ f^{-1}(\langle f(w) \rangle)
\]

**Remark 2.** One has

\[
p(\langle w \rangle) = \frac{1}{\mu(w)} \sum_{\sigma \in \Theta_n} p(\sigma(w))
\]

**Remark 3.** One has

\[
p(\langle f[w] \rangle) = \frac{1}{\mu(f(w))} \sum_{\sigma \in \Omega_n} p(f[\sigma(w)])
\]

**Proof.** By Remark 2 applied to \( p \circ f^{-1} \) and Remark 1.

**Remark 4.** One has

\[
\langle w \rangle = \langle w \rangle
\]

\[
f[w] = f[w]
\]

\[
\langle \sigma(w) \rangle = \langle w \rangle
\]

\[
\langle f[\sigma(w)] \rangle = \langle f[w] \rangle
\]

**Proof.** The second equality comes from

\[
f^{-1} \circ f \circ f^{-1} \circ f = f^{-1} \circ f
\]

**Lemma 3.** Let \( p \) be a distribution over \( A^+ \), and \( f : A \mapsto B \) be a mapping. One supposes that there exists a mapping \( \lambda_f(\langle w \rangle) \) such that \( \forall w \in A^+ \)

\[
p(w \mid \langle w \rangle) = \lambda_f(\langle w \rangle) p(f[w] \mid \langle f[w] \rangle)
\]

then one has \( \lambda_f(\langle w \rangle) = \frac{\mu(w)}{\mu(f(w))} \).

**Proof.** One has

\[
\sum_{\sigma \in \Theta_n} p(\sigma(w) \mid \langle \sigma(w) \rangle)
\]

\[
= \sum_{\sigma \in \Theta_n} \lambda_f(\langle \sigma(w) \rangle) p(f[\sigma(w)] \mid \langle f[\sigma(w)] \rangle)
\]

\[
= \frac{\lambda_f(\langle \langle w \rangle \rangle)}{p(\langle f[w] \rangle)} \sum_{\sigma \in \Theta_n} p(f[\sigma(w)])
\]

\[
= \lambda_f(\langle \langle w \rangle \rangle) \mu(f(w))
\]

from Remark 1 and Remark 3. With the fact that

\[
p(\sigma(w)) = p(\langle w \rangle)p(\sigma(w) \mid \langle \sigma(w) \rangle)
\]

one has

\[
p(\langle w \rangle) = \frac{p(\langle w \rangle)}{\mu(w)} \sum_{\sigma \in \Theta_n} p(\sigma(w) \mid \langle \sigma(w) \rangle)
\]

\[
= \frac{p(\langle w \rangle)}{\mu(w)} \lambda_f(\langle \langle w \rangle \rangle) \mu(f(w))
\]

hence the result.

**Corollary 2.** Let \( p \) be a distribution and \( f \) be a mapping. Then \( f \) factorises \( p \) iff

\[
p(w) = p(\langle w \rangle, f[w] \mid \langle f[w] \rangle) \frac{\mu(w)}{\mu(f(w))}
\]

**Lemma 4.** Let \( p \) be a distribution and \( f \) a mapping. Then one has

\[
\forall w \in A^+, p(w \mid f[w]) = p(w \mid A^{|w|}) \iff
\]

\[
\forall w \in A^+, p(f[w]) = \begin{cases} p(A^{|w|}) & \text{or} \\ 0 & \text{} \end{cases}
\]

**Proof.** Suppose the left hand side of the equivalence, then, for any \( w \in A^+ \), either \( p(f[w]) = 0 \) or there exists \( w' \in f[w] \) such that \( p(w') > 0 \) then \( p(f[w]) = p(f[w']) = p(A^{|w|}) \).

On the other way, either \( p(w) = 0 \) (and the equality holds) or \( p(w) > 0 \) implying \( p(f[w]) > 0 \) hence \( p(f[w]) = p(A^{|w|}) \) implying in turn \( p(w \mid f[w]) = p(w \mid A^{|w|}) \).
Computing Example 1. Let \( w_1 \) be the sentence "men build houses" and let \( w_2 \) be the sentence "men build houses". one has

\[
\begin{align*}
\langle w_1 \rangle &= \{ \text{cats eat mice, cats eat,} \\
&\quad \ldots, \text{men eat cats} \} \\
\langle w_2 \rangle &= \{ \text{men build houses,} \\
&\quad \ldots, \text{houses build men} \}
\end{align*}
\]

\[
\begin{align*}
f(\langle w_1 \rangle) &= b_0 b_1 b_2 \\
f(\langle w_2 \rangle) &= b_0 b_1 b_2 \\
f[\langle w_1 \rangle] &= \{ \text{cats eat mice, cats build mice,} \\
&\quad \ldots, \text{men build mice,} \\
&\quad \ldots, \text{men eat mice,} \\
&\quad \ldots, \text{men houses eat} \}
\end{align*}
\]

One has

\[
p_{1f}(\langle w_1 \rangle) = p(\langle w_1 \rangle)p(f[\langle w_1 \rangle]) = \frac{1}{2} \cdot 1 \cdot \frac{1}{1}
\]

hence \( f \) factorises \( p \). One has

\[
p(w_1 \mid f[\langle w_1 \rangle]) = \frac{1}{1} = p(w_1 \mid A^\perp)
\]

hence \( f \) is information-minimal for \( p \).

The Lemma 5 gives a formula for the projection \( p_{1f} \) of \( p \) conditionally to \( f \).

Lemma 5. Let \( p \) be a probability distribution, and let \( f \) be a mapping. Let us define \( \pi(p, f) \) by

\[
\pi(p, f)(w) = p(\langle w \rangle)p(f[\langle w \rangle]) = \frac{\mu(w)}{\mu(f[\langle w \rangle])}
\]

then one has

\[
p_{1f} = \pi(p, f)
\]

One needs a few steps in order to prove Lemma 5.

Lemma 6. Let \( p \) be a distribution over \( A^+ \) and \( f : A \to B \) be a mapping. Then

1. \( \pi(p, f)(\langle w \rangle) = p(\langle w \rangle) \)
2. \( \pi(p, f)(f[w]) = p(f[w]) \)

Proof. 1: one has

\[
\pi(p, f)(\langle w \rangle) = \frac{1}{\mu(w)} \sum_{\sigma \in \Sigma_n} \pi(p, f)(\sigma(w))
\]

with

\[
\pi(p, f)(\sigma(w)) = \frac{p(\langle w \rangle)p(f[\sigma(w)])}{p(f[\langle w \rangle])} \frac{\mu(w)}{\mu(f(w))}
\]

and

\[
\sum_{\sigma \in \Sigma_n} \frac{p(f[\sigma(w)])}{p(f[\langle w \rangle])} \frac{\mu(f(w))}{\mu(f(w))} = 1
\]

hence the result.

2: one has

\[
\pi(p, f)(f[w]) = p(\langle f[w] \rangle)p(f[f[w]]) = \frac{\mu(f(w))}{\mu(f(w))}
\]

\[
= p(\langle f[w] \rangle)p(f[w]) = p(f[w])
\]

Corollary 3. Let \( p \) be a distribution over \( A^+ \) and \( f : A \to B \) be a mapping. Then

1. \( \pi(p, f) \) is a probability distribution.
2. \( \pi(p, f), f = \pi(p, f) \).

Proof. (1): The \( \langle w \rangle \) form a partition of \( A^+ \) hence

\[
\pi(p, f)(A^+) = \sum_{\langle w \rangle} \pi(p, f)(\langle w \rangle) = \sum_{\langle w \rangle} p(\langle w \rangle) = 1
\]

(2): Since \( \pi(p, f) \) is only computed from \( p(\langle w \rangle) \) and \( p(f[w]) \), with the Lemma 6 one has the conclusion.

Remark 5. In particular, one can give another definition of the set

\[
F_f = \{ q \mid q \text{ is factorised by } f \}
\]

as

\[
F_f = \{ (\pi(q, f) \mid q \text{ is a distribution} \}
\]

Lemma 7. Let \( p \) and \( q \) be two probability distributions over \( A^+ \), and let \( f : A \to B \) be a mapping. Then one has:

\[
H(p\|\pi(q, f)) \geq H(p\|\pi(p, f))
\]

with equality iff \( \pi(q, f) = \pi(p, f) \).
Proof. The inequality is equivalent to
\[ \sum_{w \in A^+} p(w) \left( \log \frac{q(\langle w \rangle)}{p(\langle w \rangle)} \right) + \log \left( \frac{q(f[w])p(\langle f[w] \rangle)}{p(f[w])q(\langle f[w] \rangle)} \right) \leq 0 \]

By Jensen’s inequality and concavity of the log, and summing over \( \langle w \rangle \) one has
\[ \sum_{w \in A^+} p(w) \left( \log \frac{q(\langle w \rangle)}{p(\langle w \rangle)} \right) = \sum_{\langle f[w] \rangle} q(\langle f[w] \rangle) \left( \log \frac{q(\langle f[w] \rangle)}{p(\langle f[w] \rangle)} \right) \leq 0 \]

with equality iff \( \forall w, q(\langle w \rangle) = p(\langle w \rangle) \).

By summing over \( \langle f[w] \rangle \), one has
\[ \sum_{\langle f[w] \rangle} q(\langle f[w] \rangle) \left( \log \frac{q(\langle f[w] \rangle)}{p(\langle f[w] \rangle)} \right) = \sum_{\langle f[w] \rangle} q(\langle f[w] \rangle) = 1 \]

and by Jensen’s inequality and concavity of the log, and summing over \( f[w] \) one has
\[ \sum_{w \in A^+} p(w) \left( \log \frac{q(f[w])p(\langle f[w] \rangle)}{p(f[w])q(\langle f[w] \rangle)} \right) = \sum_{f[w]} p(f[w]) \left( \log \frac{q(f[w])p(\langle f[w] \rangle)}{p(f[w])q(\langle f[w] \rangle)} \right) \leq 0 \]

with equality iff \( \forall w, q(f[w] | \langle f[w] \rangle) = p(f[w] | \langle f[w] \rangle) \).

Because the value of \( \pi(p, f) \) only depends on \( p(\langle w \rangle) \) and \( p(f[w] | \langle f[w] \rangle) \), the equality holds in the statement iff \( \pi(q, f) = \pi(p, f) \). \( \square \)

Proof of Lemma 5. One applies Remark 5 and Lemma 7, and one gets the result. \( \square \)

Separating structure from data.

Our goal is to isolate structural information from contextual information for an observation \((a_1, \ldots, a_n)\).

For any permutation \( \sigma \in S_n \), the tuple
\[ (a_{\sigma(1)}, \ldots, a_{\sigma(n)}) = (a'_1, \ldots, a'_n) \]

satisfies a relation
\[ (a_1, \ldots, a_n) = (a'_{\sigma^{-1}(1)}, \ldots, a'_{\sigma^{-1}(n)}) \]

which will be denoted \( \sigma^{-1} \).

Definition 7. For an observation \( X = (a_1, \ldots, a_n) \), and a permutation \( \sigma \in S_n \), let us denote
\[ \sigma(X) = (a_{\sigma(1)}, \ldots, a_{\sigma(n)}) \]

For any probability distribution \( p \) over \( A^+ \), one will define
\[ p_2(X = (a_1, \ldots, a_n), Y = \sigma) = \frac{1}{n!} p(\sigma(X)) \]

Lemma 8. One has
\[ p(w) = \sum_{\sigma \in S_n} p_2(X = \sigma^{-1}(w), Y = \sigma) \]

One has
\[ p(\langle w \rangle) = \frac{1}{\mu(w)} \sum_{\sigma \in S_n} p(\sigma(w)) \]

\[ = \frac{1}{\mu(w)} \sum_{\sigma \in S_n, \rho \in S_n} p_2(X = \sigma\rho^{-1}(w), Y = \rho) \]

where \( |w| \) is the length of \( w \).

Proof. The first statement is just straightforward from the definition of \( p_2 \). In particular, one has
\[ p(w) = |w|! p_2(Y = id, X = w) \]

One has
\[ p(\langle w \rangle) = \frac{1}{\mu(w)} \sum_{\sigma \in S_n} p(\sigma(w)) \]

\[ = \frac{1}{\mu(w)} \sum_{\sigma \in S_n, \rho \in S_n} p_2(X = \sigma\rho^{-1}(w), Y = \rho) \]

and, with the fact that
\[ \forall \sigma \in S_n, p_2(X = w) = p_2(X = \sigma(w)) \]

one has the result. \( \square \)

Definition 8. Let us define
\[ p_{2|f}(X = w, Y = \sigma) = p_2(X = w) p_2(Y = \sigma | f(X) = f(w)) \]

Lemma 9. One has
1. \( p_{2|f} = p_{|f} \)
2. \( H(p_{2|f}) = H(p_2(Y | f(X)) + H(p_2(X)) \)
3. \( H(p | p_{|f}) = H(p_{2|f}) - E_p(\log(|w|!)) \)
Proof. 1. One has 
\[ p_{f_2}(X = w, Y = \sigma) = \frac{1}{n!} p_f(\sigma(w)) \]
so
\[ p_{f}(\{\sigma(w)\}) p_{f}(f(\sigma(w))) = \frac{1}{n!} p_{f}(\sigma(w)) \mu_f(\{f(\sigma(w))\}) \]
with, by Lemma 6 and Lemma 8,
\[ p_{f}(\sigma(w)) = p(\{w\}) = n! \frac{p_2(X = w)}{\mu_f(w)} \]
and
\[ p_{f}(f(\sigma(w))) = p(f(\sigma(w))) \]
\[ = n! p_2(f(X) = f(w), Y = \sigma) \]
and
\[ p_{f}(\{f(\sigma(w))\}) = p(\{f(w)\}) \]
\[ = n! \frac{p_2(f(X) = f(w))}{\mu_f(w)} \]
and one has the result.

The second statement is an application of the definition of \( p_{2/f} \) together with statement 1.

The third statement comes from the fact that
\[ p(w) = \sum_{\sigma \in S_n} p_2(X = \sigma^{-1}(w), Y = \sigma) \]
\[ p_{f}(w) = |w|! p_{f/2}(X = \sigma^{-1}(w), Y = \sigma) \]
one has
\[ H(p||p_{f}) = - \sum_{w} p(w) \log(p(w)) \]
\[ = - \sum_{w, \sigma} p_2(X = \sigma^{-1}(w), Y = \sigma) \]
\[ \log(|w|! p_{f/2}(X = \sigma^{-1}(w), Y = \sigma)) \]
\[ = H(p_{2/f}) - E_p(\log(|w|!)) \]

Lemma 10. Let \( p \) be a probability distribution, and let \( f \) and \( g \) be two mappings. One has
\[ i_s(p, g \circ f) \leq i_s(p, f) \]
Proof. From Lemma 9, one has
\[ i_s(p||f) = H_{p_2}(Y|z(X)) - H_{p_2}(Y|f(X)) \]
and one has
\[ H_{p_2}(Y|f(X)) \leq H_{p_2}(Y|g \circ f(X)) \]
hence
\[ i_s(p||f) \geq i_s(p||g \circ f) \]

Lemma 11. Let \( p \) be a probability distribution, and let \( f \) and \( g \) be two mappings. One has
\[ i_s(p, g \circ f) \leq i_s(p, f) \]
Proof. With the fact that
\[ H_p(f(w)) \geq H_p(g \circ f(w)) \]
one has the result. 

Details of Example 2.  The two sentences are strictly equivalent, thus we will only compute the values for, say, \( u = \text{cats eat mice} \).

One has \( p(\{u\}) = p(\{\text{cats, eat, mice}\}) = \frac{1}{2} \).

Let \( z : A \mapsto \{a\} \) be a null mapping. By Lemma 5, one has
\[ p_{iz}(u) = p(\{u\}) \frac{p(z[u])}{p(\{z[u]\})} \frac{\mu(u)}{\mu(z(u))} \]
with \( p(z[u]) = p(aba) = 1 \) and \( p(\{z[u]\}) = p(\{a, a, a\}) = 1 \), \( \mu(u) = 1 \) and \( \mu(aba) = 6 \), one has \( p_{iz}(u) = \frac{1}{12} \) and finally
\[ H(p||p_{iz}) = \log(12) \]
One has also \( p \circ z^{-1}(aaa) = 1 \) thus
\[ H(p \circ z^{-1}) = 0 \]
One has \( p_{id}(u) = \frac{1}{2} \) thus
\[ H(p||p_{id}) = \log(2) \]
and \( p \circ id^{-1} = p \) thus
\[ H(p \circ z^{-1}) = \log(2) \]
Let \( g \) be the mapping
\[ a = \{\text{cats, mice, men, houses}\}, b = \{\text{eat, build}\} \]
then one has
\[ p_{ig}(u) = p(\{u\}) \frac{p(g[u])}{p(\{g[u]\})} \frac{\mu(u)}{\mu(g(u))} \]
with \( p(g[u]) = p(aba) = 1 \), \( p(\{g[u]\}) = p(\{a, b, a\}) = 1 \), \( \mu(u) = 1 \) and \( \mu(g(u)) = \mu(aba) = 2 \) one has \( p_{ig}(u) = \frac{1}{4} \) and
\[ H(p||p_{ig}) = \log(4), i_s(p||g) = \log(3) \]
One has \( p \circ g^{-1}(aba) = 1 \) thus
\[ H(p \circ g^{-1}) = 0, i_c(p||g) = 0 \]
Let \( h \) be the mapping
\[
c = \{ \text{cats, eat, mice} \},
d = \{ \text{men, build, houses} \}
\]
then one has
\[
p_{h}(u) = p(\|u\|) \frac{p(h(u))}{p(\|h(u)\|)} \frac{\mu(u)}{\mu(h(u))}
\]
with \( p(h(u)) = p(ccc) = \frac{1}{2}, \ p(\|h(u)\|) = p(\{c, c, c\}) = \frac{1}{2}, \ \mu(u) = 1 \) and \( \mu(h(u)) = \mu(ccc) = 6 \) one has \( p_{h}(u) = \frac{1}{12} \) and
\[
H(p \parallel p_{h}) = \log(12), \ i_{s}(p \parallel h) = 0
\]
One has \( p \circ h^{-1}(ccc) = \frac{1}{2} \), thus
\[
H(p \circ h^{-1}) = \log(2), \ i_{s}(p \parallel h) = \log(2)
\]
One can check that the gain of information from \( z \) to \( g \) is purely contextual, while the gain from \( z \) to \( h \) is purely contextual.

**Proof of Proposition 1.** From Lemma 9, one has
\[
i_{s}(p \mid f) = H_{p_{2}}(Y \mid z(X)) - H_{p_{2}}(Y \mid f(X))
\]
hence \( i_{s} \) is a sum of entropies, as well as \( i_{c} \).

The Corollary 1 in (Antos and Kontoyiannis, 2001) states that for a countable support target distribution \( p \) with entropy \( H \) and its M.L.E. \( p_{n} \) with entropy \( H_{n} \), the plugin estimator satisfies
\[
\lim_{n \to \infty} H_{n} = H \quad a.s.
\]
and this directly implies the conclusion. \( \Box \)

**Lemma 12.** Let \( p \) be a probability distribution, having a minimal factorization \( f \). Then the intersection of all minimal syntaxes of \( p \) is a minimal syntax of \( p \):
\[
G^{*}(p) = \cap_{f \in G^{*}(p)} G(p, f) \in G^{*}(p)
\]

**Proof.** Let \( f \) be an optimal factorizations of \( p \). The property
\[
\forall w \in \text{supp}(p), p(w \mid f[w]) = p(w \mid A[w])
\]
means that there is only one observed pattern of categories of length \( |w| \), say \( b_{1} \ldots b_{n} \).

For any \( (i, n) \in \mathbb{N}^{2} \), let us define the subset
\[
A_{(i, n)} = \{ a \in A \mid \exists w \in A^{i}, p(w) > 0, w_{i} = a \}
\]
Each subset \( A_{(i, n)} \) is entirely inside a class of the partition induced by \( f \) – otherwise there would be at least two patterns for sequences of size \( n \).

One builds a partition \( m \) of \( A \) by merging the subsets \( A_{(i, n)} \) with non-empty intersection. Any class of \( m \) is entirely included in a class induced by \( f \).

The mapping \( m \) is minimal by construction, and it is a refinement of \( f \): \( G(p, f) \subseteq G(p, f) \), and, by Lemma 10, \( m \) factorises \( p \).

**Implicit disentanglement.** We consider the following matrix of confusion
\[
M_{\parallel} = \begin{pmatrix}
\pi & a \\
a & 0.749
\end{pmatrix}
\]
with the equivalence matrix (representing the fact that classifiers \( (b) = (a) \))
\[
M_{\triangledown} = \begin{pmatrix}
\pi & a \\
0 & 0.251
\end{pmatrix}
\]
and a matrix of an independent classifier \( (c) \) with probability \( \mu \) of success is
\[
M_{\perp} = \begin{pmatrix}
\pi & c \\
0 & 0.251 \mu
\end{pmatrix}
\]
and we write \( M \) as a convex combination of \( M_{\triangledown} \) and \( M_{\perp} \):
\[
M = \lambda M_{\triangledown} + (1 - \lambda) M_{\perp}
\]
This gives
\[
\lambda = 0.522, \mu = 0.408
\]
which leads to the interpretations:

- an independent process of POS identification involving HMM constraints has a 40% success rate,
- the rate of correct classification by \( (b) \) is 0.586, decomposed in 0.195 of success from an independent process, and 0.391 due to implicit disentanglement.
- 66.7% of the overall success rate can be imputed to implicit disentanglement.

The fraction of success due to implicit disentanglement is exactly the certainty factor \( F = 0.667 \)
(see (Tan et al., 2002)) which represents a convex decomposition of $M$

$$M = F.M_{\Rightarrow} + (1 - F).M_{\perp}$$

with:

$$M_{\Rightarrow} = \begin{pmatrix} 0.251 & 0.0 \\ 0.163 & 0.586 \end{pmatrix}, \quad M_{\perp} = \begin{pmatrix} 0.104 & 0.147 \\ 0.310 & 0.439 \end{pmatrix}$$

where $M_{\Rightarrow}$ represents a complete implication and $M_{\perp}$ represents a complete independence, both with same marginals as $M$. (see (Tan et al., 2002) for a definition in the context of association rules)