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1 ABSTRACT
This paper presents a novel implicit scheme for the constraint resolution in real-time finite element simulations in the presence
of contact and friction. Instead of using the standard motion correction scheme, we propose an iterative method where
the constraint forces are corrected in Newton iterations. In this scheme, we are able to update the constraint directions
recursively, providing more accurate contact and friction response. However, updating the constraint matrices leads to massive
computation costs. To address the issue, we propose separating the constraint direction and geometrical mapping in the
contact Jacobian matrix and reformulating the schur-complement of the system matrix. When combined with GPU-based
parallelization, the reformulation provides a very efficient updating process for the constraint matrices in the recursive
corrective motion scheme. Our method enables the possibility to handle the inconsistency of constraint directions at the
beginning and the end of time steps. At the same time, the resolution process is kept as efficient as possible. We evaluate the
performance of our fast-updating scheme in a contact simulation and compare it with the standard updating scheme.

CCS Concepts: • Computing methodologies→ Physical simulation; Parallel algorithms.

Additional Key Words and Phrases: physics-based animation, finite element method, contact simulation

2 INTRODUCTION
Simulating multi-object systems always receives strong interest in the computer graphics community. Physics-
based simulation is required to handle various materials containing rigid and soft solids. For soft materials,
dealing with the elastic functions in solid deformation leads to challenging problems. The Finite Element Method
(FEM) has been a gold-standard approach in this context [33]. On the other hand, coupling the simulation of
different objects remains one of the other challenges in multi-object systems. The interactions in physics-based
animations have been intensively studied in many works. Readers can find a general introduction of contact
simulation in [2].
Simulating in real-time is essential for many tasks such as robot controlling [14], [4] and virtual surgeries

[13]. In these tasks, the simulators are required to provide relevant information in real-time for users (or robots)
to have efficient control and timely visual/haptic feedback to manipulators. While computing the contact and
friction responses, the time-stepping scheme is suitable for real-time simulations. On this basis, constraint-based
techniques have been prevalent for solving the complementarity problems as they guarantee non-interpenetration
within a time step. Another essential issue in FE simulations is that accuracy often requires sufficiently detailed
discretization of solids, leading to costly computations for contact responses. To address the issue, the methods
using parallel architectures such as graphics processing units (GPUs) are developed, providing high computation
speed while satisfying the requirement of accuracy.

In practice, the constraints are discretized and linearized in time steps. In many recent works, to simplify the
solving process, such linearization is usually carried out once in each time step, making the constraint resolution
in an explicit scheme for the time integration. In some contact scenarios, the constraints undergo large deviations
from the initial evaluations at the beginning of time steps, leading to instability with large time steps. However,
in FE simulations, updating the constraints through the constraint resolution is very difficult since it brings about
intensive computation costs such as rebuilding the compliance matrix and updating the proximity information.

Authors’ addresses: Ziqiu Zeng, University of Strasbourg, 4 Rue Blaise Pascal, Strasbourg, 67081, France, zengziqiu1995@gmail.com; Hadrien
Courtecuisse, University of Strasbourg, 4 Rue Blaise Pascal, Strasbourg, 67081, France, hcourtecuisse@unistra.fr.

HTTPS://ORCID.ORG/0000-0001-6342-2284
https://orcid.org/0000-0001-6342-2284
https://orcid.org/0000-0001-6342-2284


2 • Ziqiu Zeng and Hadrien Courtecuisse

The present work is motivated by providing an implicit scheme for constraint resolution in interactive FE
simulations. Such an implicit scheme can handle the inconsistency of constraint directions at the beginning
and the end of time steps. We propose using a recursive corrective motion scheme to update the constraint
directions in Newton iterations. The constraints could be re-linearized through the iterative method, involving
the constraint resolution into an implicit scheme. To efficiently update the constraint matrices in the recursive
scheme, we propose a reformulation of the contact Jacobian matrix, quickly rebuilding the compliance matrix
and efficiently computing the boundary state after each correction. Besides the computational efficiency, our
method is also straightforward since it only requires additional matrix multiplication operations, where we could
find proven techniques on both the CPU and the GPU. Moreover, our method remains flexible to be compatible
with different collision detection algorithms and resolution methods.

3 RELATED WORKS

3.1 Physics-based models
Compared to the fast and simple explicit schemes [10], implicit time integration scheme [6] are more suitable in
interactive simulations as the external and internal forces are balanced at the end of the time steps. In multi-object
systems, simulating soft solids usually leads to more computational issues than rigid solids due to high degrees
of freedom (DOF) and nonlinear mechanics for deformation behavior. As a gold-standard method, finite element
(FE) method is extended in a wide variety of works, such as the linear elastic models [9], the co-rotational
formulation [17], and the hyperelastic or viscoelastic materials [26]. Although providing a good understanding of
the deformation mechanisms, FE models remain complex and expensive.
On the other hand, discrete methods such as Position-Based Dynamics (PBD) [27] provide simple, fast, and

robust simulations but suffer from handling the material properties [7]. The Projective Dynamics [8] gives a good
trade-off between the performance of PBD and the accuracy of continuum mechanics, addressing the volume
conservation problem in PBD. This work is extended in recent papers such as hyperelastic materials [22] and
frictional contact [23]. Despite being computationally efficient, the Projective Dynamics remains to validate
its capability of simulating realistic materials. In addition, meshless methods and Neural Networks are other
strategies to model soft tissues in real-time [36].

3.2 Contact generation
The interactions in contact simulations may lead to discontinuity in the velocities in the mechanical motion.
Generally, two schemes could be used to address this issue: The event driven scheme [5] gives a smooth and
accurate generation for contacts while the time integration needs to be blocked and the number of instantaneous
contacts is restricted. On the contrary, the time stepping scheme [34], [3] involves all potential contact during a
fixed time step. The scheme has no limit on the generated contact and is compatible with both rigid and soft
bodies [31] in implicit time integration.
Searching for the potential contact is commonly performed by the collision detection process. Fast and

straightforward methods may use analytic shapes to approximate the surface of a solid. Using the bounding
volume hierarchy (BVH), a detailed irregular shape may be represented as a combination of multiple simple
shapes [35]. The intersections could be tested with efficient algorithms for common shapes such as sphere and
box. On the other hand, the solid shape could also be represented as polygonal meshes on the surface. In a
3D problem, the surface typologies usually consist of triangle elements for rigid and soft solids modeled with
FEM. Testing the intersections could be performed either by the typical way that searches the closest distances
between the surface elements or by the advanced methods such as the image-based algorithm using layered
depth image (LDI) [18]. [1] extends the work of LDI to GPU implementation and provides a simplification of
contact constraints at arbitrary geometry-independent resolution.
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The collision detection could be processed either by a discrete or continuous scheme. Discrete collision detection
(DCD) algorithms search the potential contacts in each time step, usually at the beginning. DCD provides an
approximate evaluation of constraint directions and often suffers from the resolution error, which leads to a slight
separation or penetration at the end of time steps. In contrast, continuous collision detection (CCD) algorithms
can accurately detect the first time of interaction between solids within a given time step. A survey of recent
works on CCD combined with different detection approaches can be found in [28] Nevertheless, with respect to
computational cost, CCD is significantly more expensive than DCD, especially in the scenarios with detail shapes
for meshes.

3.3 Constraint resolution
The constraint-based methods using Lagrange multipliers ([21], [30]) solve the contact problem in a coupled
way, providing accurate and robust solutions in contact mechanics for large time steps, where interpenetration
is entirely eliminated at the end of time steps. The Lagrange multipliers methods are commonly formulated
as a linear complementarity problem (LCP). Different numerical methods can be used to address the LCPs in
physics-based animations [16]. Direct methods such as pivoting methods give exact resolution, but they are not
computationally efficient. In contrast, iterative methods have been more widely applied in large-scale simulations,
especially for those required to perform real-time computations. Being simple to implement, projected Gauss-
Seidel (PGS) ([15], [11], [25]) can handle the friction response with the Coulomb’s friction cone combined in the
LCP formulation. [24] proposes using a Newton method to solve the non-smooth functions that are reformulated
from complementarity problems.
To couple contact forces in the resolution and to formulate a system in the constraint space, one efficient

solution is to formulate the schur-complement of the augmented system, resulting in a compliance matrix (also
called delasus operator). Nevertheless, as discussed in [2], the computation of schur-complement tends to be
costly when dealing with soft-body since it implies solving a linear system with multiple right-hand sides. Many
methods have been proposed to efficiently process the schur-complement in interactive FE simulations, such as
the compliance warping technique [31], the CPU-based parallelization [32] and the incomplete factorization [29]
in Pardiso solver project, the asynchronous precondition-based method [12] and the GPU-based parallelization
[13], and the updating Cholesky factor in consecutive time steps [19] [20].
In different methods for constraint resolution, a common strategy is to linearize the constraints after the

collision detection. The linearization is carried out once in each time step, while the constraint directions may
change from the beginning to the end. The current paper aims to provide a constraint resolution scheme where
the constraints could be re-linearized in a recursive method, which is able to handle the change of constraint
directions and to bridge the gap between the DCD and CCD. A fast-updating strategy is proposed to guarantee
the efficiency of the recursive scheme, using a straightforward GPU-based implementation.

4 BACKGROUND

4.1 Implicit time integration
For each independent object in a multi-object system, a general description for the physical behavior can be
expressed through the Newton’s second law:

M¥q = 𝒑 − F (q, ¤q) + 𝒄 (1)

where the derivative of the velocity ¥q is integrated with the mass matrixM, the external forces 𝒑, the internal
forces F (q, ¤q), and the constraint forces 𝒄 . To have a balance between different forces at the end of time steps,
we choose to integrate the time step 𝑡 with a backward Euler scheme:

¤q𝑡+ℎ = ¤q𝑡 + ℎ¥q𝑡+ℎ q𝑡+ℎ = q𝑡 + ℎ ¤q𝑡+ℎ (2)



4 • Ziqiu Zeng and Hadrien Courtecuisse

(a) For typical method of discrete collision detec-
tion, a threshold is usually used to test if the prox-
imity points are close enough. The evaluation of
potential contact normal depends directly on the
surface elements (positions and normals) at the
beginning of time steps.

(b) For the image-based method of collision detec-
tion, the evaluation of contacts is usually based on
penetrated volume. The evaluation of constraint
normal depends on the boundary of the interpen-
etration area, which is computed by the positions
of surface elements.

Fig. 1. Constraint linearization with different types of collision detection: To simplify the solving process, collision detection
is performed providing a set of discretized constraints between both objects (red arrows). Each contact constraint involves
the proximity points and a direction of contact normal, which is used to apply the force to separate objects. According to
different collision detection algorithms, the contact normal is dependent, directly or indirectly, upon the position of proximity
points (red and black points on the surface of contacting bodies).

where ℎ is the length of time interval [𝑡, 𝑡 + ℎ].
For rigid solids, as there are no internal forces, the dynamic equation can be simplified as:

MΔ ¤q𝑡+ℎ = ℎ𝒑 + ℎ𝒄 (3)

with Δ ¤q = ℎ¥q is the unknown vector to be solved.
For soft solids, the non-linear function of internal forces is linearized with a first-order Taylor expansion:

F (q𝑡+ℎ, ¤q𝑡+ℎ) = F (q𝑡 , ¤q𝑡 ) +
𝜕F (q, ¤q)

𝜕q
ℎ ¤q𝑡+ℎ +

𝜕F (q, ¤q)
𝜕 ¤q ℎ¥q𝑡+ℎ (4)

In the practice of finite-element simulations, the partial derivative terms are expressed as matrices: 𝜕F
𝜕 ¤q at (q𝑡 , ¤q𝑡 )

as a damping matrix B, and 𝜕F
𝜕q at (q𝑡 , ¤q𝑡 ) as a stiffness matrix K. The dynamic equation for soft solids finally

results in a second order differential equation:[
M + ℎB + ℎ2K

]︸              ︷︷              ︸
A

Δ ¤q𝑡+ℎ =
(
ℎ𝒑𝑡 − ℎ𝒇 𝑡

)
− ℎ2K¤q𝑡︸                    ︷︷                    ︸

b

+ℎ𝒄 (5)

with 𝒇 𝑡 = F (q𝑡 , ¤q𝑡 ). For both rigid and soft solids, we have a common formulation of a linear system AΔ ¤q = b+ℎ𝒄
to be solved.
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4.2 Contact generation
As illustrated in Figure 1, a contact constraint involves a contact normal and a pair of proximity points that
is referred to the objects in touch. The contact normal defines the direction of a non-interpenetration force to
separate the objects. The pair of proximity points p represent the current state of the surfaces of the objects.
In different methods, p can be directly the points on the object surface, or the representative points using a
geometric mapping to transform between q and p. Considering the former as an identity mapping, we have a
uniformed relationship:

p = G(q) (6)

where the function G is the geometric mapping from the positions ofmechanical DOFs q to the proximity positions
p.

4.3 Contact and friction model
The contacts between two objects are modeled as constraints, which are discretized and linearized through the
collision detection process. As illustrated in Figure 1, to prevent interpretations, the distance between two solids
1 and 2 can be formulated as a gap function:

𝜹𝑛 (q) =
⃗⃗
n⃗[p1 − p2] =

⃗⃗
n⃗[G1 (q) − G2 (q)] = H𝑛1 (q) − H𝑛2 (q) (7)

where the interpretation 𝛿𝑛 (q) is the distance measurement between the proximity positions G(q) projected on
the contact normal ⃗⃗n⃗. The contact normal is the direction of a force f𝑛 that separates the interpenetrating solids.
The geometrical mapping function G(q) describes the mapping from the mechanical DOFs space to the proximity
space. Integrating ⃗⃗

n⃗ into G(q) results in a mapping functionH𝑛 (q). Signorini’s law presents the complementarity
relationship along the constraint direction ⃗⃗

n⃗ for each potential contact:

0 ≤ 𝜹𝑛 (q) ⊥ 𝝀𝑛 ≥ 0 (8)

where the multiplier 𝝀𝑛 is the magnitude of the contact force f𝑛 along ⃗⃗
n⃗ as the constraint direction has been

normalized.
Equation (8) only guarantees to separate the contacting objects. To model the friction response, the frictional

constraints should be added along with the contact normal. In a 3D problem, a common frictional model
complements each contact normal with two tangential directions

⃗⃗
f . When a contacting is validated (𝝀𝑛 ≥ 0),

following Coulomb’s friction law, we have:

0 ≤ 𝜹 𝑓 (q) ⊥ `𝝀𝑛 − 𝝀 𝑓 ≥ 0 (9)

where 𝜹 𝑓 (q) is the the interpenetration distance measurement projected on the tangential directions
⃗⃗
f , ` is the

coefficient of friction, and 𝝀 𝑓 is the value of frictional force along
⃗⃗
f . The friction model describes two states for

the kinematic behavior: the contacting objects are stuck (𝜹 𝑓 = 0) while 𝝀 𝑓 ≤ `𝝀𝑛 , and are slipping while 𝝀 𝑓

achieves the maximum value `𝝀𝑛 . In addition, 𝜹 𝑓 (q) has a similar gap function to Equation (7):

𝜹 𝑓 (q) =
⃗⃗
f [p1 − p2] =

⃗⃗
f [G1 (q) − G2 (q)] = H𝑓 1 (q) − H𝑓 2 (q2) (10)
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The governing equations including the complementarity relationships result in the following non-linear system:



A1Δ ¤q1 = b1 + ℎ𝒄1
A2Δ ¤q2 = b2 + ℎ𝒄2
𝜹𝑛 (q) = H𝑛1 (q) − H𝑛2 (q)
𝜹 𝑓 (q) = H𝑓 1 (q) − H𝑓 2 (q)
0 ≤ 𝜹𝑛 (q) ⊥ 𝝀𝑛 ≥ 0
0 ≤ 𝜹 𝑓 (q) ⊥ `𝝀𝑛 − 𝝀 𝑓 ≥ 0

(11a)
(11b)
(11c)
(11d)
(11e)
(11f)

Since the contact normal constraint along ⃗⃗
n⃗ and the frictional constraint along

⃗⃗
f have the same mapping

function in the gap functions, in practice, the constraints are grouped as constraint sets, where each one of them
involves a normal constraint ⃗⃗n⃗ and two tangential constraints

⃗⃗
f . Consequently, the functions and vectors can be

grouped: H𝑛 (q) and H𝑓 (q) are grouped as H(q); 𝜹𝑛 (q) and 𝜹 𝑓 (q) are grouped as 𝜹 (q); 𝝀𝑛 and 𝝀 𝑓 are grouped
as 𝝀.

4.4 Constraint linearization
When dealing with the dynamic equation (5), a common strategy is to separate the resolution into two motion
processes:

Δ ¤q𝑡+ℎ = A−1b︸︷︷︸
Δ ¤qfree

+ℎA−1𝒄︸ ︷︷ ︸
Δ ¤qcor

(12)

where the first integration called free motion computes the temporary motion Δ ¤qfree, which mathematically
corresponds to physics dynamics without considering the constraints of contact and friction. The second part
integrates a corrective motion to obtain the motion Δ ¤q𝑡+ℎ at the end of time steps.
With the implicit integration (Equation (2)), we have the position integration from the intermediate state of

free motion:
q𝑡+ℎ = qfree + ℎΔ ¤qcor (13)

where the corrective motion could be obtained after the unknown constraint forces 𝒄 are solved: Δ ¤qcor = A−1𝒄 .
The mapping functions H(q) are linearized following a first-order Taylor expansion:

H(q𝑡+ℎ) ≈ H (qfree) + ℎ
𝜕H(q)
𝜕q

Δ ¤qcor (14)

where the Jacobian function 𝜕H(q)
𝜕q at 𝑡 the beginning of time steps is usually linearized as the contact Jacobian

matrix J that impose the constraints in the mechanical motion of the object.
On the one hand, the contact Jacobian maps mechanical DOFs velocities into the velocities for the gap function,

allowing to rewrite the gap function in Equation (7) and (10) as:

𝜹𝑡+ℎ = H1 (q𝑡+ℎ1 ) − H2 (q𝑡+ℎ2 )
≈ H1 (qfree1 ) − H2 (qfree2 )︸                     ︷︷                     ︸

𝜹 free

+ℎ(J1Δ ¤qcor1 − J2Δ ¤qcor2 ) (15)

where 𝜹𝑡+ℎ and 𝜹 free respectively measure the interpenetration at the end of time steps and the state of free
motion
On the other hand, the contact Jacobian apply the constraint forces into the mechanical motion space:

𝒄1 = J1T𝝀 𝒄2 = −J2T𝝀 (16)
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where the forces are applied for the two objects in opposite directions ( ⃗⃗n⃗1 = − ⃗⃗n⃗2,
⃗⃗
f1 = −

⃗⃗
f2). Replace the unknown

Δ ¤qcor in Equation (15) by Equation (12) and (16), and we obtain a linear system:

𝜹𝑡+ℎ = 𝜹 free + ℎ2 [J1A−1
1 J1T + J2A−1

2 J2T]︸                       ︷︷                       ︸
W

𝝀
(17)

where W ∈ R𝑐×𝑐 (also called compliance matrix or delassus operator in constrained dynamics) is the schur-
complement of the system matrix A ∈ R𝑛×𝑛 , coupling the constraint forces through the motion space 𝑛.

4.5 Constraint resolution
With Equations (11) and (17), we have The governing equations (11) with the schur-complement result in a
complementarity system in a constraint space R𝑐 :

𝜹𝑡+ℎ = 𝜹 free + ℎ2W𝝀

0 ≤ 𝜹𝑡+ℎ
𝑛 ⊥ 𝝀𝑛 ≥ 0

0 ≤ 𝜹𝑡+ℎ
𝑓

⊥ `𝝀𝑛 − 𝝀 𝑓 ≥ 0

(18a)

(18b)

(18c)

The non-linear system in Equation (18) is solved by a projected Gauss-Seidel algorithm [15] during the
successive iterations (𝑖):

𝛿𝛼 −W𝛼𝛼𝝀
(𝑖 )
𝛼 =

𝛼−1∑︁
𝛽=1

W𝛼𝛽𝝀
(𝑖 )
𝛽

+
𝑐∑︁

𝛽=𝛼+1
W𝛼𝛽𝝀

(𝑖−1)
𝛽

+ 𝛿 free𝛼 (19)

where W𝛼𝛽 is a local matrix of W that couples the contact 𝛼 and 𝛽 . The complementarity problem for each
contact group 𝛼 is solved in the local solution following Signorini’s law for the unilateral contact response and
Coulomb’s law for the frictional response.
Once the 𝝀 is solved, a corrective motion is processed to integrate the final motion Δ ¤q𝑡+ℎ :

Δ ¤q𝑡+ℎ1 = Δ ¤qfree1 + ℎA−1
1 J1T𝝀

Δ ¤q𝑡+ℎ2 = Δ ¤qfree2 − ℎA−1
2 J2T𝝀

(20)

5 RECURSIVE CORRECTIVE MOTION
For both discrete and continuous collision detection algorithms, the constraints will be linearized only once each
time step. Nevertheless, it cannot be guaranteed that the initial evaluation of the constraint directions is always
consistent with the state at the end of the time step. Figure 2 gives an example: in a grasping scenario, while
acting a moving/rotation, the constraint directions undergo large deviations from the initial guess.

To address this problem, we propose a recursive motion correction scheme: Instead of using a single corrective
motion as in Equation (12), a iterative correction is applied:

Δ ¤q𝑡+ℎ = Δ ¤qfree + (Δ ¤qcor1 + Δ ¤qcor2 + · · · + Δ ¤qcor𝑛 ) (21)

where 𝑛 interactions are performed, and the corrective motion of a given iteration 𝑘 is computed as following:

Δ ¤qcor
𝑘

= ℎA−1
𝑘
J𝑘T𝝀𝑘 (22)

whereA𝑘 and J𝑘 are reevaluated in each iteration according to the current mechanical state (q𝑘 ). For the integration
between two successive iterations 𝑘 and 𝑘 + 1 in Equation (21), we have:

q𝑘+1 − q𝑘 = (qfree + ℎΔ ¤q𝑘+1) − (qfree + ℎΔ ¤q𝑘 ) = ℎΔ ¤qcor
𝑘+1 (23)



8 • Ziqiu Zeng and Hadrien Courtecuisse

ALGORITHM 1: Standard scheme of simulation loop
while simulation do

collision_detection(q𝑡 ) ;
constraint_linearization(p𝑡 ) ;
foreach 𝑜𝑏 𝑗𝑒𝑐𝑡 do

Assemble A, b, J ;
Δ ¤qfree = A−1b ;
qfree = qℎ + ℎ( ¤qℎ + Δ ¤qfree) ;

end
Compute 𝜹 free according to qfree;
W =

∑
JA−1JT ;

foreach 𝑖 ∈ 𝑃𝐺𝑆_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 do
foreach 𝑗 ∈ 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡_𝑔𝑟𝑜𝑢𝑝𝑠 do

𝜹𝑐 = 𝜹 free +W𝝀𝑖 ;
𝝀𝑖𝑗 = solve(𝝀𝑖 , 𝜹𝑐 , W) ;

end

𝜖 =
|𝝀𝑖−𝝀𝑖−1 |

|𝝀𝑖 | ;

if 𝜖 ≤ 𝑃𝐺𝑆_𝑒𝑟𝑟𝑜𝑟 then
break ;

end
end
foreach 𝑜𝑏 𝑗𝑒𝑐𝑡 do

Δ ¤q𝑡+ℎ = Δ ¤qfree + ℎA−1JT𝝀 ;
¤q𝑡+ℎ = ¤qℎ + Δ ¤q𝑡+ℎ ;
q𝑡+ℎ = qℎ + ℎ ¤q𝑡+ℎ ;

end
end

Such a recursive scheme is a Newton-Raphson method that provides a more accurate correction. However,
performing such a scheme requires repeating the compliance assembly, the constraint resolution, the corrective
motion, and the time integration in recursive iterations. These additional processes multiply the computational
cost, making the system resolution very inefficient.

ALGORITHM 2: Recursive correction scheme with standard approach to update the constraint matrices
foreach 𝑘 ∈ 𝑁𝑒𝑤𝑡𝑜𝑛_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 do

1 Linearize contact constraints with the proximity positions p𝑘 , then update J𝑘 with the constraint directions.
2 Update compliance matrix:W𝑘 =

∑
J𝑘A−1

𝑘
J𝑘T

3 Compute constraint forces within local PGS: 𝝀 = W−1𝜹
4 Compute corrective motion: Δ ¤qcor

𝑘
= ℎA−1

𝑘
J𝑘T𝝀𝑘

5 Integrate corrective motion: ¤q𝑘 = ¤q𝑘−1 + Δ ¤qcor
𝑘

, q𝑘 = q0 + ℎ ¤q𝑘
6 Update the proximity positions: p𝑘 = G(q𝑘 )
end
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Time step beginning
(initial guess) Time step end

Fig. 2. Grasping a solid while applying a fast rotation will case a large deviation of constraint directions from the beginning to
the end of a time step. Such a deviation may cause inaccurate contact responses, instability of contact forces, and eventually
failed simulations.

6 UPDATING CONSTRAINT MATRICES
In this section, we propose a strategy that is able to efficiently process the iterations in Equation (21). In the
recursive motion correction scheme (Equation (21)), the system matrix A is actually the mass matrix M for a
rigid object. Therefore A𝑘 = A0 = M, 𝑘 ∈ R𝑛 . On the other hand, the corrective motion usually causes small
deformation in motion corrections. Relying on this hypothesis, we have an approximation for A𝑘 in the iterations:
A𝑘 = A0, 𝑘 ∈ R𝑛 . Following Equation (21) and (22), we have:

Δ ¤q𝑡+ℎ = Δ ¤qfree + ℎA−1 (J0T𝝀0 + J1T𝝀1 + ·J𝑛T𝝀𝑛) (24)

We recall the definition of the contact Jacobian J. For a given constraint with a direction ⃗⃗
c, the contribution in

J is expressed as:

J( ⃗⃗c) =
𝜕H(q)
𝜕q

=
𝜕( ⃗⃗cG(q))

𝜕q
=
⃗⃗
c
𝜕G(q)
𝜕q

(25)

as in practice, the constraint direction ⃗⃗
c is independent of the mechanical state after a constraint linearization.

With Equation (25), we propose to assembly a Jacobian matrix H for the Jacobian of the geometric mapping
𝜕G(q)
𝜕q , and a block-diagonal matrix C to store the constraint directions:

C =


⃗⃗
c1 ⃗⃗

c2
. . . ⃗⃗

c𝑐


(26)
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Time step beginning
(initial guess for 

constraints)

Free motion
(interpenetration 
to be eliminated)

Intermediate motion 
correction

(constraints re-linearized)

Time step end
(constraints solved in 

implicit scheme)

Fig. 3. Our method solves the constraints in an implicit scheme: The constraints are linearized at the beginning of each
time step using discrete collision detection. Contact and friction responses are computed to eliminate the interpenetration
between solids in the free motion. The constraint resolution is performed in a recursive corrective motion scheme, where
contact forces are computed in each iteration by a local solver. Using the contact forces, the boundary conditions of colliding
solids and the constraint matrices are updated in the next iteration to compute new motion corrections. In this way, the
constraint directions are re-linearized recursively until the interpenetration is eliminated.

where ⃗⃗
c =

[ ⃗⃗
n⃗

⃗⃗
f (1)

⃗⃗
f (2)

]
groups the normal and frictional constraints on a shared proximity point. The relation

between the two matrices can be actually expressed by a matrix-matrix multiplication:

J = CH (27)

With Equation (27), a standard compliance assembly (Equation (17)) can be then reformulated as:

W =
∑︁

JA−1JT =
∑︁

CHA−1HT︸    ︷︷    ︸
WH

CT (28)

where W can be built with J and WH. The geometrical mapping G(q) usually undergoes a slight change in the
recursive corrective motion scheme. Based on this hypothesis, H and WH are considered invariant during a time
step.

Figure 1 illustrates that the linearization of contact constraints will based on the proximity positions p. With a
Taylor expansion, p in the recursive motion correction scheme can be as follows:

p𝑘+1 = G(q𝑘+1) ≈ G(q𝑘 ) +
𝜕G(q)
𝜕q

(q𝑘+1 − q𝑘 ) (29)

where 𝑘 and 𝑘 + 1 represents two successive iterations in the recursive motion correction scheme. With Equation
(23) and 𝜕G(q)

𝜕q linearized as H, we continue the development in Equation (29):

p𝑘+1 ≈ G(q𝑘 ) +
𝜕G(q)
𝜕q

(q𝑘+1 − q𝑘 ) = p𝑘 + ℎHΔ ¤qcor𝑘+1 (30)



An efficient implicit constraint resolution scheme for interactive FE simulations • 11

Combining Equation (22), (30), (27) and (28), we have:
p𝑘+1 ≈ p𝑘 + ℎHΔ ¤qcor𝑘+1

= p𝑘 + ℎH(ℎA−1J𝑘T𝝀𝑘 )
= p𝑘 + ℎ2HA−1HTC𝑘

T𝝀𝑘

= p𝑘 + ℎ2WHC𝑘
T𝝀𝑘

(31)

Now with Equation (28) and (31), once WH is built, a recursive scheme can be performed in Algorithm 3.

ALGORITHM 3: Recursive correction scheme with fast update of the constraint matrices
foreach 𝑘 ∈ 𝑁𝑒𝑤𝑡𝑜𝑛_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 do

1 Linearize contact constraints with the proximity positions p𝑘 , then update C𝑘 with the constraint directions.
2 Update compliance matrix:W𝑘 =

∑
C𝑘WHC𝑘

T

3 Compute constraint forces within local PGS: 𝝀𝑘 = W−1
𝑘

𝜹

4 Update the proximity positions: p𝑘 = p𝑘−1 + ℎ2WHC𝑘
T𝝀𝑘

end

Compared with the standard update strategy, the computation is greatly simplified in the new scheme. Instead
of inverting the system matrix A, the new scheme only needs matrix-matrix multiplications to update the
compliance matrixW, and a matrix-vector multiplication to update the boundary state (proximity positions p).
As the basic operations in linear algebraic, the matrix multiplications have highly efficient implementations,
especially with parallelization on the GPU.

7 RESULTS AND CONCLUSION
In this section, we evaluate the computation cost of the method presented in Section 6 that provides a fast
update of constraint matrices in the recursive correction scheme proposed in Section 5. The simulation tests are
conducted in the open-source SOFA framework with a CPU AMD@ Ryzen 9 5950X 16-Core at 3.40GHz with
32GB RAM and a GPU GeForce RTX 3080 10GB.
In order to have an efficient resolution, we use the precondition-based technique in [13] to assemble the

compliance matrix W. As illustrated in Algorithm 3, a recursive corrective motion scheme helps to improve

DOFs Cst. Method Build WH Rebuild W PGS Corr. Newton ite. Total Update

18003 308.19 standard 19.89 ms 3.76 ms 0.82 ms 24.47 ms 122.39 ms 84.60 %
fast 19.26 ms 0.59 ms 0.08 ms 4.43 ms 41.45 ms 15.09 %

24066 365.97 standard 32.21 ms 4.84 ms 1.19 ms 38.24 ms 191.21 ms 87.34 %
fast 31.27 ms 0.78 ms 0.07 ms 5.69 ms 59.72 ms 14.94 %

30033 410.58 standard 45.47 ms 5.87 ms 1.47 ms 52.81 ms 264.07 ms 88.88 %
fast 45.16 ms 0.98 ms 0.06 ms 6.91 ms 79.73 ms 15.04 %

36069 482.25 standard 64.32 ms 7.91 ms 1.87 ms 74.10 ms 370.52 ms 89.32 %
fast 63.73 ms 1.29 ms 0.07 ms 9.27 ms 110.10 ms 14.67 %

Table 1. Comparison of performance between the standard update scheme and the fast update scheme for different numbers
of mechanical DOFs (DOFs) and constraints (Cst.): For the fast update scheme, building the mapping compliance matrix
(BuildWH) is performed once each time step. The following processes are performed once in each Newton iteration: updating
the compliance matrix (Rebuild W), processing the local PGS (PGS), and computing the corrective motion (Corr.). Then the
cost of each Newton iteration (Newton ite.) and the whole recursive corrective motion scheme (Total) are compared. Finally,
the proportion of the update constraint matrix process in the Newton iteration (Update) is illustrated.
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the constraint correction in an iterative way, which performs Newton-Rapshon iterations. Within each Newton
iteration, a local PGS is performed to solve the complementarity problem in contact and friction responses,
giving temporary contact forces. The matrix operations in Algorithm 3 are realized with typical GPU-based
implementation in cuBLAS and cuSPARSE libraries.
Such contact forces are used to compute the position of the surface elements, which are further used to

define the constraint directions in the next iteration. In Table 1, we compare the computational cost between
the standard scheme and the fast update scheme in In a simple contact scenario, a recursive corrective motion
scheme with 5 Newton iterations is performed. Each Newton iteration is accompanied by a local constraint
resolution with 30 PGS iterations. In the standard scheme (see Algorithm 2), updating constraint matrices takes
massive computation cost: Rebuilding the compliance matrix W and applying the constraint correction with
traditional way (see Equation (20)) require to invert the system matrix A. The extra cost by these updating
processes is enormous, taking 84-90 % of each Newton iteration. On the other hand, in the fast updating scheme
(see Algorithm 3), the computation of the mapping compliance matrixWH is outside of the recursive scheme
and is performed only once in each time step. Our method allows fast rebuilding of the compliance matrix (by
matrix-matrix multiplications) and efficiently computing the correction on proximity positions (by matrix-vector
multiplication). The matrix multiplication operations are very suitable to be parallelized on GPU. Moreover, the
extra updating cost takes 14-15 % of each Newton iteration. Our method is 6.97 × faster than the standard scheme
for each Newton iteration. For the cost of the whole Newton scheme, including the overhead of buildingWH, our
method benefits a speedup of 3.20 × compared to the standard scheme.
Besides the computational performance, our method is straightforward since only matrix operations are

required in the recursive scheme. Moreover, the implementation of the method remains flexible. In fact, Algorithm
2 could be applied in different ways. Since the update process is very efficient, it is possible to update the constraint
directions in each PGS iteration, or even to carry out the update after the resolution of each constraint, which is
similar to the resolution scheme in the Position-Based Dynamics [27].

Our future work is to find more applications for the recursive corrective motion scheme with the fast update
method. We hope that our work could inspire readers to help them improve the constraint resolution performance
in their works on interactive FE simulations.

Acknowledgement: This work was supported by French National Research Agency (ANR) within the project SPERRY ANR-18-CE33-0007.).
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