
HAL Id: hal-04124512
https://hal.science/hal-04124512

Submitted on 10 Jun 2023

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Smart Home Energy Management with Mitigation of
Power Profile Uncertainties and Model Errors

Rémy Rigo-Mariani, Arif Ahmed

To cite this version:
Rémy Rigo-Mariani, Arif Ahmed. Smart Home Energy Management with Mitigation of
Power Profile Uncertainties and Model Errors. Energy and Buildings, 2023, 294, pp.113223.
�10.1016/j.enbuild.2023.113223�. �hal-04124512�

https://hal.science/hal-04124512
https://hal.archives-ouvertes.fr


 

Paper Published in Energy and Buildings - 10.1016/j.enbuild.2023.113223 Page 1 on 21 

Smart Home Energy Management with Mitigation of Power 

Profile Uncertainties and Model Errors 

Rémy Rigo-Mariania,b, Arif Ahmedc 

a Université Grenoble Alpes, CNRS, Grenoble INP, G2Elab, F-38000 Grenoble, France 

b CNRS@CREATE, 1 Create Way, Singapore 

b Energy and Power Systems Group, TUMCREATE Ltd., 1 Create Way, Singapore 

ARTICLE INFO  ABSTRACT 

Keywords: 

Smart Home 

Energy Management 

Model Predictive Control 

Thermal Model 

Uncertainties Mitigation 

Optimization 

 
The paper proposes a two-stage home energy management system accounting for optimal energy dispatch, 

power profiles predictability, and building thermal behaviour. The first look-ahead stage aims at 

minimizing the energy exchanges with the upstream grid based on load and weather predictions. The 

second step adapts the controls in real-time in order to mitigate forecast errors while remaining as close 

as possible to the look-ahead commitments. The originality of the paper lies on the use of different 

granularities of the building models. Especially, this allows to account for the approximations in the 

system equations embedded in the predictive controllers. Furthermore, a real-time tuning of those model 

equations is performed based on the deviations observed on the state variables – errors between controller 

predictions and measurements. Ultimately the proposed approach allows to cope with two generic 

drawback of traditional model predictive control: i) environment forecast errors and ii) models 

approximations. Several simulations are carried out to under different weather conditions, demonstrating 

an average energy exchange reduction of at least 25% and better system predictability. The work is 

completed with sensitivities analysis of the controller settings, the system parameters and the quality of 

weather/load forecasts. 

  

Below is the nomenclature of the main used symbols in the proposed management strategy: 

Sets : Parameters: 

t T  set of time steps (time step dt in hour) ,l pv

t tp p  load and solar generation at time t (kW) 

Variables : 
a

tT  ambient temperature at time t (°C)  

,bat bat

t tp p+ −  charge/discharge power of battery at time t (kW) Gt solar radiation (W/m²) 

tsoc  battery state of charge at time t (%) , ,Ts Ta

c c ca a b  HVAC model coefficient in cooling mode (kW/°C, kW) 

bat

tu +  battery in charging mode at time t {0,1} , ,Ts Ta

h h ha a b  HVAC model coefficient in heating mode (kW/°C, kW) 

gd

tp  grid power at time t (kW) ,bat batp e  battery rated power and capacity (kW, kWh) 

,c h

t tp p  HVAC cooling/heating power at time t (kW)  0soc  initial state of charge (%) 

hc

tp  HVAC power at time t (kW)   battery efficiency (-) 

c

tu  HVAC in cooling mode at time t {1,0}  .* superscript to denote the committed profiles 

s

tT  Temperature setpoint at time t (°C) Δpgd  Tolerance bandwidth around committed grid power (kW) 

  Δsoc Tolerance bandwidth around soc profile (%) 

  ΔT Tolerance bandwidth around committed temperature (°C) 

1 Introduction 

Over the past decades, the necessity to cope with limited fossil fuels and the need for reduced carbon 

emissions led to the increasing penetration of renewable based energy sources in power and energy systems [1]. 

Especially, greater numbers of systems are connected at the end-users levels, behind-the-meter, consisting then in 

small-scale units widely spread over the distribution networks [2]. Such renewable-based distributed energy 

resources (DERs) allows reduced system losses with generation closer to the points of consumption and reduced 

energy bills for the users – higher ratios of self-consumption and self-sufficiency [3]. More efficient performances 

can be achieved when considering other types of DERs – as battery storage systems [4] , fuel cells [5] or local 
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generation units [6] – for a better match between the local generation and consumption. At the building or 

household level, it is possible to uptake more flexibilities and reach higher energy efficiency while actively 

controlling appliances (e.g. shiftable loads) [7]. Another possibility is to account for thermal comfort constraints 

and make use of the buildings, thermal inertia as additional storage capabilities [8] - considering the Heating 

Ventilation and Air Conditioning (HVAC) system, its consumption and its impact on the house temperature. 

Indeed, such multi-energy approaches allow the best performances while taking advantage of the interaction 

between energy carriers and their respective demand – performances can be further enhanced while considering 

combined heat and power units and/or thermal storages [5]. 

In order to enable the aforementioned system performances, Energy Management Strategies (EMS) have 

long been investigated in the framework of smart grid and renewable energy integration for small-scale systems 

such as ‘smart homes’ [8]. Those management schemes typically rely on Model Predictive Control (MPC) where 

the DERs setpoints are computed based on prediction of the system environment (i.e. load/generation profiles) 

and models of the system itself – i.e. potentially including the model of the building/household when thermal 

comfort is considered [5] [7] [9]. In most cases the control takes the form of a cost-driven optimization (i.e. 

minimization of the energy bill [9] [10] [11]), with potential environmental objectives such as carbon emissions 

[12], [13], and/or technical criteria - e.g. Peak to Avera Ratio (PAR) of the power profile exchanged with the 

upstream grid [7], [13]. Deterministic optimizations are then performed on a look-ahead basis, typically along a 

24 h window and the considered algorithms depend on the type of models considered. Mixed Integer Linear 

Programming (MILP) is widely used, especially when binary variables/constraints are necessary to account for 

the operation of shiftable/interruptible load (i.e. on/off status) [9], [10], [14]. Mixed Integer Non-Linear 

Programming (MINLP) is applied when nonlinearities occur in the modeling of storage degradation [15], 

electrical grid [13], or HVAC system [16]. Heuristics [17] and metaheuristics as genetic algorithms [12] or 

particle swarm optimization [11] are also used when multi-objectives or strong nonlinearities are considered. 

Most of the studies previously commented refer to MPC run in a somewhat single stage in the sense that the 

control performances are assessed in an offline mode assuming perfect forecast. In actual implementations, 

uncertainties of renewable generation and/or load profile degrade the performances of the controller. 

Redispatching and adaptive strategies, closer to real-time (typically at the resolution of some minutes), are then 

necessary to cope with uncertainties and well-identified MPC shortcomings [18]. Two-stage management can 

then be considered with near real-time phases that consider updated forecasts for power and/or price profiles [6]. 

Another potential of two-stage approaches is that they can allow two mitigate uncertainties from the upstream 

grid perspective and thus improve both its operational and long-term planning [6]. In practice, the near real-time 

phase adapts the actual controls so that the power profile at the house level (i.e. grid power profile) remains as 

close as possible to a scheduled predefined in the look-ahead phase. This can be done through the use of fast 

heuristics [19], [20] or traditional MILP [21], [22].  

Mitigation of forecast errors has since been noticeably investigated – load/generation prediction, energy 

prices, and/or environmental factors such as ambient temperature or solar radiation. However, MPC approaches 

also suffer from a lack of perfect accuracy of the models embedded in the controllers. Indeed, most of the 

equations are convex in order to avoid prohibitive computational times of the MPC. Due to those model 

approximations, the actual system may not respond accordingly to the predictions. It is then deemed important to 

assess the performances of the proposed controls after they are sent to the system, which is not done in any of the 

aforementioned references. Validation on more accurate building models (e.g. EnergyPlus software) can still be 

found in the literature while applying reinforcement learning [23], [24] or traditional MILP [25] for cost 

reduction. Some studies with experimental results on real-life systems over a sample of actual rooms [26] or an 

entire house [27]. However, the proposed management strategies focus on cost reduction with comfort constraints 

with no real-time correction to mitigate power profile uncertainties. 

This paper then investigates a two-stage home energy management and takes advantage of different model 

granularities in order to validate the controls on a system that is mathematically different from the equations 

embedded in the MPC controllers. The first stage based on traditional MILP aims at minimizing the energy 

exchanges with the main electrical grid. This objective is deemed more generic than traditional cost reduction 

criteria that depend on the countries, and power providers. The second stage (based either on MILP or a heuristic) 
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allows to adapt the controls in order to stick to the committed profiles following the first look-ahead stage and 

while mitigating load/generation uncertainties. Also, the models in the near real-time controls are adapted online 

based on the observed deviations between the predicted system state values and the measurements. This allows 

to assess and improve the performances of the proposed controls once they are sent to a validation model (i.e. 

more accurate). Appendix B summarizes the paper scope with regards to the investigated references and the main 

contributions of the paper are as follows: 

▪ A two-stage management strategy to reduce energy exchanges and enhance system predictability at a 

household level – > 25 % fewer exchanges compared to a baseline scenario. 

▪ The consideration of different model granularities to compensate for the lack of accuracy of model-based 

controllers and real-time tuning of the models based on observed deviations. Ultimately, the proposed 

management allows to mitigate both forecast errors and model approximations for predictive control. 

▪ The simulation/validation of the proposed approach over different controller settings, and system 

parameters while accounting for different weather/load forecast qualities. 

2 Building Model Granularities  

2.1 Controlled System 

The considered case study accounts for the thermal behavior of the system while considering the 

electricity needed for heating/cooling with respect to the ambient temperature (Tt
a), solar irradiation (Gt,) and 

numerous building parameters. Ultimately, for a given electrical load value (p
t
l) and solar generation (p

t
pv), the 

electrical power exchanged with the grid (p
t
gd) is impacted by the two degrees of freedom in the system – i.e. the 

battery charge/discharge powers (p
t
bat+,p

t
bat-) and the zone temperature setpoint set by the user (Tt

s) that impacts 

the electrical load for heating/cooling (p
t
h/p

t
c). Figure 1 displays the generic layout of the single-house system 

behind the meter. Note that the weather conditions, which are inputs for simulation, embed the solar radiation (Gt) 

that is used (with the ambient temperature Tt
a) to compute the generated solar power (p

t
pv) based on a standard 

single-diode solar model [28]. 

 

Figure 1: Controlled system 

2.2 Building Thermal Models 

2.2.1 Reference Model 

As previously mentioned, the simulation accounts for the thermal behavior of the house/building by 

modeling the dynamic thermal nature of the house/building and considering the impact of HVAC power for 

heating (p
t
h) and cooling (p

t
c). A reference system model is then established based on prior works carried out in 

the context of multi-energy system modeling [29]. The model serves as a reference to evaluate the HVAC 

gd
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electrical power required for heating/cooling and output corresponding dynamic zone temperature (Tt
z) of the 

house/building. The house/building model equations embed major building characteristics such as its 

surface/volume, orientation, widow area, the thermal resistance of walls, etc. For numerical stability purposes, an 

internal time resolution of one minute is set for the house/building model simulation. The heating/cooling HVAC 

power is then estimated based on the weather conditions – i.e. ambient temperature and solar radiation while 

accounting for the orientation of the walls with regard to the solar position, and the zone temperature setpoint 

(Tt
s). The zone temperature setpoint is a user-defined controllable input, which serves to fulfill the temperature 

comfort level inside the house/building. The zone temperature setpoint here is considered as an actual degree of 

freedom in the system control and a PID controller is added to the original model equations in order to adapt the 

heating/cooling power based on measured errors between the actual zone temperature (Tt
z) and the reference 

setpoint (Tt
s). Various time-varying parameters from the reference system model are then used as inputs to a lower 

resolution (e.g. 5 min and 30 min) model that depends on the control horizon. Figure 2 summarizes the 

input/outputs of the considered reference system model, detailed equations can be referred to in the documentation 

on prior projects [29], and are not presented here as it is outside the scope of the paper. 

 

Figure 2: Reference Model for the building thermal behavior. 

2.2.2 Simplified Models 

The energy management strategy proposed in this paper is based on model predictive control (MPC). The 

equations of the original model, and especially the need for fine temporal resolutions, are not compatible with 

look-ahead approaches. Especially, considering fine resolutions over longer periods of time (e.g. day-ahead) in 

optimization-driven solutions leads to increased complexity and heavy computational burden. Thus, in our 

proposed approach, simplified HVAC power models are developed from the reference model based on least 

square minimization fitting and an experimental perturbation of the reference model with various temperature 

setpoints (in the range 18 °C – 24 °C), ambient temperature values (in the range ₋20°C – 40 °C), and initial room 

temperature (in the range 18 °C – 24 °C) to capture the dynamics of the reference system in the simplified model. 

More specifically, two distinct simplified HVAC power models are generated corresponding to the two control 

horizons considered that will be presented in the following section – i.e. a 30 min and a 5 min model for day-

ahead and near real-time control, respectively. The first simplified HVAC power model at 30 min resolution is 

set up based on the linear dependency of the heating/cooling power with the temperature setpoint (Tt
s) and ambient 

temperature (Tt
a). At 30 min time steps, results showed that the average HVAC power depends marginally on the 

initial zone temperature provided that it is already controlled in the range corresponding to the desired setpoints 

– i.e. within 18 °C to 24 °C. For every investigated data sample in the fitting process, the original system model 

is run over a 30 min period with an internal one-minute resolution loop. A distinction is made whenever the system 

operates in cooling mode (i.e. temperature setpoints lower than ambient temperature) or heating (i.e. temperature 

setpoints higher than ambient temperature). This results in two sets of fitting coefficients for the 30 min resolution 

model in Eq. (1) (lower script ‘30’). Similarly, the fitting at 5 min resolution is performed with two distinct 

operating modes (cooling and heating). However, in this case, the initial zone temperature proved to have a 

significant impact on the average heating/cooling power over five minutes with different temperature setpoints 

and ambient temperature values. Thus, additional terms and coefficients relating to the zone temperature (𝑇𝑡
𝑧) are 

included in the fitting model in Eq. (2). 

Building 

parameters

PID 

parameters

ambient temperature :

zone temperature :

temperature setpoints :

cooling/heating power :

zone temperature :

a

t

z

t

s

t

T

T

T

hc

t dt

z

t dt

p

T

+

+

dt : simulation/control resolution (30 min – 5 min) 

PID error/integrator

Building model

1 min resolution

internal loop
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30 30 30

30 30 30

   

a s

a s

c T a T s

t c t c t c

h T a T s

t h t h t h

p a T a T b

p a T a T b

 =  +  +


=  +  +

 (1) 

5 5 5 5

5 5 5 5

   

a s

a s

c T a T s Tz z

t c t c t c t c

h T a T s Tz z

t h t h t h t h

p a T a T a T b

p a T a T a T b

 =  +  +  +


=  +  +  +

 (2) 

3 Energy Management Strategy 

3.1 Two-Stage Control 

The proposed energy management strategy consists of a two-stage approach with i) an optimization on a 

look-ahead phase that computes the predicted (commitment) grid power profile for the next day and ii) a near 

real-time correction of the controls in order to fulfill as much as possible the commitment i.e. minimize the 

deviation of actual power from the predicted power profile. Figure 3 describes the proposed methodology with 

both look-ahead and near real-time phases relying on the developed simplified models discussed in the previous 

section.  

 

Figure 3: Flowchart of the proposed methodology. 

Day-Ahead : 24h at 30 mn resolution

▪ Objective : reduced grid exchanges 
▪ Constraints : battery power/energy limits and HVAC 

operations

Near Real-time : every 5 mn

▪ Objective : fullfil the day-ahead grid commitment
▪ Constraints : battery power/energy limits, HVAC 

operations, tolerance around predicted grid profile

HVAC model 1 

Predictions :

• grid profile :

• state of charge :

• temperature setpoints :

HVAC model 2 

Actual controls – for next 5 mn :

• battery charge/discharge

• temperature setpoints

Accurate building model : every 5 mn at 1 mn sampling

▪ PID controller based on the reference HVAC setpoints
▪ Update battery state of charge 

Linear  fitting 
of an accurate 

building 
model at 

different time 
samplings

Sytem state profiles :

• power : grid, HVAC

• zone temperature

• battery state of charge

Online tuning 
of the model 

with observed 
deviations

Measures : load, solar and 
weather

Forecasts : load, solar and 
weather
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All the outputs from the day-ahead phase denote the commitments (upperscript “*”) in terms of predicted 

grid power profile (p
t
gd*), temperature setpoints (Tt

s*) and state of charge of the battery (soct
*). The near real-time 

stage minimizes the errors with those commitments with a set of weighting factors (𝛼, 𝛽, 𝛾) – priority is given to 

the errors with the committed grid power profile (𝛼). The near real-time stage is run every 5 min and computes 

the controls ultimately sent to the system which is then simulated over the next time-step. As already mentioned, 

once the actual system is emulated, actual HVAC power is estimated and is used for online tuning of the model 

integrated into the 5 min MPC. (see section 2.4). The following subsections detail the operations of the successive 

phases. 

3.2 Day-Ahead Commitment 

The day-ahead stage consists of an MPC problem, which is based on forecasted values for the load (p
t
l), 

the generation (p
t
pv), and the ambient temperature (Tt

a). The main objective of the day-ahead stage is to generate 

the commitment grid power profile and schedules for the controls (i.e. battery charge/discharge and temperature 

setpoints) for the next 24 hours. This stage takes the form of an optimization problem whose objective function is 

to smooth the grid power profiles over the optimization window T (i.e. 24 hours here) (Eq. (3)). From the 

mathematical perspective, this continuously differentiable objective has the advantage of convexity. More 

importantly, from the user’s point of view (i.e. the building/house owner), it allows to reduce at the same time the 

imported energy and the peak power which have the greatest impact on the electricity bill. Finally, for power 

system applications, this objective is somewhat representative of the losses minimization due to the line power 

flow and is also consistent with typical cost-driven optimizations that assume quadratic generation cost (i.e. 

increasing marginal costs in unit commitment problems [30]). 

( )
2

: min gd

t

t T

obj p


  (3) 

The first set of constraints (Eq. 4 – Eq. 8) in the day-ahead problem refers to the operating limits for the 

battery in terms of power and energy (i.e. state of charge soct). Especially, bounds for charging/discharging 

𝑝𝑡
𝑏𝑎𝑡+, 𝑝𝑡

𝑏𝑎𝑡− account for the battery rated power and operating mode with the binary variable 𝑢𝑡
𝑏𝑎𝑡+denoting the 

charging mode (Eq. (4) and Eq. (5)) in order to avoid simultaneous charging and discharging. Note that a 

traditional alternative formulation embeds two distinct binary variables for charging and discharging with an 

additional constraint to ensure that only one of the two is nonnull at every time step. It is not considered here for 

a reduced complexity of the problem and in order to reduce the solution time. The state of charge (so𝑐𝑡) shall 

remain in the range 0-100 % (Eq. (6)) and is updated at every time step with the charge/discharge power according 

to the simplified linear model in Eq. (7). The model accounts for the battery efficiency η and nominal capacity 

(𝑒𝑏𝑎𝑡̅̅ ̅̅ ̅). Additional constraint (Eq. (8)) allows to set the initial (so𝑐0) and final SOC values to be similar (typical 

cyclic constraint for energy conservation purposes). Note that for simplicity purposes, ‘storage capacity’ here 

denotes the ‘usable capcity’, which explains that the soc is allowed to varies in the range 0-100 %. This is the 

capacity purchased. In practice, the acual capacity is greater, and the battery management system controls the 

actual voltage and actual state of charge (typically never below 20 % for Li-Ion batteries). 

0   bat bat bat

t tp u p t T+ +      (4) 

( )0 1   bat bat bat

t tp u p t T− +  −     (5) 

0 100  tsoc t T     (6) 

1 100   
bat

bat t

t t t
bat

p dt
soc soc p t T

e




−

+

+

 
= +  −     

 
 (7) 

1 || || 1 0t t Tsoc soc soc= = += =  (8) 

The next set of constraints relates to the simplified model to compute the HVAC power based on the 

temperature setpoints between the bounds in Eq. (9). Similar to the battery charge/discharge modes, cooling ( c

tp

) and heating ( h

tp ) cannot occur at the same time. This is ensured with constraint Eq. (10) and the use of the 
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binary variable c

tu denoting that the system is operated in cooling mode with an upper limit theoretical (λ = 106). 

Cooling occurs whenever the ambient temperature (predicted) is greater than the temperature set points, and 

heating otherwise as ensured with Eq. (11). Constraints Eq. (12) and Eq. (13) computes the cooling/heating power 

of the HVAC with the fitting coefficients for the proposed linear model. The BigM method here ensures that the 

appropriate operation and power estimation is valid depending on the operating mode (binary variable value). 

18 24   s

tT t T     (9) 

( )

0   

0 1

c c

t t

h c

t t

p u
t T

p u





   
 

  − 

 (10) 

( )
 

1

a s c

t t t

s a h

t t t

T T u
t T

T T u





 −  
 

−  − 

 (11) 

( )

( )

30 30 30

30 30 30

1
     

1

a s

a s

T a T s cc

c t c t c tt

c T a T s c

t c t c t c t

a T a T b up
t T

p a T a T b u





   +  + + − 
 

  +  + − − 

 (12) 

30 30

30 30

     

a s

a s

h T a T s c

t h t h t h t

h T a T s c

t h t h t h t

p a T a T b u
t T

p a T a T b u





   +  + + 
 

  +  + − 

 (13) 

Finally, the last constraint Eq. (14) refers to the overall power balance that ultimately sets the grid power 

value at every time step and depending on the different settings and operating modes for the flexible/controllable 

assets (i.e. HVAC and battery here) – with the HVAC power being the sum of cooling and heating powers. The 

optimal decisions are driven by the forecasted input profiles: ambient temperature (𝑇𝑡
𝑎), electrical load (𝑝𝑡

𝑙) and 

solar generation (𝑝𝑡
𝑝𝑣

). It should be noted that the solar generation prediction accounts for the expected ambient 

temperature and solar radiation. Also, note that the grid power is here an unbounded continuous variable that 

could be either positive or negative. There is no limitation (e.g. in terms of subscribed power) and no 

discrimination between import from or export to the grid (e.g. with distinct buying and selling prices of electricity 

[16]), as the operation is not cost-driven here (Eq. (3)). The optimization problem for this MPC over a daily 

horizon (at 30 min resolution) takes ultimately the form of a Mixed Integer Quadratic Programming problem 

(MIQP). The output predicted profiles (upperscript “*”) are obtained from the optimization, which are the grid 

power (𝑝𝑡
𝑔𝑑∗

), the battery state of charge (𝑠𝑜𝑐𝑡
∗), and scheduled temperature setpoints (𝑇𝑡

𝑠∗). These are further 

used in the subsequent real-time problem. 

+   

hc
t

gd bat pv l bat h c

t t t t t t t

p

p p p p p p p t T− ++ + = + +    (14) 

3.3 Near Real-time Correction 

In near-real-time operation, the actual values for the load (𝑝𝑡
𝑙)., the solar power (𝑝𝑡

𝑝𝑣
) and ambient 

temperatures (𝑇𝑡
𝑎𝑚𝑏) is expected to differ from the predictions. In this paper, the measured values in real-time 

display the same notations as the prediction in the day-ahead phase (i.e. 𝑇𝑡
𝑎, 𝑝𝑡

𝑙 and 𝑝𝑡
𝑝𝑣

) for the sake of clarity. It 

should be noted that the time resolution is not the same moving from 30 min in day-ahead to 5 min in near real-

time control. Due to the unavoidable prediction errors, corrective actions shall then be taken in the operational 

phase in order to fulfill the commitment as much as possible. In other words, the objective is to remain close to 

the predicted grid profile 𝑝𝑡
𝑔𝑑∗

with a tolerance bandwidth 𝛥𝑝𝑔𝑑 while adjusting the controls at the current time 

step t – i.e. battery charge/discharge (𝑝𝑡
𝑏𝑎𝑡+, 𝑝𝑡

𝑏𝑎𝑡−) and temperature setpoints (𝑇𝑡
𝑠). Similar to the previous phase, 

the near real-time operation relies on an MPC approach over a single time step. The objective is to penalize the 

deviations above the tolerance (𝑝𝑡
𝑔𝑑+

) and below (𝑝𝑡
𝑔𝑑−

) as shown in Eq. (15). Deviations regarding the battery 

state of charge and temperature setpoints are also considered with a set of weighting factors α (equal to106 for the 

priority given to the grid power correction), β (equal to103, second priority to temperature setpoints) and γ (equal 
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to 1). The main idea being to take advantage of the degree of freedom provided by the tolerance bandwidth on the 

grid power to realign the other variables – e.g. if the battery has been over-discharged at the previous time steps 

to mitigate past uncertainties, its SOC can be corrected if the necessity to shave a peak load that was predicted in 

the following minutes/hours. In addition, state of charge deviations can be constraints within a tolerance around 

the predicted profiles as in Eq. (16) – note that the computation of soct  accounts for the actual SOC measurement 

and the update constraints that implicitly represents the storage model in Eq. (7), while the charge/discharge limits 

are still embedded with Eq. (4) and Eq. (5). Another operational constraint limits the variation of temperature 

setpoints with ramping bounds ΔTs (Eq. (17)) while the overall power balance equation remains the same as Eq. 

(14) over the considered time step (and accounting for the actual measured values for load and solar generation). 

( ) ( ) ( )
2 2 2

* *: min gd gd s s

t t t t t tobj p p T T soc soc  − + + +  − +  −  (15) 

( ) ( )* *max 0, min 100,t t tsoc soc soc soc soc−   +  (16) 

1 1

s s s s s

t t tT T T T T− −−   +  (17) 

In addition to the constraints mentioned previously, the mathematical formulation of the real-time control 

problem shall handle the nonlinearity incurred by the need to quantify the grid power deviation beyond the 

tolerance bandwidth. As illustrated in Figure 4, this formulation requires the introduction of additional variables 

in order to discriminate the different cases. In practice, binary variables allow to identify if the grid power is above 

(𝑢𝑡
𝑔𝑑+

) or below (𝑢𝑡
𝑔𝑑−

) the tolerance bandwidth (∆𝑝𝑔𝑑) with constraint Eq. (18). Obviously, those two cases 

cannot occur simultaneously, which is ensured with Eq. (19). In order to quantify the deviations above the 

tolerances, two continuous variables are introduced 𝑝𝑡
𝑔𝑑+

, 𝑝𝑡
𝑔𝑑−

 and are non-null whenever the corresponding 

binary variables 𝑢𝑡
𝑔𝑑+

, 𝑢𝑡
𝑔𝑑−

 are active (i.e. = 1) (Eq. (20)). A last variable 𝑝𝑡
𝑔𝑑0

 is needed to capture any grid 

power values within the tolerance (Eq. (21)) while the overall relationship between the introduced quantities is 

driven by constraint Eq. (22) that reconstructs the expected grid power for the considered time step. 
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p p p u




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
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1gd gd

t tu u+ −+   (19) 
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* 0 *gd gd gd gd gd

t t tp p p p p−   +  (21) 

0gd gd gd gd

t t t tp p p p+ −= + −  (22) 

 
Figure 4: Additional variables and formulation to identify/quantify grid power deviation around the committed profile. 

time

g
ri

d
p

o
w

er

*gd gd

tp p+ 

0gd

tu + =

0gd

tu − =

1gd

tu + =

0gd

tu − =

0gd

tu + =

1gd

tu − =

*gd gd

tp p− 

0gd

tp + =

0gd

tp − =

0gd

tp − = 0gd

tp + =

gd

tp +

gd

tp −

0gd

tp

0gd gd gd gd

t t t tp p p p+ −= + −

gd

tp within

the tolerance

gd

tp above

the tolerance

gd

tp below

the tolerance



 

Paper Published in Energy and Buildings - 10.1016/j.enbuild.2023.113223 Page 9 on 21 

Similar to the day-ahead phase, the expected grid power values depend on the HVAC power estimated 

with a simplified least-square fit model of the building and the temperature setpoints values (i.e. degree of 

freedom). In near real-time operation, the thermal model accounts for the measured zone temperatures and the 5 

min resolution fitting mentioned in Section 1.2.2. The formulation relies on the same approach as the one 

described for  the look-ahead MPC with the binary variable 𝑢𝑡
𝑐  denoting that the system operates in cooling mode, 

and corresponding constraints on the setpoints and cooling mode detection (Eq. (9) – Eq. (11)). Constraints that 

estimate the HVAC power integrate the correct fitting coefficient and model formulation (Eq. (23) and Eq. (24)). 

( )

( )

5 5 5 5

5 5 5 5

1
     

1

a s z

a s z

T a T s T z cc

c t c t c t c tt

c T a T s T z c

t c t c t c t c t

a T a T a T b up
t T

p a T a T a T b u





   +  +  + + − 
 

  +  +  + − − 

 (23) 

5 5 5 5
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a s z

T a T s T z ch

h t h t h t h tt

h T a T s T z c

t h t h t h t h t

a T a T a T b up
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p a T a T a T b u





   +  +  + + 
 

  +  +  + − 

 (24) 

Both MPC stages (first MILP stage and second MIQP stage) are written in Matlab using YALMIP Toolkit 

[31] and solved with Gurobi. 

3.4 Online Tuning of the Simplified Thermal Model 

Decisions taken in near real-time then rely on an approximation of the thermal behavior – denoted 𝑝̃𝑡
ℎ𝑐in 

this subsection – which is in practice the output from the MPC corresponding to the mathematical equations that 

represent the HVAC operations (i.e. contribution of cooling/heating powers). Once the controls are actually sent 

and processed by the system using the reference, the actual HVAC power can be accessed. Preliminary results 

display a very significant error between the actual HVAC power 𝑝𝑡
ℎ𝑐 and the predicted 𝑝̃𝑡

ℎ𝑐 – 57 % Mean Average 

Error – MAE depicted in Figure 5a over a daily horizon. Thus, despite the very good determination factors (R2 > 

0.95) obtained with the fitting at 5 min resolution (Section 1.2.2), the simplified linear fitting model fails to capture 

the realistic behavior of the heating/cooling power, with respect to the temperatures (ambient, room and setpoints). 

This is due to the effect of the PID corrector in the actual building equations that adapts the HVAC power to 

comply with the temperature setpoints. Its effects are not captured in the model simplification as every sample 

considered in the fitting is generated with the PID error set to zero. 

 

Figure 5: Real-time HVAC power simulated and predicted with 5 min resolution simplified model – a) without online correction 

of the simplified model – b) with online adaption of the simplified model. 

Thus, the use of the 5 min resolution model is enhanced in this section by keeping track of the error 

between the model estimation and the measured values once the controls are processed and the system is simulated 

(Eq. (25)). Then equations Eq. (23) and Eq. (24) that estimate the cooling/heating power integrate this error as 
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an additional term in the simplified model (Eq. (26) and Eq. (27)). Ultimately, this allows to strongly reduce the 

error between the power estimated in the real-time MPC and the actual value (4 % Mean Average Error – MAE 

in Figure 5b), which will ultimately lead to a better control of the grid power profiles as discussed further in the 

results section. 

1

ht ht

t t t te e p p−= + −  (25) 
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 (26) 
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 (27) 

3.5 Rule-Based-Controller for Near Real-time Operations 

In a second step, a Rule-Based-Controller (RBC) is implemented for near real-time management. The 

main motivation is to be able to quickly provide a solution for the actual controller implementation and with 

ensured convergence. For simulation purposes, such RBC can also allow testing a wide range of setups as will be 

discussed in the following section – e.g. different installed capacities of the assets, impact of the forecast accuracy.  

 

Figure 6: Flowchart of the implemented RBC 
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The flowchart of the considered RBC is displayed in Figure 6. For the sake of clarity, equations in the 

test blocks and calculation of the control values are not explicitly described. The underlying idea is to stick to the 

logic implicitly represented in the optimization problem introduced in the previous subsection. Overall, the 

priority is to maintain the grid power profile within the tolerance bandwidth (Δpgd). To do so, the battery is firstly 

used within its own bounds – i.e. maximum charge/discharge and accounting for the SOC tolerance (Δsoc). If the 

battery action is not enough to compensate for the grid power deviation from the scheduled profile, then the 

temperature setpoint is tuned within its bounds (min/max values and accounting for the maximum variation ΔTs). 

Otherwise, if at a given time step forecast errors are not significant, the estimated grid power value (with no 

controls) may be within the tolerance bandwidth. That bandwidth is then used as a degree of freedom to correct 

if needed, the temperature setpoint according to the scheduled values. If the setpoint matches the schedule, the 

charge/discharge of the battery is adapted to bring the SOC closer to the predicted value. Obviously, those last 

two actions, shall not lead to a grid power beyond the tolerance. The larger the bandwidth in the near real-time 

control, the larger the degree of freedom to adjust temperature setpoints and SOC. The settings of the real-time 

control parameter will be discussed in Section 3.2. 

3.6 Performance Metrics 

Two criteria are defined to assess the performances of the proposed control methodology and represent 

the two main target objectives – i) power profile smoothing and ii) predictability. The first metric denoted E2 is 

somewhat homogeneous to the square of the energy exchanged with the grid (i.e. import/export) in kW2. It 

represents the capacity to smoothen the grid power profile with the objective targeted in the look-ahead phase 

(Eq. (28)). The second criterion Edev in kW estimates the total energy contained in power deviations around the 

committed grid power profile and tolerance bandwidth (Eq. (29)). 

( )
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E p dt


=   (28) 
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

+

+ −

−

 = − +   + 
= + 

= − −  −

 (29) 

4 Obtained Results and Sensitivity Analysis 

This section presents the obtained results over different test periods and for different parameters tuning 

of the real-time controller. Load profiles [32] and weather data [33] (temperature and solar radiation) are 

considered over a full year at a sampling resolution of 5 min for the system simulation in near real-time operations. 

In the look-ahead MPC, at first, and in order to emulate the forecast ‘lack of accuracy’, the predictions for a given 

day (load, temperature, and solar generation) are generated using the profiles of the previous days, resampled at 

30 min. The installed solar panel and battery storage have capacities of 3 kWp and 3 kWh, respectively. 

4.1 Results Over a Single Day 

A first daily simulation (summer day) is performed for a summer day. The parameters for the real-time 

MPC are set to: Δpgd = 300 W, Δsoc = 50 %, and ΔT = 0.5°C. Obtained results are displayed in Figure 7. 

Especially, Figure 7a displays the grid power profiles with the day-ahead commitment to follow and the tolerance 

bandwidth (Δpgd = 300 W here). It also highlights the interest of real-time controls that allow to remain within 

that tolerance most of the time, compared to a case in which the controls scheduled on the look-ahead phase 

remain unchanged (grey curve). In case of a potential generation deficit compared to the forecasts, the net grid 

power may exceed the predicted (point A) if the controls scheduled on the look-ahead phase are not corrected. 

However, it is mitigated thanks to the near real-time MPC with a battery discharge while the state of charge 

remains within the tolerance bandwidth (Δsoc = 50 % here) around the scheduled patterns (Figure 7b). When 

there is a generation surplus or an electrical load level lower than predictions (point B), the solution considered 

in real-time for the simulated day comprises increasing the cooling power by reducing the temperature setpoint 

(Figure 7c). 
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Figure 7: Results for a single summer day – a) grid power profile – b) state of charge – c) temperature setpoint. 

Table 1 displays the values obtained for the two considered metrics over four different days (seasonal). 

The case without control does not consider any battery and temperature setpoints adjustment. In that case, the 

prediction of the grid power is purely based on solar generation and an estimation of the cooling/heating load with 

a temperature setpoint at 21°C and the forecasted ambient temperature. Results highlight the need for real-time 

adaptation of the control, especially for uncertainties mitigation and to remain closer to the predicted commitment. 

Best values for both objectives are obtained with the proposed approach with the online tuning of the thermal 

model (at 5 min resolution). Note that both MPC and RBC approaches for the near real-time management 

alternatively returns best values for one of the two metrics. 

Table 1: Power profile smoothing and predictability metrics for four different simulation days 

 Winter  Spring  Summer  Autumn 

 E2 Edev E2 Edev E2 Edev E2 Edev 

No control, no MPC 164.5 9.6 116.1 20.4 46.6 17.6 66.5 11.14 

Look-ahead MPC, no real-time 

control 
104.6 5.8 73.1 14.6 27.4 9.19 33.9 6.9 

Look-ahead and real-time MPC 121.9 3.5 111.4 5.6 25.6 1.3 34.7 2.5 

Look-ahead and real-time MPC, 

model tuning 
100.0 0.7 82.9 2.3 20.3 0.9 26.8 0.8 

Look-ahead MPC and real-time RBC, 

model tuning 
101.6 1.9 88.8 1.7 21.0 0.4 20.6 1.2 
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Note that simulations were performed on an Intel Core i5 @ 1.6 GHz, 16GB RAM. The computational 

burden is very light. The considered Mixed Integer Quadratic Programming (MIQP) problems are solved with 

Gurobi 10.0.0. The look-ahead stage takes on average 2.21 seconds to run, while the near real-time optimization 

is performed on average in 0.73 seconds. 

4.2 Impact of the Near Real-Time Control Parameters 

In the second stage, the proposed approach is run over four days (one per season) and with different sets 

of parameter values for the near real-time MPC. Obtained results are displayed in Figure 8 with the two metrics 

(energy exchanges E2 and deviation from commitment Edev) summed along the four days and plotted in every case. 

Obviously, deviations around the committed grid profile are maximum when no tolerance bandwidth is considered 

(Δpgd = 0 W in Figure 8a). At the same time, oscillations around the committed profile are reduced, this also tends 

to decrease the overall indicator on the energy exchanges E2 with a smoother grid profile. Also, the bigger the 

tolerance bandwidth around the scheduled SOC profiles, the bigger the available capacity in real-time to mitigate 

uncertainties (i.e. more reserve), and the smaller the deviation and smoother the grid profiles (Δsoc = 50 % in 

Figure 8b). The ramping limit of the temperature setpoints between two successive time steps appears to have no 

impact on the energy exchanges (E2). However, bigger ramping limits slightly reduce the deviations around the 

commitment while providing more degrees of freedom in the real-time correction (Δsoc = 50 % in Figure 8b).  

 
Figure 8: Controller performances over four distinct seasonal days – a) Δpgd – b) Δsoc = 50 % – c) ΔTs 

Table 2 summarizes four settings extracted from the investigated scenarios that displayed the best 

performances for both MPC and RBC methods for near real-time management. Overall, performances returned 

by the MPC approach are slightly better than the ones from the rule-based method. However, in the following 

section several runs of the control strategy will be performed, and the RBC is applied to reach a shorter 

computational time. 

Table 2: Parameters settings returning the best performances over the four seasonal days. 

   
Look-ahead and real-time 

MPC, model tuning 
Look-ahead MPC and real-

time RBC, model tuning 

Δpgd Δsoc ΔTs E2 Edev E2 Edev 

300 W 50 % 0.5°C 229.1 4.7 231.5 5.2 

300 W 50 % 1.0°C 229.1 1.6 238.1 5.0 

500 W 50 % 0.5°C 226.2 2.6 239.13 7.55 

500 W 50 % 1.0°C 229.1 1.6 241.7 6.3 

4.3 Trade-Off Between System Performances and Battery Usage 

Previous simulations and modeling neglected any impact of battery usage on its degradation and cost. In 

practice, any over usage (e.g. higher rates of charge/discharge currents, numbers of cycles) along with severe 

environmental conditions can significantly impact the storage lifespan. In the field of power and energy systems 
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management and planning, conventional problems approximate battery degradation with simplified linear/convex 

models [34], [35] – even though nonlinear representations based on more accurate battery models [17] or cycle 

counting algorithms [36] can be found. Especially, at the first order, aging is characterized by a loss of storage 

capacity over time that is dependent on the energy exchanged along the simulated horizon (i.e. the integration of 

charging/discharging power over time) [37]. Deriving from simple linear models, this subsection then introduces 

a degradation metric in terms of the ‘number of equivalent cycles’ – i.e. the exchanged energy divided by the 

nominal capacity of the battery. This metric is integrated as a constraint in the first look-ahead stage of the MPC 

where a maximum number of cycles per day Ncycle_max is set ((30)). Especially, a factor α in [0,1] is introduced in 

order to allow more or less battery usage. Similarly, for the near real-time stage, the factor α is used to set the 

maximum battery power available for uncertainties mitigation ((31)). 
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There is then a trade-off between the system performances and the battery usage – no usage at all for 

α = 0. A new set of simulations is performed while varying the allowed battery usage along the four tested days 

(one per season). Note that there is no cost consideration or long-term sizing perspective in the paper that focuses 

mainly on operation planning. Thus, battery usage is not used here to assess the economic viability of the system 

or to account for the loss of storage capacity over time. Instead, a degradation indicator in terms of ‘the number 

of equivalent cycles is analyzed with regards to its impact on the technical performance metrics – i.e. energy 

exchanges E2 and energy deviation with commitment Edev. Obtained results are displayed in Figure 9 where 

performance metrics display their worst value when the battery is not used at all. In such a case the only degree 

of control for the building comes from temperature setpoint tuning. Most significant improvements, especially in 

terms of energy exchanges, occur whit greater batter usages over four equivalent cycles. Thus, a conservative 

approach to estimate the battery degradation for that kind of application is to assess roughly one daily cycle 

(simulations performance along four test days). 

 

Figure 9: System performance metrics (E2 and Edev to minimize) versus battery usage along four test days 
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the installed capacity, the more reduced the grid exchanges over the tested day, no matter the forecast quality – 

i.e. decreasing E2 in Figure 10a. Note that with a value of 456 kWh2 for the baseline scenarios (i.e. no storage, 

no thermal control), gains are significant over 25 % in every case – almost half of it allowed by the thermal control 

(i.e. no storage in Figure 10a). Also, with bad forecast quality, it tends to be more difficult to stick to the 

committed grid profile as displayed in Figure 10b with near constant Edev with varying installed battery capacity. 

In addition to the energy deviation with the commitment, it is worth estimating the error between the predicted 

grid exchanges and the actual ones (E2). Figure 10c displays this error (MAE in %) and confidence interval over 

twenty independent runs. As for Edev, the accuracy of the forecast significantly affects this error. It is worth 

noticing that the error also increases with the installed battery capacity. It can be somewhat counterintuitive as 

more capacity would provide more degree of freedom to absorb deviations between actual and forecasted values. 

However, in the look-ahead stage, the battery capacity is used in a scheduling phase to smooth the grid power 

profile (expected for the next day) as much as possible. This leads to an optimal schedule of the battery that 

oscillates between its minimum/maximum soc values for energy arbitrage purposes – at 30 min resolution 

forecast. Assuming that the battery can follow its schedule in real-time and reach lower state of charge values at 

a given time step, it would not be able to absorb a sudden deficit of local generation (e.g. important load and/or 

cooling/heating needs, lower solar generation). 

  

Figure 10: Mean results and confidence interval at 95 % over 20 independent runs for different forecast quality and battery 

capacity – a) grid exchanges E2 -b) deviations around the commitment Edev – c) mean error between predicted and actual grid 

exchanges E2. 

Following the previous observations, a last set of simulations/tests is performed while considering the 

average forecast quality for two different battery capacities 3 kWh and 10 kWh – highlighted points in Figure 

10c. Different scenarios are considered while varying the amount of battery capacity that is reserved in day-ahead 

operations. A capacity ratio is then defined in the range of 0 – 50 % to account for more or less capacity available 

in the look-ahead optimization. Concretely, an allowed state of charge bandwidth around 50 % is implemented 

while adjusting the SOC constraints in the optimization problem (Eq. (6)) – e.g. ± 10 % around 50 %, ± 20 %, 

± 30 %, etc. Results presented over the three charts in Figure 11 highlight the trade-off between actual and 

deviations from the predictions. As previously observed, increased battery capacity reduces the actual grid 

exchanges (Figure 11a). However, the improvement rate decreases with greater capacity ratios in look-ahead 

optimization – i.e. decreasing slope in Figure 11a. At the same time, increased capacity ratios lead to more 

deviations with the commitment – both in energy (Figure 11b) and while comparing the actual grid exchanges 

with the predicted ones (Figure 11c). An interesting trade-off is identified for the investigated capacities around 

10 – 20 % of the overall storage is usable in the day-ahead phase. 
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Figure 11: Mean results and confidence interval at 95 % over 20 independent runs for different battery capacity and usable 

capacity ratio – a) grid exchanges E2 -b) deviations around the commitment Edev – c) mean error between predicted and actual 

grid exchanges E2. 

5 Conclusions 

In this manuscript, a two-stage energy management was proposed that mitigates both forecast 

uncertainties and model equations approximations in model-based controllers. The first MILP stage minimizes 

the predicted exchanges with the grid and generates a daily energy commitment profile. This committed profile 

is then used as a reference for the near real-time controller (both optimization and rule-based approaches were 

tested). The proposed strategy adapts the system model in real-time based on the uncertain solar generation, 

demand, and ambient temperature. In addition, performances of the real-time control are enhanced while tuning 

online the model used in the decision-making process with the observed deviations at the previous time steps. 

This is allowed with the consideration of different model granularities in both the first and second stage controller 

compared to a reference building representation to which the controls are sent. Simulations performed show that 

the energy management strategy follows the predicted/committed grid profile with small deviations in real-time 

operation. The simulations conducted under different weather conditions demonstrated that the proposed strategy 

reduces energy exchange by at least 25% while meeting the household's energy demand and comfort requirements. 

Furthermore, sensitivity analysis of the forecast quality and battery capacity was also presented to derive a crucial 

understanding. Ongoing additional works investigate the possibility to control clusters of building with the 

implementation of coordination/decentralization schemes. The objective is to uptake higher performance and take 

advantage of heterogenous energy usages to further enhance the integration of renewable sources with higher 

systems predictability. 
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8 Appendix A 

The last sets of simulations performed in this manuscript relies on various forecast for the four seasonal 

days considered. The forecasts refer to the predicted day-ahead profiles for the solar radiation, ambient 

temperature, and electrical load. As presented in the manuscript those profiles are input of the look-ahead MPC 

that allows to define the schedules before real-time control is applied. More specifically, the idea in Section 3.3 

is to assess the impact of the forecast quality. Thus, for every investigated day, several forecast profiles shall be 

generated with different degree of accuracy. In the absence of historical forecasts, a most rigorous approach could 

consist of implementing different time series predictors [38] and train them to reach distinct degree of accuracy 

– e.g. while reducing the training set and/or training iterations. However, the development of such forecasting 

tools is beyond the scope of the paper. Thus, for the sake of simplicity, forecasts are here taken from historical 

data along the same year as the four seasonal reference days. For each of those reference days, the other daily 

profiles are arranged in ascending order with regards to the error compared to the daily reference. The error is the 

RMSE normalized by the standard deviation of the reference daily power – i.e. a RMSE of 100 % denotes a 

forecast that displays as much variations around the actual values as the natural variation of the reference profiles 

around its mean values. Figure 12 displays sets of twenty forecast profiles of different quality (four different 

quality in columns) for the load (1st row), temperature (2nd row) and solar radiation (3rd row). The most accurate 

prediction for the solar radiation and temperature reaches RMSE values of 20-40%. However, the load profile at 

the scale of a single household being much noisier and with less deterministic seasonality/daily variations, the 

lowest RMSE values observed are above 70 %. 
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Figure 12: Sample forecasts for the reference day in autumn – different forecast quality for the load, ambient temperature and 

solar radiation profiles. 
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9 Appendix B 

Table 3 summarizes the short literature review performed to highlight the scope of the proposed paper. 

Table 3: Parameters settings returning the best performances over the four seasonal days. 

Ref. Case Study, DERs and controls Objectives 
Controller 

Algorithm 
HVAC Model 

Two-Stage 

Strategy 

Validation 

Model/System 

[7] Single house, PV, EV, storage, HVAC Cost, PAR MILP ✓   

[10] 
Single house, multi-energy, PV, 

thermal/electrical storages, controllable loads 
Cost MILP    

[11] 
Multiple houses in a distribution grid, PV, 

storage, controllable loads 
Cost PSO    

[12] Single house, PV, storage Cost, emissions GA    

[19] Single building, PV, storage Cost 
NLP and 
heuristic 

 ✓  

[39] Single house, PV, storage, controllable load Cost, energy 
DP and 

heuristic 
  ✓ 

[13] 
Multiple houses in a distribution grid, PV, 

storage, controllable load 

Cost, emissions, 

PAR 
MIQCP    

[15] 
Single house, multi-energy, PV, 

thermal/electrical storages, controllable loads 
Cost MINLP  ✓  

[14] 
Single household, PV, storage, controllable 

loads 
Cost MILP ✓   

[16] 
Single house, multi-energy, PV, fuel cell, 

storage, CHP unit 
Cost MINLP ✓   

[9] 
Single house, multi-energy, PV, 

thermal/electrical storages, controllable loads 
Cost MILP ✓   

[22] Single house, PV, Storage Cost MILP / DP  ✓  

[20] 
Single house, PV, EV, storage, controllable 

loads 
Costs Metaheuristic  ✓  

[5] 
Single house, multi-energy, PV, fuels cell, 

storage, CHP unit 
Costs MINLP ✓ ✓  

[21] Single house, PV, storage, controllable loads Cost MILP  ✓  

[40] Single house, multi energy, PV, storage Cost RL    

[23] Multiple buildings, PV, storage Cost RL ✓  ✓ 

[24] Single building Cost RL ✓  ✓ 

[41] Single building, controllable load Cost PSO ✓  ✓ 

[26]  Single house Cost NLP ✓  ✓ 

[27] Single building, storage Cost MILP ✓  ✓ 

[25] Single building Cost MILP ✓  ✓ 

This 

work 
Single house, PV, storage 

Energy 

exchanges 

MILP/QP and 

heuristic 
✓ ✓ ✓ 

PV : photovoltaics, EV : electrical vehicles, MILP : mixed integer linear programming, MIQP : mixed integer quadratic programming, 

PSO : particle swarm optimization, GA : genetic algorithm, PAR : peak to average ratio, MIQCP : mixed integer quadratically constrained 

programming, CHP : combined heat and power, NLP : nonlinear programming, MINLP : mixed integer nonlinear programming, DP : 

dynamic programming, RL : reinforcement learning 


