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Revisiting Whittaker-Henderson Smoothing
Guillaume Biessy∗, PhD, LinkPact†and Sorbonne Université‡

September 16, 2023

Introduced nearly a century ago, Whittaker-Henderson smoothing remains one
of the most commonly used methods by actuaries for constructing one-dimensional
and two-dimensional experience tables for mortality and other Life Insurance risks.
This paper proposes to reframe this smoothing technique within a modern statistical
framework and addresses six questions of practical interest regarding its use.
Firstly, we adopt a Bayesian view of this smoothing method to build credible

intervals. Next, we shed light on the choice of observation vectors and weights
to which the smoothing should be applied by linking it to a maximum likelihood
estimator introduced in the context of duration models. We then enhance the
precision of the smoothing by relaxing an implicit asymptotic approximation on
which it relies. Afterward, we select the smoothing parameters based on maximizing
a marginal likelihood. We later improve numerical performance in the presence
of a large number of observation points and, consequently, parameters. Finally,
we extrapolate the results of the smoothing while preserving consistency between
estimated and predicted values through the use of constraints.

Keywords: smoothing methods, duration models, experience tables, maximum likelihood,
generalized additive models, empirical Bayesian approach, marginal likelihood, extrapolation.

1 Introduction

1.1 Notations

In this paper, vector names are written in bold characters and matrix names in uppercase
letters. If y is a vector and A is a matrix, Var(y) denotes the variance-covariance matrix
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associated with y, diag(A) represents the diagonal of matrix A, and Diag(y) is the diagonal
matrix such that diag(Diag(y)) = y. The sum of the diagonal elements of A is denoted as
tr(A) and its transpose as AT . In the case where A is invertible, A−1 denotes its inverse, A−T is
the inverse of its transpose, and |A| is the product of the eigenvalues of A. For a non-invertible
matrix A, A− refers to the Moore-Penrose pseudoinverse of A, and |A|+ denotes the product
of the non-zero eigenvalues of A. By writing the eigendecomposition as A = UΣV T , where
U and V are two orthogonal matrices and Σ is a diagonal matrix containing the eigenvalues
of A, and by denoting Σ− as the matrix obtained by replacing the non-zero eigenvalues in Σ
with their inverses while keeping the zero eigenvalues unchanged, the pseudoinverse is given by
A− = V Σ−UT . The Kronecker product of two matrices A and B is denoted as A ⊗ B, and
their Hadamard product, or element-wise product, is denoted as A�B. vec(A) represents the
vector obtained by stacking the columns of matrix A together. Finally, the symbol ∝ signifies
a proportional relationship between the expressions on both sides of it.

1.2 Origin

Whittaker-Henderson smoothing is a gradation method aimed at correcting the effect of sampling
fluctuations on an observation vector. It is applied to evenly-spaced discrete observations.
Initially proposed by Whittaker (1922) for constructing mortality tables and further developed
by the works of Henderson (1924), it remains one of the most popular methods among actuaries
for constructing experience tables in life insurance. Extending to two-dimensional tables, it can
be used for studying various risks, including but not limited to mortality, disability, long-term
care, lapse, mortgage default, and unemployment.

1.3 The one-dimensional case

Let y be a vector of observations and w a vector of positive weights, both of size n. The
estimator associated with Whittaker-Henderson smoothing is given by:

ŷ = argmin
θ
{F (y,w,θ) +Rλ,q(θ)} (1)

where:

• F (y,w,θ) =
n∑
i=1
wi(yi − θi)2 represents a fidelity criterion to the observations,

• Rλ,q(θ) = λ
n−q∑
i=1

(∆qθ)2
i represents a smoothness criterion.
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In the latter expression, ∆q denotes the forward difference operator of order q, such that for
any i ∈ [1, n− q]:

(∆qθ)i =
q∑

k=0

(
q
k

)
(−1)q−kθi+k.

Let us define W = Diag(w), the diagonal matrix of weights, and Dn,q as the order q difference
matrix of dimensions (n− q)× n, such that (Dn,qθ)i = (∆qθ)i for all i ∈ [1, n− q]. The most
commonly used difference matrices of order 1 and 2 have the following forms:

Dn,1 =


−1 1 0 . . . 0
0 −1 1 . . . 0
...

...
... . . . ...

0 . . . 0 −1 1

 and Dn,2 =


1 −2 1 0 . . . 0
0 1 −2 1 . . . 0
...

...
...

... . . . ...
0 . . . 0 1 −2 1

 .

The fidelity and smoothness criteria can be rewritten in matrix form as:

F (y,w,θ) = (y− θ)TW (y− θ) and Rλ,q(θ) = λθTDT
n,qDn,qθ.

The associated estimator for smoothing becomes:

ŷ = argmin
θ

{
(y− θ)TW (y− θ) + θTPλθ

}
(2)

where Pλ = λDT
n,qDn,q.

1.4 The two-dimensional case

In the two-dimensional case, let us consider a matrix Y of observations and a matrix Ω
of non-negative weights, both of dimensions nx × nz. The estimator associated with the
Whittaker-Henderson smoothing can be written as:

Ŷ = argmin
Θ
{F (Y,Ω,Θ) +Rλ,q(Θ)}

where:

• F (Y,Ω,Θ) =
∑nx
i=1

∑nz
j=1 Ωi,j(Yi,j−Θi,j)2 represents a fidelity criterion to the observations,

• Rλ,q(Θ) = λx
∑nz
j=1

∑nx−qx
i=1 (∆qxΘ•,j)2

i + λz
∑nx
i=1

∑nz−qz
j=1 (∆qzΘi,•)2

j is a smoothness crite-
rion.
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This latter criterion can be written as the sum of two one-dimensional regularization criteria,
with orders qx and qz, applied respectively to all rows and all columns of Θ. It is also possible
to adopt matrix notations by defining y = vec(Y ), w = vec(Ω), and θ = vec(Θ) as the vectors
obtained by stacking the columns of the matrices Y , Ω, and Θ, respectively. Additionally, let
us denote W = Diag(w) and n = nx × nz. The fidelity and smoothness criteria can then be
rewritten as linear combinations of the vectors y, w, and θ:

F (y,w,θ) = (y− θ)TW (y− θ)
Rλ,q(θ) = θT (λxInz ⊗DT

nx,qxDnx,qx + λzD
T
nz ,qzDnz ,qz ⊗ Inx)θ.

and the estimator associated with the smoothing takes the form:

ŷ = argmin
θ

{
(y− θ)TW (y− θ) + θTPλθ

}
of Equation 2 except in this case Pλ = λxInz ⊗DT

nx,qxDnx,qx + λzD
T
nz ,qzDnz ,qz ⊗ Inx .

1.5 Explicit solution

Equation 2 has an explicit solution:

ŷ = (W + Pλ)−1Wy. (3)

Indeed, as a minimum, ŷ satisfies:

0 = ∂

∂θ

∣∣∣∣
ŷ

{
(y− θ)TW (y− θ) + θTPλθ

}
= −2XTW (y − ŷ) + 2XTPλŷ.

It follows that (W + Pλ)ŷ = Wy, and if W + Pλ is invertible, then ŷ is indeed a solution of
Equation 3. When λ 6= 0, W + Pλ is invertible as long as w has q non-zero elements in the
one-dimensional case, and Ω has at least qx × qz non-zero elements distributed over qx different
rows and qz different columns in the two-dimensional case. These sufficient conditions are
always satisfied in practice and will not be demonstrated here.
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1.6 Impact of the smoothing parameter(s)

In Equation 1 (y− θ)TW (y− θ) represents a fidelity criterion to the observations and θTPλθ
represents a smoothness criterion. The relative importance of these criteria is controlled by
the parameter (or pair of parameters in the two-dimensional case) λ. Figure 1 provides an
illustration of one-dimensional smoothing on mortality data using three different values of the
smoothing parameter. The effective degrees of freedom shown in this figure can be calculated
by summing the diagonal values of H, the hat matrix of the model. The hat matrix satisfies
ŷ = Hy and can be identified in Equation 3 as H = (W + Pλ)−1W . These effective degrees
of freedom serve as a non-parametric equivalent of the number of independent parameters in
parametric models but can take non-integer values. The concept of degrees of freedom will be
discussed in more detail in Section 6 of the paper. It can be observed here that the result of
smoothing is highly sensitive to the chosen value of the smoothing parameter. The choice of
λ = 101 leads to a highly volatile fit that largely reproduces the sampling fluctuations present
in the data. On the other hand, the choice of λ = 107 seems too rigid to capture the underlying
pattern of the data. The choice of λ = 104 appears, at first glance, as a satisfactory compromise
between these two extremes.

edf : 45.45 edf :  8.03 edf :  2.18

λ = 101 λ = 104 λ = 107
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Figure 1: Whittaker-Henderson smoothing applied to a portfolio of synthetic mortality data for
3 choices of the smoothing parameter. The points represent the initial observations,
the curves depict the result of the smoothing, and the shaded areas represent the
associated credibility intervals. edf refers to the effective degrees of freedom of the
model.

In the two-dimensional case, two penalties are applied to the model parameters. Figure 2
illustrates the application of smoothing to mortality data for a portfolio of insured individuals
with dependence, based on the age of the insured individuals and their duration in the dependent
state. Different combinations of the two smoothing parameters in this model are used to produce
the 9 smoothers represented in this figure. While some combinations of smoothing parameters

5



may be deemed implausible, such as those associated with the choice λx = 100, it is challenging
in the two-dimensional case to determine graphically which combination of parameters is most
suitable. The selection of the smoothing parameter will be discussed in detail in Section 5.
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Figure 2: Whittaker-Henderson smoothing applied to a synthetic portfolio of policyholders in
long-term care situation for 9 combinations of smoothing parameters. The contour
lines and colors depict the surface of the smoothed mortality force as a function of
the age of the policyholders and the duration in the long-term care state.

1.7 Plan for the paper

This paper aims to address 6 practical questions associated with the use of Whittaker-Henderson
smoothing, each of which will be covered in a dedicated section.
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1.7.1 How to measure uncertainty in smoothing results?

We propose to measure the uncertainty in smoothing results based on the available observation
volume. In a frequentist approach, the estimator associated with smoothing appears to be
biased, which makes it challenging to construct relevant confidence intervals for it. However,
smoothing can be naturally interpreted in a Bayesian framework, allowing the construction of
credible intervals.

1.7.2 Which observation and weight vectors to use?

Candidates are proposed for the vectors y and w. By adopting the framework of duration
models used for experience rating and considering the maximum likelihood estimator of crude
rates under the assumption of piecewise constant transition intensity, we present a couple (y,w)
that satisfies the implicit conditions associated with the use of smoothing in an asymptotic
sense.

1.7.3 How to improve the accuracy of smoothing with limited data volume?

The previous theoretical framework is based on an asymptotic approximation, which, in many
practical situations where the available data volume is limited, can be biased. We propose
a generalization of Whittaker-Henderson smoothing based on exact likelihood rather than
its normal approximation. This approach requires iterative solving of penalized likelihood
equations. By comparing this exact approach with the normal approximation associated with
the initial smoothing, we show that this approximation can sometimes come at the cost of
substantial bias in the obtained results.

1.7.4 How to choose the smoothing parameter(s)?

We then address the choice of the smoothing parameter λ to use. This parameter controls the
strength of the applied smoothing and has a crucial impact on the obtained results. To select
this parameter, we propose maximizing a marginal likelihood using the optimization methods
of Brent (1973) and John A. Nelder and Mead (1965), employed in the one-dimensional and
two-dimensional case, respectively. These methods are implemented through the optimize and
optim functions in the stats library of the statistical programming language R. In the context
of the proposed generalization of smoothing, where solving likelihood equations and selecting
the smoothing parameter are performed through nested iterations, we compare the precision
and computational time of two known strategies called outer iteration and performance iteration.
These strategies differ in the order in which the iterations are nested, and we demonstrate
that the latter approach significantly reduces computation time at the cost of negligible loss of
precision.
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1.7.5 How to improve smoothing performance with a large number of data points?

We propose a practical solution to accelerate smoothing when the number of observations
- and thus parameters - is substantial. This situation is common in practice, especially for
two-dimensional tables used in the modeling of disability and long-term care risks. To address
this issue, an eigendecomposition of the one-dimensional penalization matrices involved in
smoothing is used. This decomposition provides a new interpretation of smoothing and opens
the door to the use of a rank reduction method to reduce the number of parameters used and
the computational time, while incurring minimal loss of precision.

1.7.6 How to extrapolate smoothing results?

Finally, we cover the problem of extrapolation in smoothing, which involves solving a modified
version of the initial optimization problem where the fidelity criterion remains unchanged and
the smoothness criterion is extended to extrapolated values. In the one-dimensional case, a
solution may immediately be obtained. However, in the two-dimensional case, as shown by
Carballo, Durban, and Lee (2021), constraints must be imposed on the model to prevent the
extrapolation step from altering the results obtained during the initial use of the smoothing.

2 How to measure uncertainty in smoothing results?

Equation 3 indicates that E(ŷ) = (W + Pλ)−1WE(y) 6= E(y) when λ 6= 0. This implies that
penalization introduces a smoothing bias, which prevents the construction of a confidence
interval centered around E(y). Therefore, in this section, we turn to a Bayesian approach
where smoothing can be interpreted more naturally.

2.1 Maximum a posteriori

Let us suppose that y|θ ∼ N (θ,W−) and θ ∼ N (0, P−λ ). The Bayes’ formula allows us to
express the posterior likelihood f(θ|y) associated with these choices in the following form:

f(θ|y) = f(y|θ)f(θ)
f(y)

∝ f(y|θ)f(θ)

∝ exp
(
−1

2(y− θ)TW (y− θ)
)

exp
(
−1

2θ
TPλθ

)
∝ exp

(
−1

2
[
(y− θ)TW (y− θ) + θTPλθ

])
.
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The mode of the posterior distribution, θ̂ = argmax
θ

[f(θ|y)], also known as the maximum a

posteriori (MAP) estimate, coincides with the solution ŷ from Equation 2, whose explicit form
is given by Equation 3.

2.2 Posterior distribution of θ|y

A second-order Taylor expansion of the log-posterior likelihood around ŷ = θ̂ gives us:

ln f(θ|y) = ln f(θ̂|y) + ∂ ln f(θ|y)
∂θ

∣∣∣∣T
θ=θ̂

(θ − θ̂) + 1
2(θ − θ̂)T ∂2 ln f(θ|y)

∂θ∂θT

∣∣∣∣∣
θ=θ̂

(θ − θ̂) (4)

where ∂ ln f(θ|y)
∂θ

∣∣∣∣
θ=θ̂

= 0 and ∂2 ln f(θ|y)
∂θ∂θT

∣∣∣∣∣
θ=θ̂

= −(W + Pλ).

Note that this last derivative no longer depends on θ, and higher-order derivatives beyond 2 are
all zero. The Taylor expansion allows for an exact computation of ln f(θ|y). By substituting
the result back into Equation 4, we obtain:

f(θ|y) ∝ exp
[
ln f(θ̂|y)− 1

2(θ − θ̂)T (W + Pλ)(θ − θ̂)
]

∝ exp
[
−1

2(θ − θ̂)T (W + Pλ)(θ − θ̂)
]

which can immediately be recognized as the density of the N (θ̂, (W + Pλ)−1) distribution.

2.3 Consequence for Whittaker-Henderson smoothing

The assumption θ ∼ N (0, P−λ ) corresponds to a simple Bayesian formalization of the smoothness
criterion. It reflects a (improper) prior belief of the modeler about the underlying distribution
of the observation vector y.

The use of Whittaker-Henderson smoothing in the Bayesian framework and the construction
of credible intervals are conditioned on the validity of the assumption y|θ ∼ N (θ,W−). The
components of the observation vector should be independent and have known variances. The
weight vector w used should contain the inverses of these variances. Under these assumptions,
credible intervals at 100(1− α)% for smoothing can be constructed and take the form:

E(y)|y ∈
[
ŷ± Φ−1

(
1− α

2

)√
diag {(W + Pλ)−1}

]
(5)
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with probability 1− α
2 where ŷ = (W + Pλ)−1Wy and Φ denotes the cumulative distribution

function of the standard normal distribution. According to Marra and Wood (2012), these
credible intervals provide satisfactory coverage of the corresponding frequentist confidence
intervals and can therefore be used as practical substitutes.

3 Which observation and weight vectors to use?

Section 2 highlighted the need to apply the Whittaker-Henderson smoothing to independent
observation vectors y and weight vectors w corresponding to the inverses of the variances of
the components of y in order to obtain a measure of uncertainty in the results. In this section,
we propose, within the framework of duration models used for constructing experience tables,
vectors y and w that satisfy these conditions.

3.1 Duration models framework: one-dimensional case

Consider the observation of m individuals in a longitudinal study subject to left truncation and
right censoring phenomena. Suppose we want to estimate a single distribution that depends
on only one continuous explanatory variable, denoted by x. For illustration purposes, we can
consider it as a mortality distribution with the explanatory variable of interest x representing
age. Such a distribution is fully characterized by one of the following quantities:

• the cumulative distribution function F (x) or its complement, the survival function
S(x) = 1− F (x),
• the associated probability density function f(x) = − d

dxS(x),
• the instantaneous hazard function µ(x) = − d

dx lnS(x).

Suppose that the considered distribution depends on a vector of parameters θ that we want
to estimate using maximum likelihood. The likelihood associated with the observation of the
individuals can be written as follows:

L(θ) =
m∏
i=1

[
f(xi + ti,θ)
S(xi,θ)

]δi [S(xi + ti,θ)
S(xi,θ)

]1−δi
(6)

Where xi represents the age at the start of observation, ti represents the observation duration,
i.e., the time elapsed between the start and end dates of observation, and δi is the indicator
of event observation, which takes the value 1 if the event of interest is observed and 0 if the
observation is censored. We will not go into the details of calculating these three quantities,
which should take into account the individual-specific information such as the subscription
date, redemption date if applicable, as well as the global characteristics of the product, such as
the presence of a deductible or medical selection phenomenon, and the choice of a restricted
observation period due to data quality issues or delays in the reporting of observations. These
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factors typically lead to a narrower observation period than the actual presence period of
individuals in the portfolio.

The various quantities introduced above are related by the following relationships:

S(x) = exp

 x∫
u=0

µ(u)du

 and f(x) = µ(x)S(x).

The maximization of the likelihood in Equation 6 is equivalent to the maximization of the
associated log-likelihood, which can be rewritten using only the instantaneous hazard function
(also known as the mortality rate in the case of the death risk):

`(θ) =
m∑
i=1

δi lnµ(xi + ti,θ)−
ti∫
u=0

µ(xi + u,θ)du

 (7)

To discretize the problem, let us assume that the mortality rate is piecewise constant over
one-year intervals between two integer ages. Formally, we have µ(x+ ε) = µ(x) for all x ∈ N
and ε ∈ [0, 1[. Furthermore, if 1 denotes the indicator function, then for any 0 ≤ a < xmax,
we have

∑xmax
x=xmin 1(x ≤ a < x+ 1) = 1, where xmin = min(x) and xmax = max(x). Equation 7

can be rewritten as:

`(θ) =
m∑
i=1

[
xmax∑
x=xmin

δi1(x ≤ xi + ti < x+ 1) lnµ(xi + ti,θ)

−
ti∫
u=0

xmax∑
x=xmin

1(x ≤ xi + u < x+ 1)µ(xi + u,θ)du

 .
The assumption of piecewise constant mortality rate implies that:

1(x ≤ xi + ti < x+ 1) lnµ(xi + ti,θ) = 1(x ≤ xi + ti < x+ 1) lnµ(x,θ) and
1(x ≤ xi + u < x+ 1)µ(xi + u,θ) = 1(x ≤ xi + u < x+ 1) lnµ(x,θ).

It is then possible to interchange the two summations to obtain the following expressions:
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`(θ) =
xmax∑
x=xmin

[lnµ(x,θ)d(x)− µ(x,θ)ec(x)] where

d(x) =
m∑
i=1
δi1(x ≤ xi + ti < x+ 1) and

ec(x) =
m∑
i=1

ti∫
u=0

1(x ≤ xi + u < x+ 1)du =
m∑
i=1

[min(ti, x− xi + 1)−max(0, x− xi)]+

by denoting a+ = max(a, 0), where d(x) and ec(x) correspond to the number of observed deaths
between ages x and x+ 1 and the sum of observation durations of individuals between these
ages, respectively (the latter quantity is also known as central exposure to risk).

3.2 Extension to the two-dimensional case

The extension of the proposed approach to the two-dimensional framework requires only minor
adjustments to the previous reasoning. Let zmin = min(z) and zmax = max(z). The piecewise
constant assumption for the mortality rate needs to be extended to the second dimension.
Formally, we now assume that µ(x+ε, z+ξ) = µ(x, z) for all pairs x, z ∈ N and ε, ξ ∈ [0, 1[. The
sums involving the variable x are then replaced by double sums considering all combinations of
x and z. The log-likelihood is given by:

`(θ) =
xmax∑
x=xmin

zmax∑
z=zmin

[lnµ(x, z,θ)d(x, z)− µ(x, z,θ)ec(x, z)] where

d(x, z) =
m∑
i=1
δi1(x ≤ xi + ti < x+ 1)1(z ≤ zi + ti < z + 1) and

ec(x, z) =
m∑
i=1

ti∫
u=0

1(x ≤ xi + u < x+ 1)1(z ≤ zi + u < z + 1)du

=
m∑
i=1

[min(ti, x+ 1− xi, z + 1− zi)−max(0, x− xi, z − zi)]+

3.3 Likelihood equations

The choice µ(θ) = exp(θ), which corresponds to considering one parameter per observation,
allows us to relate to the Whittaker-Henderson smoothing. Using the exponential function
ensures positive values for the estimated mortality rate. The expressions of the likelihood in the
one-dimensional or two-dimensional case can then be written in a common vectorized form:
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`(θ) = θTd− exp(θ)Tec (8)

where d and ec represent the vectors of observed deaths and exposures to risk, respectively.
The derivatives of the likelihood function for this model are given by:

∂`

∂θ
= [d− exp(θ)� ec] and ∂2`

∂θ∂θT
= −Diag(exp(θ)� ec). (9)

Note that these likelihood equations are exactly what we would obtain by assuming that the
observed numbers of deaths, conditional on the observed exposures to risk ec, follow Poisson
distributions with parameters µ(θ)�ec. The model presented here has many similarities with a
Poisson GLM (John Ashworth Nelder and Wedderburn 1972). However, the initial assumptions
are not the same for both models.

These likelihood equations have an explicit solution given by θ̂ = ln(d/ec). This model,
which treats each age independently, is known as the crude rates estimator. The properties
of the maximum likelihood estimator imply that asymptotically θ̂ ∼ N (θ,W−1

θ̂
), where Wθ̂

is a diagonal matrix with elements exp(θ̂)� ec = (d/ec)� ec = d. It should be noted that
the asymptotic nature and the validity of this approximation are related to the number of
individuals m in the portfolio and not the size n of the vectors d and ec.

Thus, we have shown that in the framework of duration models, using the crude rates estimator,
asymptotically ln(d/ec) ∼ N (lnµ,W−1), where W = Diag(d). This justifies applying the
Whittaker-Henderson smoothing to the observation vector y = ln(d/ec) and weight vector
w = d. According to the results from Section 2, we obtain the following associated credible
intervals:

lnµ|d, ec ∈
[
θ̂ ± Φ−1

(
1− α

2

)√
diag {(Diag(d) + Pλ)−1}

]

where θ̂ = (Diag(d) + Pλ)−1Diag(d)[ln(d)− ln ec]. Results on µ can be obtained directly by
exponentiating the above expression.

4 How to improve the accuracy of smoothing with limited data
volume?

4.1 Generalized Whittaker-Henderson smoothing

The approach described in Section 3.3 relies on the asymptotic properties of the maximum
likelihood estimator, which provide a theoretical framework for applying smoothing using the
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crude rates estimator. However, the validity of these asymptotic properties in practice, where
we have a limited number of observations, may be questioned.

Another approach is to apply the Bayesian reasoning presented in Section 2 directly to the
likelihood of Equation 8. Let us assume again that θ ∼ N (0, P−λ ) and write, using Bayes’
theorem:

f(θ|d, ec) = f(d, ec|θ)f(θ)
f(d, ec) ∝ f(d, ec|θ)f(θ) ∝ exp

[
`(θ)− 1

2θ
TPλθ

]
.

The quantity `P (θ) = `(θ)− 1
2(θ)TPλ(θ) will be referred to as the penalized likelihood. The

maximum a posteriori θ̂ = argmax
θ

f(θ|d, ec) corresponds, once again, to the maximum of the

penalized likelihood θ̃ = argmax
θ

`P (θ).

A second-order Taylor expansion of the posterior log-likelihood around θ̂ yields:

ln f(θ|d, ec) ' ln f(θ̂|d, ec) + ∂ ln f(θ|d, ec)
∂θ

∣∣∣∣T
θ=θ̂

(θ − θ̂) + 1
2(θ − θ̂)T ∂2 ln f(θ|d, ec)

∂θ∂θT

∣∣∣∣∣
θ=θ̂

(θ − θ̂)

(10)

avec ici ∂ ln f(θ|d, ec)
∂θ

∣∣∣∣
θ=θ̂

= 0 and ∂2 ln f(θ|d, ec)
∂θ∂θT

∣∣∣∣∣
θ=θ̂

= −(Wθ̂ + Pλ).

where Wθ̂ = Diag(exp(θ̂)� ec).

Unlike the normal case studied in Section 2, the higher-order derivatives of the posterior
log-likelihood are not zero, and the Equation 10 represents an approximation of the posterior
log-likelihood known as the Laplace approximation, which becomes more accurate as the
number of observations increases. Asymptotically:

f(θ|d, ec) ∝ exp
[
`P (θ̂)− 1

2(θ − θ̂)T (Wθ̂ + Pλ)(θ − θ̂)
]

∝ exp
[
−1

2(θ − θ̂)T (Wθ̂ + Pλ)(θ − θ̂)
]

and the posterior distribution is thus equivalent to N (θ̂, (Wθ̂ + Pλ)−1). Since θ = lnµ, this
result allows for the construction of asymptotic credible intervals at 100(1− α) for lnµ|d, ec,
in the form:

lnµ|d, ec ∈
[
θ̂ ± Φ−1

(
1− α

2

)√
diag

{
(Wθ̂ + Pλ)−1}] .
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Unlike Equation 9, it is not possible to determine the maximum of the penalized likelihood θ̂
explicitly. However, the Newton algorithm allows for a numerical solution of the likelihood equa-
tions by constructing a sequence of estimators (θk)k≥0 that converges to θ̂ = argmax

θ
`P (θ).

These estimators are recursively defined as:

θk+1 = θk −

 ∂2`P

∂θ2

∣∣∣∣∣
θ=θk

−1
∂`P
∂θ

∣∣∣∣
θ=θk

= θk + (Wk + Pλ)−1(d− exp(θk)� ec − Pλθk)]
= (Wk + Pλ)−1Wkzk

by denoting Wk = Diag(exp(θk)� ec) and zk = θk +W−1
k [d− exp(θk)� ec]. An interesting

initialization choice for the algorithm starts with the crude rates estimator, setting θ0 =
ln(d/ec), from which we derive W0 = Diag(d) and z0 = ln(d/ec).

With this choice θ1 = (W0 + Pλ)−1W0z0 corresponds to the solution of the original Whittaker-
Henderson smoothing. Subsequent iterations can also be seen as successive applications
of the original smoothing to pseudo-observation vectors zk and associated weight vectors
wk = diag(Wk), adjusted at each iteration. The proposed approach can thus be considered
as an iterative variant of the original Whittaker-Henderson smoothing, where the choice of
observation and weight vectors is refined at each step. The connection between the approach
presented in this section and the original smoothing is of the same nature as that between a
linear model and its generalized version. Therefore, we will refer to this approach as generalized
Whittaker-Henderson smoothing throughout the rest of the paper. Algorithm 1 provides an
implementation of this new version of the smoothing.

4.2 Impact of the normal approximation of the original Whittaker-Henderson
smoothing

We have shown that the original Whittaker-Henderson smoothing can be interpreted as a
normal approximation of a penalized likelihood maximization problem. To assess the impact of
this approximation in practice, we rely on six simulated datasets that capture the characteristics
of real biometric risks. These datasets include:

• In the one-dimensional case, three annuity portfolios with 20,000, 100,000, and 500,000
policyholders, respectively.

• In the two-dimensional case, three annuity portfolios for policyholders in a long-term
care situation, with 1,000, 5,000, and 25,000 dependent policyholders, respectively.
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Algorithm 1: Iterative solution of generalized Whittaker-Henderson smoothing
inputs : d and ec
outputs : θ̂ and Var(θ̂)
parameters: λ, q, ε` = 10−8

begin
Construct the penalty matrix Pλ based on the difference matrices of order q.
k ← 0
θ0 ← ln(d/ec)
l0 ← −∞, cond` ← true
while cond` do

Wk ← Diag(exp(θk)� ec)
zk ← θk +W−1

k [d− exp(θk)� ec]
Ψk+1 ← (Wk + Pλ)−1

θk+1 ← Ψk+1Wkzk
lk+1 ← `P (θk+1), cond` ← lk+1 − lk ≥ ε` × sum(d)
k ← k + 1

θ̂ ← θk, Var(θ̂)← Ψk

For each of these portfolios, we first calculate the observed event counts d and the central
exposure to risk ec based on discretized explanatory variables of interest: age x for the
one-dimensional case and combinations (x, z) of age and long-term care duration for the two-
dimensional case. We then apply Whittaker-Henderson smoothing to the vectors y = ln(d/ec)
and w = d on one hand, or directly to the vectors d and ec within the framework of the
generalization proposed in Section 4 on the other hand. The parameter λ used is determined
for each example using a method that will be detailed in Section 5. Here, we simply specify
that for each portfolio, the same parameter λ is used for both approaches, which corresponds
to the same prior belief on the vector θ = lnµ.

The two approaches aiming to estimate the vector θ = lnµ can be directly compared using
the parameters θ̂norm and θ̂ML, estimated respectively by the normal approximation of the
smoothing and by the maximization of the penalized likelihood. Since the first estimator can
be seen as an approximate version of the second, we propose to use the error measure:

∆(θ) = `P (θ̂ML)− `P (θ)
`P (θ̂ML)− `P (θ̂∞)

(11)

where θ̂∞ corresponds to the parameter vector that maximizes the penalized likelihood with
an infinite penalty. It will become apparent in Section 6.2 that this choice corresponds to the
polynomial of degree q − 1 that maximizes the likelihood. By definition, θ̂ML = argmax

θ
`P (θ),

and thus ∆(θ) ≥ 0 for any vector θ. Furthermore, ∆(θ̂ML) = 0 and ∆(θ̂∞) = 1. A model
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Table 1: Impact of the normal approximation associated with Whittaker smoothing on a
selection of 6 fictional insurance portfolios.

Portfolio Head count Relative error on penalized deviance
One-dimensional 20 000 7,52 %
One-dimensional 100 000 0,23 %
One-dimensional 500 000 0,09 %
Two-dimensional 1 000 1 784,54 %
Two-dimensional 5 000 122,87 %
Two-dimensional 25 000 6,95 %

for which ∆(θ) > 1 can be considered as having no practical interest, as it is less probable
than a simple polynomial fit according to the prior belief used. The indicator ∆ constructed
in this way allows interpreting the quality of the used approximation within certain limits.
For the purposes of this paper, a difference of less than 1% is considered negligible, while a
difference greater than 10% is considered prohibitive. Differences between 1% and 10% will be
interpreted more nuanced. This choice is obviously arbitrary.

The discrepancies obtained for each of the 6 portfolios studied are presented in Table 1. These
discrepancies naturally decrease with the size of the portfolio, as the validity of the normal
approximation increases. In the one-dimensional case, the discrepancy is modest for the
two largest portfolios but significant for the smallest one. In the two-dimensional case, the
discrepancy is significant for the largest portfolio and prohibitive for the two smallest ones.
This is because using the observed death vector as the weight vector introduces a bias by
overweighting observations with the highest crude rate and underweighting those with the
lowest crude rate. In light of these results, it seems appropriate to prioritize the use of the
generalized Whittaker-Henderson smoothing, especially since its implementation does not pose
significant practical difficulties.

5 How to choose the smoothing parameter(s)?

This section is dedicated to the choice of the smoothing parameter λ in the one-dimensional
case or the pair λ = (λx, λz) in the two-dimensional case. As shown in Figures 1 and 2, this
choice strongly impacts the obtained results. Ideally, the selection of the smoothing parameter
is based on the optimization of a statistical criterion, typically belonging to one of two major
families.

On one hand, there are criteria based on the minimization of the model’s prediction error, among
which the Akaike information criterion (AIC, Akaike 1973) and the generalized cross-validation
(GCV, Wahba 1980) are included. The Bayesian information criterion (BIC, Schwarz 1978)
has a similar form to AIC, although its theoretical justification is very different, and thus it
can be considered part of this group.
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On the other hand, there are criteria based on the maximization of a likelihood function known
as the marginal likelihood. This type of criterion was introduced by Patterson H. D. (1971)
in the Gaussian case, initially under the name of restricted likelihood (REML), and used by
Anderssen and Bloomfield (1974) for the selection of smoothing parameters. Wahba (1985) and
Kauermann (2005) show that criteria minimizing prediction error have the best asymptotic
performance, but their convergence to the optimal smoothing parameters is slower. For finite
sample sizes, criteria based on the maximization of a likelihood function are considered a more
robust choice by many authors, such as Reiss and Todd Ogden (2009) or Wood (2011).

Figure 3 shows the values of GCV and marginal likelihood as a function of the smoothing
parameter for the data used to produce Figure 1. When the marginal likelihood exhibits a
clearly defined optimum, GCV has two optima, one of which coincides with the marginal
likelihood’s optimum. The second optimum results in a model with nearly 45 degrees of freedom,
which is not a plausible choice for the underlying mortality risk. For these reasons, we will
favor the marginal likelihood as the selection criterion, especially since this choice naturally fits
into the Bayesian framework introduced in Sections 2 and 4.

We will first discuss the selection in the case of the original Whittaker-Henderson smoothing
and then extend the selection to the generalized case introduced in Section 4, introducing two
competing approaches that will be subsequently compared.
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Figure 3: Comparison, in the context of one-dimensional Whittaker-Henderson smoothing, of
the Generalized Cross-Validation (GCV) criterion and the marginal likelihood, as
selection criteria for the smoothing parameter.

5.1 Selection in the context of the original smoothing

Let us start from the notations and assumptions from Section 2, namely y|θ ∼ N (θ,W−)
and θ|λ ∼ N (0, P−λ ). In a purely Bayesian approach, it would be necessary to define a prior
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distribution on λ and then estimate the posterior distribution of each parameter vector using
methods such as Markov Chain Monte Carlo. The empirical Bayesian approach we adopt seeks
to find the value of λ that maximizes the marginal likelihood:

Lmnorm(λ) = f(y|λ) =
∫
f(y,θ|λ)dθ =

∫
f(y|θ)f(θ|λ)dθ.

This corresponds to the maximum likelihood method applied to the smoothing parameter. Let
us explicitly rewrite the expressions of f(y|θ) and f(θ|λ) introduced in Section 2:

f(y|θ) =
√
|W |+
(2π)n∗

exp
(
−1

2(y− θ)TW (y− θ)
)

f(θ|λ) =
√
|Pλ|+

(2π)p−q exp
(
−1

2θ
TPλθ

)

where |A|+ denotes the product of the non-zero eigenvalues of A, n∗ is the number of non-zero
diagonal elements of W , and q is the number of zero eigenvalues of Pλ (q = qx × qz in the
two-dimensional case). Based on the Taylor expansion performed in Section 2, let us recall
that:

ln f(y,θ|λ) = ln f(y, θ̂λ|λ) + 1
2(θ − θ̂λ)T (W + Pλ)(θ − θ̂λ)

which leads to:

Lmnorm(λ) =
∫

exp[ln f(y,θ|λ)]dθ

= f(y, θ̂λ|λ)
∫

exp
[
−1

2(θ − θ̂λ)T (W + Pλ)(θ − θ̂λ)
]
dθ

= f(y, θ̂λ|λ)
√

(2π)p
|W + Pλ|

= fy(y|θ̂λ)fθ(θ̂λ|λ)
√

(2π)p
|W + Pλ|

=
√

|W |+|Pλ|+
(2π)n∗−q|W + Pλ|

exp
(
−1

2

[
(y− θ̂λ)TW (y− θ̂λ) + θ̂TλPλθ̂λ

])
.

The associated log-likelihood can be expressed as follows:

`mnorm(λ) = −1
2

[
(y− θ̂λ)TW (y− θ̂λ) + θ̂TλPλθ̂λ

− ln |W |+ − ln |Pλ|+ + ln |W + Pλ|+ (n∗ − q) ln(2π)] .
(12)
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Once the selection of λ has been determined using the estimator λ̂ = argmax
λ

`mnorm(λ), the

lack of an explicit solution to Equation 12 forces us to resort to numerical methods for its
resolution. The Newton algorithm could once again be employed here and is a robust choice.
This approach was notably adopted by Wood (2011). However, explicitly calculating the
derivatives of the likelihood `mnorm is rather difficult from an operational perspective. Instead,
we will use general heuristics such as those provided by Brent (1973) and John A. Nelder and
Mead (1965), which are applicable to any sufficiently smooth function. These heuristics do not
require derivative calculations and are implemented in the optimize and optim functions of
the statistical programming language R.

Computing the marginal likelihood using Equation 12 requires the estimation of various
intermediate quantities, with the most demanding being the estimation of θ̂λ. This estimation
is based on Equation 3 and ideally involves the inversion of the symmetric matrix W + Pλ
through a Cholesky decomposition. The calculation of ln |W + Pλ| is immediate for the
triangular matrices resulting from this decomposition. Note that since the matrix Pλ is a
linear combination of the matrix DT

n,qDn,q in the one-dimensional case, and the matrices
Inz ⊗DT

nx,qxDnx,qx and DT
nz ,qzDnz ,qz ⊗ Inx in the two-dimensional case, it is only necessary to

form these matrices once. Furthermore, the calculation of ln |Pλ|+ can be efficiently performed
by computing the eigendecomposition of the matrix DT

n,qDn,q (or the matrices DT
nx,qxDnx,qx

and DT
nz ,qzDnz ,qz in the two-dimensional case). This calculation then only requires multiplying

these eigenvalues by the corresponding element of λ and taking the logarithm. Finally, since
the terms ln |W |+ and (n∗ − q) ln(2π) do not depend on λ, they can be ignored altogether.

5.2 Selection in the generalized smoothing framework: outer iteration approach

It is possible to extend the previous approach to the framework of penalized likelihood introduced
in Section 4. The Taylor expansion used in Section 5.1 can be applied in this context and
yields:

LmML(λ) =
∫

exp[ln f(d, ec,θ|λ)]dθ

' f(d, ec, θ̂λ|λ)
∫

exp
(
−1

2(θ − θ̂λ)T (Wθ̂λ
+ Pλ)(θ − θ̂λ)

)
dθ

' f(d, ec, θ̂λ|λ)

√√√√ (2π)p
|Wθ̂λ

+ Pλ|

' l(θ̂λ)fθ(θ̂λ|λ)

√√√√ (2π)p
|Wθ̂λ

+ Pλ|

' l(θ̂λ)

√√√√ (2π)q|Pλ|+
|Wθ̂λ

+ Pλ|
exp

(
−1

2 θ̂
T
λPλθ̂λ

)
.
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This gives us the expression for the likelihood in this framework:

`mML(λ) ≈ l(θ̂λ)− 1
2

[
θ̂
T
λPλθ̂λ − ln |Pλ|+ + ln |Wθ̂λ

+ Pλ| − q ln(2π)
]
. (13)

Unlike the normal case, the Taylor expansion does not allow for an exact calculation of the
marginal likelihood but provides an approximation known as the Laplace approximation, whose
validity depends on the number of available observations. Equation 13 does not have an explicit
solution and requires numerical resolution. The calculation of the Laplace approximation of
the marginal likelihood is done in a similar manner to Equation 12 from Section 5.1, with the
only notable difference being that the vector θ̂λ must be estimated iteratively using Algorithm
1. This leads to Algorithm 2 for selecting the smoothing parameter which includes two nested
iterative calculations: the calculation of θ̂λ, for a fixed λ, using the Newton algorithm, and
the search for the maximum of `mML using heuristics such as the Brent and Nelder-Mead
algorithms in the one-dimensional and two-dimensional case, respectively. Since the selection
of λ corresponds to the outer iterative loop here, and to distinguish it from the approach
introduced in the next section, we will refer to it as the outer iteration approach.

Algorithm 2: Parameter selection for generalized Whittaker-Henderson smoothing -
outer iteration approach.
inputs : d and ec
outputs : λ̂, θ̂λ̂ and Var(θ̂λ̂)
parameters: q, ε` = 10−8, εml = 10−8

begin
k ← 0
ml0 ← −∞, condml ← true
while condml do

If k = 0, choose an arbitrary value λ0 for the smoothing parameter(s); otherwise,
choose the next value λk using the selected heuristic
Use Algorithm 1 to determine the vector θλk associated with the choice of λk
with an accuracy greater than ε`
Calculate the marginal likelihood `mML(λk) associated with the choice of λk using
the intermediate quantities calculated during the estimation of θλk
mlk+1 ← `mML(λk), condml ← mlk+1 −mlk ≥ εml × sum(d)
k ← k + 1

θ̂ ← θ̂λ̂, Var(θ̂)← Ψk
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5.3 Selection in the generalized smoothing framework: performance iteration
approach

An alternative to the approach developed in Section 5.2 is to start from Algorithm 1 and
notice that at each step of the algorithm, the solved equations coincide with those obtained
by assuming that zk|θ ∼ N (θ,W−1

k ) and θ ∼ N (0, P−λ ). Therefore, it is possible to rely on
the methodology proposed in Section 5.1 and numerically estimate, at the beginning of each
iteration of Algorithm 1, the smoothing parameter that maximizes the marginal likelihood
`mnorm in which y would be replaced by zk and W by Wk. This is what Algorithm 3 proposes.
A justification for this approach is given by (Wood 2006, p149). From a practical point of
view, this approach conceptually reverses the nesting order of the two types of iterations and
can, in some cases, provide a considerable time gain. It was introduced by Gu (1992) as the
“performance (oriented) iteration” approach. However, unlike the outer iteration approach,
the convergence of the performance iteration approach cannot be guaranteed. Indeed, the
penalized likelihood calculated in Algorithm 3 is not directly comparable between iterations
because it is based on a different smoothing parameter and, therefore, a different prior. There
are situations in which this algorithm may not converge. However, this difficulty seems to be
more of a theoretical nature than a practical one for the optimization problem addressed in
this paper.

Algorithm 3: Parameter selection for generalized Whittaker-Henderson smoothing -
performance iteration approach
inputs : d and ec
outputs : λ̂, θ̂λ̂ and Var(θ̂λ̂)
parameters: q, ε` = 10−8, εml = 10−8

begin
k ← 0
θ0 ← ln(d/ec)
l0 ← −∞, cond` ← true
while cond` do

Wk ← Diag(exp(θk)� ec)
zk ← θk +W−1

k [d− exp(θk)� ec]
Estimate the parameter λk maximizing the regularized marginal likelihood `mnorm
associated with the observation vector zk and the weight matrix Wk, using the
selected heuristic, with an accuracy greater than εml × sum(d)

Ψk+1 ← (Wk + Pλk)−1

θk+1 ← Ψk+1Wkzk
lk+1 ← `P (θk+1|λk), cond` ← lk+1 − lk ≥ ε` × sum(d)
k ← k + 1

λ̂← λk; Use Algorithm 1 to obtain the values of θ̂λ̂ and Var(θ̂λ̂) corresponding to
the parameter λ̂
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5.4 Comparison of outer iteration and performance iteration approaches

In Sections 5.2 and 5.3, we introduced two alternatives for the selection of parameters in
generalized Whittaker-Henderson smoothing. This section aims to study the consequences
of choosing one approach over the other in terms of result accuracy and computational time.
While the objective of Section 4.2 was to highlight a bias in the asymptotic approximation
associated with the original Whittaker-Henderson smoothing for small portfolios, here we aim
to measure these impacts more precisely. We limit our analysis to intermediate-sized portfolios
as presented in Section 4.2 (i.e., 100,000 rows for the one-dimensional case and 5,000 rows for
the two-dimensional case), but we use 100 replicates of each portfolio, generated from the same
mortality and censoring laws, to increase the robustness of our analysis.

The outer iteration and performance iteration approaches can be directly compared based on
the selected parameter λ and using the marginal likelihood `mML(λ). Similar to Section 4.2, we
define the error criterion as:

∆(λ) = `mML(λ̂outer)− `mML(λ)
`mML(λ̂outer)− `mML(∞)

(14)

where `mML(∞) corresponds to the approximation of the marginal likelihood associated with
the choice of an infinite smoothing parameter. Again, the defined ∆ satisfies the properties
∆(λouter) = 0 and ∆(∞) = 1. This criterion is interpreted in the same way as the one given by
Equation 11.
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Figure 4: Distribution of the difference between the two presented approaches for selecting
the smoothing parameter, for 100 simulated portfolios, in the one-dimensional and
two-dimensional case.
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Figure 4 represents the empirical distribution of the difference between the outer iteration and
performance iteration approaches, and Figure 5 represents the distribution of the associated
computation time for each approach. The use of the performance iteration approach results
in a difference below 1% for the 100 simulated datasets, both in the one-dimensional and
two-dimensional case. The associated computation time is reduced by a factor of 2 in the
one-dimensional case and nearly 4 in the two-dimensional case. Considering the significant
computation times in the latter case, the use of the performance iteration approach presents a
real operational advantage.
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Figure 5: Distribution of the computation time associated with the two presented approaches for
selecting the smoothing parameter, for 100 simulated portfolios, in the one-dimensional
and two-dimensional case.

6 How to improve smoothing performances with a large number of
data points?

6.1 Motivation

Whittaker-Henderson smoothing is considered to be full-rank smoothing as it contains as many
parameters as there are observation points. This characteristic allows it to faithfully reproduce
any input signal, provided that a sufficient number of observations are available. More formally,
the estimator associated with smoothing is asymptotically unbiased since:

E(ŷ) = (W + Pλ)−1WE(y) →
m→∞

E(y)

where m represents the number of observed individuals and is involved in the matrix W . The
downside is that it may become impractical in presence of many observations points n. Indeed,

24



the algorithms presented in Section 5 require the inversion of the n× n matrix W + Pλ, an
operation with a time complexity of O(n3), which needs to be repeated at each iteration of the
algorithm, regardless of the chosen method.

For biometric risks that depend solely on age, discretized on an annual basis, the number of
observations rarely exceeds 100, and computation time is not a significant concern. However,
in the two-dimensional case, the number of observations can take much larger values in several
practical cases, including:

• For the disability risk, it is necessary to construct disability survival tables for entry ages
ranging from 18 to 62 and exit ages ranging from the entry age to 62. This represents
[(62− 18)× (62− 18 + 1)/2 = 990 observations.

• Also for the disability risk, it is necessary to construct transition tables from incapacity to
disability for entry ages ranging from 18 to 67 and monthly incapacity durations ranging
from 0 to 36 months. This represents (67− 18)× (36− 0) = 1, 764 observations.

• For the long-term care risk, as the coverage is lifelong, it is necessary to construct tables
for all ages and long-term care durations encountered in the data. Assuming observation
ages ranging from 50 to 110 and durations ranging from 0 to 20 years, this already
represents (110− 50)× (20− 0) = 1, 200 observations.

The practical applications described above thus require computation times on the order of
several minutes for each smoothing application. When smoothing is intended to be used
repeatedly, for example, in simulation contexts, reducing the computation time becomes an
operational challenge.

6.2 Smoothing and eigendecomposition

The eigendecomposition of the penalization matrix is key to a better understanding of smoothing
and allows for an approximation of the smoothing problem with p < n parameters. Let us
consider the one-dimensional case and write the decomposition for the symmetric matrix
DT
n,qDn,q. It takes the form DT

n,qDn,q = UΣUT , where Σ is a diagonal matrix containing the
eigenvalues of DT

n,qDn,q and U is an orthogonal matrix such that UTU = UUT = In. Let us
perform the reparameterization β = UTθ ⇔ θ = Uβ. The smoothness criterion becomes:

θTPλθ = (Uβ)TPλ(Uβ) = λβTUTUΣUTUβ = λβTΣβ. (15)

and Equation 2 takes the form:

ŷ = U β̂ where β̂ = argmin
β

{
(y− Uβ)TW (y− Uβ) + λβTΣβ

}
. (16)
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In the original formulation of smoothing, the parameters directly corresponded to the smoothed
values. With this new parameterization, β can be interpreted as a vector of coordinates in
the basis of eigenvectors of Pλ, providing a decomposition of the signal into components that
are more or less smooth according to the employed penalization. Figure 6 represents 8 of the
eigenvectors associated with q = 2 for a basis of size n = 74, which corresponds to the number
of observations in the mortality portfolio used, notably in Figure 1. The eigenvalues associated
with the first q eigenvalues are zero. This result can be easily explained by noting that Dn,q is
a matrix of dimensions (n− q)× n and rank n− q.
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Figure 6: Graphical representation of a subset of columns from a basis of eigenvectors associated
with n = 74 and q = 2 in the one-dimensional case. The 8 vectors in the subset are
displayed in order of increasing penalization.

By using the fact that U−1 = UT and making the connection with Equation 3, we obtain the
explicit solution:

ŷ = U(UTWU + Sλ)−1UTWy where Sλ = λΣ (17)

In order to interpret Equation 17, let us consider the special case where all weights are equal
to 1, and we have:
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ŷ = U(UTU + λΣ)−1UTy = U(In + λΣ)−1UTy

The transformation from y to ŷ can then be seen as a three-step process, reading the equation
from right to left:

1. Decomposition of the signal y in the basis of eigenvectors through the left multiplication
by UT .

2. Attenuation of the signal components based on the eigenvalues associated with these
components. If we denote s = diag(Σ), then (In + λΣ)−1 = Diag[1/(1 + λs)]. After the
left multiplication by (In + λΣ)−1, each component is divided by a coefficient 1 + λs ≥ 1.
This attenuation coefficient increases linearly with λ, but at different rates for each
eigenvalue.

3. Reconstruction of the attenuated signal in the canonical basis through the left multiplica-
tion by U .

In the presence of non-unit weights, things are not as straightforward since UTWU is no longer
a diagonal matrix. However, it is still possible to visualize the effect of smoothing by looking
at the matrix F = (UTWU + Sλ)−1UTWU . In fact:

UT ŷ = UTU θ̂ = θ̂ = (UTWU + Sλ)−1UTWy = (UTWU + Sλ)−1UTWUUTy = FUTy

Since the vectors UTy and β̂ = UT ŷ represent the coordinates of the signals y and ŷ in the
basis of eigenvectors of DT

n,qDn,q, F corresponds to a coordinate transformation matrix playing
a similar role for the parameters as the hat matrix H = U(UTWU + Sλ)−1UTW does for the
observations. The diagonal values of F can be interpreted as the effective degrees of freedom
associated with each eigenvector after smoothing. It can be verified that:

tr(F ) = tr[(UTWU + Sλ)−1UTWU ] = tr[U(UTWU + Sλ)−1UTW ] = tr(H)

which means that the sum of the effective degrees of freedom remains the same whether it is
counted per observation or per parameter.

Figure 7 represents the effective degrees of freedom per parameter in the previous illustration
of smoothing. The first q eigenvectors are never penalized, so their effective degrees of freedom
are always equal to 1, regardless of the smoothing parameter used. The other eigenvectors have
strictly decreasing effective degrees of freedom with λ. These degrees of freedom are generally
decreasing with increasing eigenvalues of DT

n,qDn,q, although in the presence of non-unit weights
and for small values of λ, this may not always be the case.
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Figure 7: Distribution of residual degrees of freedom per eigenvector after applying the
Whittaker-Henderson smoothing, in the one-dimensional case, for different values of
the smoothing parameter.

6.3 Extension to the two-dimensional case

In the two-dimensional case, we have Pλ = λxInz ⊗ DT
nx,qxDnx,qx + λzD

T
nz ,qzDnz ,qz ⊗ Inx .

Similar to the one-dimensional case, we can perform the eigendecomposition of the matrices
DT
nx,qxDnx,qx and DT

nz ,qzDnz ,qz , yielding DT
nx,qxDnx,qx = UxΣxU

T
x and DT

nz ,qzDnz ,qz = UzΣzU
T
z .

Let us define U = Uz ⊗ Ux and perform the reparameterization β = UTθ ⇔ θ = Uβ. By
leveraging the properties of the Kronecker product, we can rewrite the smoothness criterion in
a simplified form:

θTPλθ = (Uβ)TPλ(Uβ)
= (Uβ)T (λxInz ⊗ UxΣxU

T
x + λzUzΣzU

T
z ⊗ Inx)(Uβ)

= βT (Uz ⊗ Ux)T (λxInz ⊗ UxΣxU
T
x + λzUzΣzU

T
z ⊗ Inx)(Uz ⊗ Ux)β

= βT (UTz ⊗ UTx )(λxInz ⊗ UxΣxU
T
x + λzUzΣzU

T
z ⊗ Inx)(Uz ⊗ Ux)β

= βT (λxUTz Uz ⊗ UTx UxΣxU
T
x Ux + λzU

T
z UzΣzU

T
z Uz ⊗ UTx Ux)β

= βT (λxInz ⊗ Σx + λzΣz ⊗ Inx)β.

This leads to an alternative formulation of the optimization problem:

ŷ = U β̂ where β̂ = argmin
β

{
(y− Uβ)TW (y− Uβ) + λβT (λxInz ⊗ Σx + λzΣz ⊗ Inx)β

}
.

(18)
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The solution to the smoothing problem, as in the one-dimensional case, is given by:

ŷ = U(UTWU + Sλ)−1UTWy where Sλ = λxInz ⊗ Σx + λzΣz ⊗ Inx . (19)

Figure 8 represents the residual degrees of freedom associated with each parameter after apply-
ing the smoothing, in the two-dimensional case, for different combinations of the smoothing
parameters. Similar to the one-dimensional case, these degrees of freedom decrease as the
smoothing parameters increase and are particularly small for higher eigenvalues. The eigen-
vectors are sorted in ascending order of eigenvalues for each one-dimensional penalty matrix
DT
nx,qxDnx,qx and DT

nz ,qzDnz ,qz .
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Figure 8: Distribution of residual degrees of freedom of the model by eigenvector after ap-
plying Whittaker-Henderson smoothing in the two-dimensional case, for different
combinations of smoothing parameters.
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6.4 Eigendecomposition and rank reduction

In addition to providing a more intuitive interpretation of the smoothing effect, the eigende-
composition of the penalty matrix is key to reducing the dimension of the optimization problem
associated with it. Figures 7 and 8 show that eigenvectors associated with higher eigenvalues
are more penalized by the smoothing, to the extent that a large majority of the eigenvectors
represented in these figures have residual degrees of freedom very close to 0 for intermediate
values of λ. This suggests that if we simply remove the parameters associated with these
eigenvectors from the model, the smoothing results would be minimally affected. We propose
setting the coordinates associated with the n− p largest eigenvectors to 0, thus retaining only
a reduced number p < n of parameters to estimate.

In the one-dimensional case, this translates to using instead of ŷ the approximate estimator:

ŷp = Up(UTp WUp + λΣp)−1UTp Wy (20)

where Up contains the first p columns of U , and Σp is a diagonal matrix constructed from the
p smallest eigenvalues of Σ. In the two-dimensional case, we use:

ŷpx,pz = Upx,pz(UTpx,pzWUpx,pz + λxIpz ⊗ Σx,px + λzΣz,pz ⊗ Ipx)−1UTpx,pzWy (21)

where Upx,pz = Uz,pz ⊗ Ux,px , Ux,px (resp. Uz,pz) contains the first px (resp. pz) columns of Ux
(resp. Uz), and Σx,px (resp. Σz,pz) corresponds to a diagonal matrix constructed from the px
(resp. pz) smallest eigenvalues of Σx (resp. Σz).

In the two-dimensional case, there are several possible strategies for choosing the pair (px, pz).
One simple solution is to set an upper bound pmax on the number of parameters to be retained
and choose px and pz proportionally to the numbers nx and nz of categories in each dimension.
Let κ =

√
pmax/nxnz, and choose px = bmin(κ, 1)nxc and pz = bmin(κ, 1)nzc. By construction,

the pair (px, pz) ∈ N2 defined in this way satisfies the condition px × pz ≤ κ2nxnz = pmax.
Other strategies may be more effective. If it is known, for example, that the phenomenon
under study exhibits greater smoothness in one dimension or the other, it may be interesting
to retain a smaller proportion of components associated with that dimension.

The results presented here can be directly applied to generalized Whittaker-Henderson smooth-
ing by replacing y with zk and W with Wk in Equations 20 and 21. This approach allows for
reducing the rank of the optimization problem to be solved and can be used at all stages of the
algorithms presented. However, we limit its use to the selection of the smoothing parameter
and prefer, once the optimal parameter is chosen, to use the estimator ŷ (or θ̂) associated with
the full-rank problem in Equation 3 or Algorithm 1.
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6.5 Impact of rank reduction method

Here, we aim to assess the impact of using the rank-reduced estimators defined in Section 6.4 on
the smoothing results and computation time. To do so, we start from the 100 replicate datasets
(one-dimensional and two-dimensional) used in Section 5.4. Since the use of rank reduction is
limited to the selection of the smoothing parameter, and the final result is always obtained
from the full-rank estimator, we can again use the error measure defined by Equation 14 to
quantify the impact of the rank reduction method on the smoothing results. The quantity
`mML(λ) involved in this formula will be computed based on the values of λ obtained from the
performance iteration approach for different values of the number of retained components p.
The quantities `mML(λouter) and `mML(∞) appearing in the expression of the criterion will always
be calculated using the outer iteration method and retaining all components in order to capture
potential cross-effects of the choice of method and the application of rank reduction.
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Figure 9: Distribution of the discrepancies induced by the proposed rank reduction method,
depending on the number of retained eigenvectors during the selection of the smoothing
parameter, in the one-dimensional and two-dimensional case.

Figure 9 represents the impact of rank reduction on the smoothing results as a function
of the number of retained components. In the one-dimensional case, reducing the number
of retained eigenvectors from 74 to 10 has only a marginal impact on the results obtained.
However, as shown in Figure 10, it reduces the computation time by a factor of 3. In the
two-dimensional case, reducing the number of components to 160 reduces the computation time
by a factor close to 10, with imperceptible differences in the obtained results. The proposed
rank reduction method, in combination with the performance iteration approach, thus allows,
in the two-dimensional case, by considering only 160 components, to reduce the computation
time by a factor of 40 at the cost of an average error of 0.03%, which exceeds 0.5% in only one
of the 100 simulated datasets considered. This solution offers significant operational advantages,
especially for applications mentioned in Section 6.1 where computation times can be much
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more significant than in the analysis presented here.
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Figure 10: Distribution of computation time for the proposed rank reduction method, depending
on the number of retained eigenvectors during the selection of the smoothing
parameter, in the one-dimensional and two-dimensional case.

7 How to extrapolate the smoothing?

7.1 Defining the (unconstrained) extrapolation of the smoothing

Let ŷ be the result of Whittaker-Henderson smoothing for an observation vector y, which
corresponds in the one-dimensional case to an explanatory variable vector x or in the two-
dimensional case to a combination of explanatory variables x and z. Suppose we have an
observation vector x+ or combinations of vectors x+ and z+ for which we want to make
predictions using the model. Since Whittaker-Henderson smoothing applies only to evenly
spaced observations, without loss of generality, let x+ and z+ be sequences of consecutive
integers such that x ⊂ x+ and z ⊂ z+. In the one-dimensional case, let n+ be the length of
x+, and in the two-dimensional case, let nx+ and nz+ be the respective lengths of x+ and z+,
with n+ = nx+× nz+. Let Cx (resp. Cz) be a matrix of size nx× nx+ (resp. nz × nz+) defined
as Cj = (0nj ,min j−min j+ |Inj ,nj |0nj ,max j+−max j) for j ∈ {x, z}, and let us note:

C =
{
Cx in the one-dimensional case
Cz ⊗ Cx in the two-dimensional case
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The matrix C of size n× n+ defined in this way has the following properties:

• For any vector y+ of size n+, Cy+ is a vector of size n containing only the n values of
y+ matching the positions of the observations in the initial smoothing,

• CTy is a vector of size n+ containing the values of y at the positions corresponding to
the initial observations and zeros elsewhere,

• CCT = In.

The extrapolation of Whittaker-Henderson smoothing can now be defined as finding the solution
ŷ+ to the extended optimization problem:

ŷ+ = argmin
θ+

{
(y+ − θ+)TW+(y+ − θ+) + θT+P+θ+

}
(22)

where y+ = CTy, W+ = CTWC, and

P+ =
{
λDT

n+,qDn+,q in the one-dimensional case
λxIz+ ⊗DT

nx+,qxDnx+,qx + λzD
T
nz+,qzDnz+,qz ⊗ Ix+ in the two-dimensional case

In this last expression, λ, λx and λz are the parameters chosen for the smoothing. Similar to
the initial smoothing, Equation 22 involves a fidelity criterion and a smoothness criterion. It
should be noted that:

(y+ − θ+)TW+(y+ − θ+) = (CTy− θ+)TCTWC(CTy− θ+) = (y− θ)TW (y− θ)

hence the fidelity criterion remains unchanged compared to the initial estimation problem.
This is consistent with the fact that extrapolation does not involve any additional data. The
smoothness criterion, however, applies to all elements of the vector θ+, whether initially present
or not.

7.2 Unconstrained solution for the one-dimensional case

The solution to the extended optimization problem of Equation 22 is readily obtained by taking
the derivatives in θ+ and setting them to 0, as in Section 1.5. This yields the solution:

ŷ+ = (W+ + P+)−1W+y+ where y+ = CTy and W+ = CTWC (23)

Let us further assume that y+|θ+ ∼ N (θ+,W
−
+ ) where θ+ ∼ N (0, P−+ ) and procede as in

Section 2 to obtain the following credible intervals:
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E(y+)|y+ ∈
[
(W+ + P+)−1W+y+ ± Φ−1

(
1− α

2

)√
diag {(W+ + P+)−1}

]
(24)

To get a better understanding about how the variance-covariance matrix Ψ+ = (W+ + P+)−1

for the unconstrained extrapolation problem of Equation 22 is related to the variance-covariance
matrix Ψ = (W + Pλ)−1 of the original smoothing problem, let us introduce:

Cj =
[
Imin j−min j+,min j−min j+ 0min j−min j+,nj 0min j−min j+,max j+−max j
0max j+−max j,min j−min j+ 0max j+−max j,nj Imax j+−max j,max j+−max j

]
for j ∈ {x, z},

C =
{
Cx in the one-dimensional case
Cz ⊗ Cx in the two-dimensional case

and Q =
[
C
C

]
.

With this definition, Q is a permutation matrix of size n+ × n+ which select the rows whose
indices correspond to those of the initial observation positions in the extended observation
vector and put them first. It also verifies Q−1 = QT = Q.

In the unidimensional case, the extended difference matrix Dn+,q takes the form:

Dn+,q =

D2− D1− 0
0 Dn,q 0
0 D1+ D2+

 = Q

Dn,q 0 0
D1− D2− 0
D1+ 0 D2+

Q = Q

[
Dn,q 0
D1 D2

]
Q

where D1 =
[
D1−
D1+

]
and D2 =

[
D2− 0

0 D2+

]
Detailed expressions of matrices D1+ and D2+ for the most common values of q may be found
in Carballo et al. (2021) where they are simply noted D1 and D2. To cover extrapolation on
both sides of the initial observation vector, matrices D1− and D2− were introduced. Those
may be simply obtained by taking the transpose of adequate size D1 and D2 matrices found in
Carballo et al. (2021). The extended weight and penalization matrices thus take the form:

W+ = Q

[
W 0
0 0

]
Q and P+ = DT

n+,qDn+,q = λQ

[
Pλ + P 11

+ P 12
+

P 21
+ P 22

+

]
Q (25)

where P 11
+ = λDT

1 D1, P 12
+ = λDT

1 D2, P 21
+ = λDT

2 D1 and P 22
+ = λDT

2 D2.

Applying the formulas for the inversion of a symmetric matrix partitioned with 2× 2 blocks to
Q(W+ + P+)Q, we obtain a more detailed expression for Ψ+:
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Ψ+ = Q

[
Ψ11

+ −Ψ11
+ P

12
+ (P 22

+ )−1

−(P 22
+ )−1P 21

+ Ψ11
+ (P 22

+ )−1 + (P 22
+ )−1P 21

+ Ψ11
+ P

12
+ (P 22

+ )−1

]
Q. (26)

where Ψ11
+ = [W + Pλ + P 11

+ − P 12
+ (P 22

+ )−1P 21
+ ]−1.

Let us denote by initial positions coefficients the subvector Cŷ+ that correspond to the
coefficients at the position of the initial observations in ŷ+ and by new positions coefficients
the remaining coefficients Cŷ+. The initial positions coefficients may be recovered as Cŷ+ =
CΨ+C

TW+y+ = Ψ11
+ Wy. This does not simplify to ΨWy = ŷ for all weighted observation

vectors Wy unless Ψ11
+ = Ψ. Indeed, the initial positions coefficients are chosen to optimize the

overall smoothness of the extrapolated coefficient vectors and note just the smoothness of Cŷ+.
Besides, the expression of Ψ22

+ , it contains two terms: an innovation error (P 22
+ )−1 associated

with the prior on the new positions coefficients while (P 22
+ )−1P 21

+ Ψ11
+ P

12
+ (P 22

+ )−1 represents an
additional uncertainty on the new positions coefficients caused by the uncertainty on the initial
positions coefficients.

In the one-dimensional case, D2 is a block-diagonal matrix of triangular matrices with non-
zero diagonal elements and is thus non-singular. Hence P 11

+ − P 12
+ (P 22

+ )−1P 21
+ = DT

1 D1 −
DT

1 D2(DT
2 D2)−1D2TD1 = 0 which means that Ψ11

+ = (W + Pλ)−1 = Ψ and Cŷ+ = ŷ.
Therefore, in the one-dimensional case, the solution given by Equation 22 preserves the values
from the original fit. As shown by Carballo et al. (2021), it is indeed always possible in the
case of penalizations based on difference matrices to pick the new positions coefficients so
that the smoothness criterion does not increase or in other words to find a perfectly smooth
extrapolation for the fit. Figure 11 shows the extrapolation associated with the Whittaker-
Henderson smoothing applied to the data use to produce Figure 1.

7.3 Constrained solution for the two-dimensional case

In the two-dimensional case, while the extended penalization matrix P+ still takes the form
of Equation 25, expressions of P 11

+ , P 12
+ , P 21

+ and P 22
+ are more complex. In particular,

P 11
+ −P 12

+ (P 22
+ )−1P 21

+ 6= 0 which implies that Ψ11
+ 6= Ψ and Cŷ+ 6= ŷ. Solving Equation 23 thus

leads to a change in the value of the initial positions coefficients compared to the coefficients
obtained during the initial smoothing as shown by Carballo, Durban, and Lee (2021). Indeed,
the smoothness criterion includes penalizations on both rows and columns and it is no longer
possible, as in the one-dimensional case, to extrapolate the fit without increasing that criterion.
As the smoothness criterion carries more weight in the extrapolation problem compared to the
original problem, the optimal solution to the extended optimization problem will compromise
on the fidelity to the initial observations in order to improve the overall smoothness.

To obtain an estimator ŷ∗+ that minimizes the penalized regression problem under the constraint
of preserving the initial coefficients, i.e. Cŷ∗+ = ŷ, we follow the approach proposed by Carballo,
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Figure 11: Extrapolation of Whittaker-Henderson smoothing in the one-dimensional case.
The smoother extrapolation is achieved, on both sides of the smoothing, using a
polynomial of degree q - 1 (in this case a straight line as q = 2).

Durban, and Lee (2021) and introduce the Lagrange multiplier ω. The associated constrained
extended optimization problem is now written as:

(ŷ∗+, ω̂) = argmin
θ∗

+,ω

{
(y+ − θ∗+)TW+(y+ − θ∗+) + θ∗T+ P+θ

∗
+ + 2ωT (Cθ∗+ − ŷ)

}
. (27)

Taking the partial derivatives of Equation 27 with respect to θ∗+ and ω gives:

∂

∂θ∗+

{
(y+ − θ∗+)TW+(y+ − θ∗+) + θ∗T+ P+θ

∗
+ + 2ωT (Cθ∗+ − ŷ)

}
= −2W+(y+ − θ∗+) + 2P+θ

∗
+ + 2ωTC

∂

∂ω

{
(y+ − θ∗+)TW+(y+ − θ∗+) + θ∗T+ P+θ

∗
+ + 2ωT (Cθ∗+ − ŷ)

}
= 2(Cθ∗+ − ŷ)

Setting these derivatives to zero yields the linear system:

[
W+ + P+ CT

C 0

] [
ŷ∗+
ω̂

]
=
[
W+y+

ŷ

]

The solution for ŷ∗+ can be derived using formulas for the inversion of a symmetric partitioned
matrix with 2× 2 blocks:
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ŷ∗+ =(W+ + P+)−1
{
I − CT [C(W+ + P+)−1CT ]−1C(W+ + P+)−1

}
W+y+

+ (W+ + P+)−1CT [C(W+ + P+)−1CT ]−1ŷ

Since W+ = CTWC, the first term is actually zero, and this expression simplifies to:

ŷ∗+ = (W+ + P+)−1CT [C(W+ + P+)−1CT ]−1ŷ = Q

[
I

Ψ21(Ψ11)−1

]
ŷ = Q

[
I

−(P 22
+ )−1P 21

+

]
ŷ

(28)

which is a linear transformation of ŷ. Defining A∗+ = Q

[
I

−(P 22
+ )−1P 21

+

]
, a natural candidate

for the variance-covariance of y∗+|θ+ is given by:

A∗+ΨA∗T+ = Q

[
Ψ −ΨP 12

+ (P 22
+ )−1

−(P 22
+ )−1P 21

+ Ψ (P 22
+ )−1P 21

+ ΨP 12
+ (P 22

+ )−1

]
Q (29)

Equation 29 is very similar to Equation 26 with however two differences. First, every occurence
of Ψ11

+ is replaced by Ψ. This is consistent with the constraint that the initial positions
coefficients are forced to take the value of the coefficients used during the initial smoothing.
Second, as the solution to the constrained extended optimization problem of Equation 27 was
expressed as a linear transformation of ŷ, Equation 29 is missing the innovation error term
(P 22

+ )−1 associated with the prior on the new positions coefficients. Not including this term
would be tantamount to considering that θ+ has some degree of wigglyness in the region of the
initial data but is perfectly smooth everywhere else. Adding the innovation error back, we
obtain the following variance-covariance matrix for the constrained optimization problem:

Ψ∗+ = Q

[
Ψ −ΨP 12

+ (P 22
+ )−1

−(P 22
+ )−1P 21

+ Ψ (P 22
+ )−1 + (P 22

+ )−1P 21
+ ΨP 12

+ (P 22
+ )−1

]
Q (30)

which still verifies

Ψ∗+W+y+ = Ψ∗+CWy = Q

[
I

−(P 22
+ )−1P 21

+

]
ΨWy = ŷ∗+.

The associated credible intervals are readily obtained as:

E(y+)|y+ ∈
[
ŷ∗+ ± Φ−1

(
1− α

2

)√
diag(Ψ∗+)

]
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with probability 1− α
2 , where Φ denotes the cumulative distribution function of the standard

normal distribution.

Figure 12 represents the results of the constrained extrapolation presented in this section,
with the associated standard deviation which accounts for the innovation error. It is based
on the data used to generate Figure 2. Without the dotted lines marking the boundaries
of the initial smoothing region, it would not be possible to tell from those plots where the
extrapolation starts, which is precisely the goal of this procedure. Figure 13 represents the ratio
between the mortality rates obtained from the unconstrained solution of Equation 23 and the
constrained solution of Equation 28. The unconstrained solution shows significant discrepancies
both in the initial smoothing region and the extrapolated region compared to the constrained
solution. Finally, Figure 14 represents ratios between standard deviation derived using the three
presented extrapolation methods. The denominator is the constrained extrapolation method
which accounts for the innovation error, which is used as a reference, while the numerator shows
the unconstrained method as well as the constrained method which ignores the innovation
error. The constrained extrapolation method which includes the innovation error has a higher
standard deviation compared to the unconstrained method as it is always either equally or less
smooth.
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Figure 12: Constrained extrapolation of Whittaker-Henderson smoothing in the two-dimensional
case. The contour lines of mortality rates, and the associated standard deviation,
are depicted. The dotted lines delimitate the boundaries boundaries of the initial
smoothing region.
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Figure 13: Ratio of mortality rates resulting from the extrapolation of the two-dimensional
Whittaker-Henderson smoothing. The numerator corresponds to the unconstrained
extrapolation and the denominator represents the constrained extrapolation pre-
sented in Figure 12.
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Figure 14: Ratio of standard deviation of log-mortality rates resulting from the extrapolation
of the two-dimensional Whittaker-Henderson smoothing. The numerator on the
left plot corresponds to the unconstrained extrapolation and on the right plot to
the constrained extrapolation that does not account for the innovation error. The
denominator represents the constrained extrapolation presented in Figure 12.

39



8 Discussion

In this paper, we have shown that Whittaker-Henderson smoothing, introduced in 1922, can be
naturally interpreted in a Bayesian framework, which allows for the construction of credible
intervals for it, provided that the observations are independent and their variances are known
and used as weights. By linking it to the framework of duration models, we have demonstrated
that in the construction of survival laws from experience, smoothing can be applied to the
vector of raw exit rates using the observed number of exits as the weight vector. This is justified
by the asymptotic properties of the maximum likelihood estimator of the raw exit rates. We
have then established that the use of this asymptotic property comes at the cost of precision
loss, especially when the number of observations is limited, and that a more precise iterative
version of the smoothing can be proposed by directly solving penalized likelihood equations.

Furthermore, we have introduced an empirical Bayesian approach for selecting the smoothing
parameter, based on maximizing a marginal likelihood function. The parameter selection
introduces an iterative process that is added to the one generated by solving the penalized
likelihood equations for a fixed smoothing parameter. In this case, there are two main possible
approaches for parameter selection, depending on the order in which the iterations are nested:
the outer iteration and the performance iteration approaches. The latter has significantly lower
computation time compared to the former, at the expense of lacking theoretical convergence
guarantees, which does not seem to pose a problem in practice. We have also introduced a rank
reduction method based on the eigendecomposition of one-dimensional penalty matrices, which
accelerates the selection of the smoothing parameter - our study on simulated data showed a
40-fold reduction in computation time - with negligible loss of precision.

Finally, we have addressed the issue of extrapolation of smoothing and shown that it requires
solving a new optimization problem. Extrapolation is straightforward in the one-dimensional
case. However, in the two-dimensional case constraints needs to be imposed in order to preserve
the values of the coefficients obtained during the initial smoothing step.

Whittaker-Henderson smoothing has been used for nearly a century by actuaries, with little
change in the approach. In parallel, statistical theory on smoothing methods has undergone
numerous developments, particularly in the past 30 years with the emergence of generalized
additive models, covered notably by Hastie (2017) and Wood (2006). Our goal in this paper was
to bridge the gap between these two perspectives. We also created an R package named WH which
implements all the steps mentioned through the paper and should be straightforward to use.
The results derived in the paper are directly applicable to other types of smoothing, such as the
widely used P-splines smoothing by Eilers and Marx (1996). Compared to Whittaker-Henderson
smoothing, P-splines naturally consider fewer parameters than observations, removing the need
for the method introduced in Section 6.

While Whittaker-Henderson smoothing is applicable to both the one-dimensional and two-
dimensional case, it does have limitations. Firstly, it requires regularly spaced observations.
This aligns well with the format of life insurance pricing and reserving assumptions, which
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traditionally include age and duration spent in certain states that trigger indemnization.
However, this can be a limit when the exits are not evenly distributed. For example, in the
case of disability and long-term care risks, most exits occur in the first few months following
entry into the state. In such situations, using a spline basis that is arranged to prioritize
areas with more observations, as proposed by Wood (2017), could yield better results. Lastly,
Whittaker-Henderson smoothing does not allow for the incorporation of additional explanatory
variables in the experience table, starting with gender, which plays a major role in most
biometric risks. Fortunately, it is possible to introduce these additional variables as random
effects in the model by adopting a Smoothing Splines ANOVA approach, as described in Lee
and Durban (2011) and Gu (2013), yielding results that are both precise and robust compared
to a unisex or stratified model.
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