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Abstract: An assessment of ground instabilities’ causative factors remains a topical subject. Such 

studies are rare, and evaluation techniques are still under development. The choice of evaluation 

technique should take into account the materials available and the objective sought. Statistical anal-

ysis methods are the most widely used, with multivariate analysis being the most accurate. The 

present work evaluates the weights of the influences of the different factors of ground instability of 

the coastal region between Tetouan and Jebha through multiple correspondence analysis (MCA) 

and principal component analysis (PCA). The application of both methods requires an accurate 

ground instability inventory with study sites that are well documented through modalities of caus-

ative factors and other descriptive data. The performed MCA shows that lithology has a significant 

influence on the type of existing instability. It also helped classify the instabilities into five distinct 

classes according to their modalities and specify the factors that differentiate the classes. The PCA 

shows that lithology is the most influential factor in landslides, contrary to rockfalls, where a variety 

of factors can be preponderant. 

Keywords: ground instabilities; causative factors assessment; multivariate statistic; MCA; PCA; 

northwestern Rif 

 

1. Introduction 

Ground instabilities are the most catastrophic geohazards in many areas of the world 

[1–3]. Several internal or external factors can play a part in the initiation and reactivation 

of ground movements. These factors can have geological, geomechanical, geometric, hy-

drological, climatic, edaphic, or anthropogenic origins [4,5]. They control the type and 

spatial distribution of ground movements in the presence of other aggravating factors [6]. 

The importance of each factor depends on its degree of influence, i.e., its ability to deter-

mine the typology and frequency of existing land movements. Indeed, for each ground 

instability in a study area, the study in [7] demonstrated that one of the factors is prepon-

derant, whereas other authors have often pointed out a combination of many factors [8,9]. 

Weights assigned to causative factors differ, as the characteristics of conditioning factors 

vary from region to region [10,11]. Concerning the evaluation of the causative factors, 

most of the current works are focused on the analysis of the susceptibility of the ground 

movements through the association of various factors by means of statistical methods. 

The evaluation consists of the correlation of the susceptibility result with each tested fac-

tor. The best result attributes a weight to each factor in the analysis. There are very few 

methods of ranking the factors according to their influence weight; the best known 

method is to consider an expert’s judgment based on a visual interpretation of the 
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interrelations between the parameters. However, expert approaches always present sub-

jectivity and may lead to results that do not fully reflect reality. The important use of ex-

pert judgement is related to the quality and quantity of the data needed. 

In this study, the evaluation of causative factors is not focused on the notion of risk 

or susceptibility. They are evaluated in connection to their interrelationships with respect 

to already existing instability phenomena. The interrelationship and correlation between 

causative factors can only be obtained by factor analysis techniques [12]. The choice of a 

proper technique depends on the input data. The coastal region between Tetouan and El 

Jebeha is an ideal place for this type of analysis due to the presence of the majority of the 

instability factors commonly found in the literature. Many instabilities can be found in the 

area, with different factor modalities. Therefore, the present work opts for an evaluation 

of the degree of influence of the causative factors, mainly the predisposition causative 

factors, using a multivariate statistical approach. This is performed with a descriptive dis-

criminant analysis based on principal component analysis (PCA) and multiple corre-

spondence analysis (MCA). 

2. Studied Area 

The area is located at the northwest of Morocco (Figure 1). It lies along the Mediter-

ranean coast with an area of 763 km². It is divided between two provinces, Tetouan and 

Chefchaouen. The region is subject to different types of climates (Mediterranean, oceanic, 

continental, mountain) and is crossed by many watercourses flowing into the Mediterra-

nean Sea. 

 

Figure 1. Geographical location of the study area (within the yellow line). 

The area contains many geomorphological features, resulting mainly from structural, 

hydrological and climatic factors. It constitutes a zone for several dynamic and interactive 

processes at different spatial and temporal scales. Reliefs are rough and the slopes are very 

steep with valleys that are strongly incised [13]; these conditions account for the occur-

rence of various natural disasters (floods, mass movements, etc.). The study area is repre-

sented by four structural units: Sebtides, Ghomarides, Calcareous Dorsale, and Flysch do-

main. They are formed by thrust sheets resulting from a complex orogenic process deriv-

ing from a collision during the Lower Miocene between the northwestern African margin 

and the Alboran plate [14,15]. The Alboran plate detached from the southeastern margin 

of the Iberian–Sardinian plate in the Oligocene [16,17]. Sebtides, Ghomarides, and Calcar-

eous Dorsale belong to the internal domain of Rif, composed by ultrabasic, metamorphic, 

and carbonate rocks. The Flysch domain is constituted by sandstone–pelite and marl–cal-

careous rocks (Figure 2). 
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Figure 2. Geological map of the northwestern Rif [18] (modified). The area is surrounded in red. 

To assess the frequency and dispersion of ground instabilities and to know whether 

an area deserves special attention and further study, a detailed inventory containing the 

typology and distribution of ground instabilities is of primary importance. Such an inven-

tory was realized in the studied area [19] and will be the support of our ground instability 

assessment (Figure 3). A total of 342 ground instabilities have been recorded, including 

163 landslides, 39 rockfalls, 77 gullies, and 63 road slope collapses. Figure 4 show an ex-

ample of four ground instabilities, and their precise locations are shown in Figure 3. 

 

Figure 3. Ground instability inventory map of the area [19]. (a, b, c, d correspond to Figure 4). 
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(a) (b) 

  
(c) (d) 

Figure 4. Examples of ground instability types in the study area. (a) Rockfall in a limestone cliff. (b) 

Road slope collapse. (c) Gullies formation in a valley slope. (d) Landslide in peridotites. 

3. Materials and Methods 

3.1. Methodology 

The causative factors of ground instabilities were assessed using two major multivar-

iate statistical analysis methods: multiple correspondence analysis (MCA) and principal 

component analysis (PCA). 

MCA is a descriptive technique that makes it possible to study the association be-

tween at least two qualitative variables [20]. MCA allows the acquisition of representa-

tions on which the proximities between the subsets of the modalities of qualitative varia-

bles can be observed. It can aim to synthetize the information contained in many variables 

in order to facilitate the interpretation of existing correlations between those variables. In 

the present work, MCA helped mainly to provide classes of instabilities, i.e., to analyze 

similarities between the different studied sites in a multidimensional perspective in order 

to determine the number and modalities of the classes. Correlations between the qualita-

tive instability factors were then evaluated to determine which ones intervene the most in 

determining the ground instability classes. Finally, an additional variable “type of insta-

bility” was introduced to correlate with instability factors in order to observe the possible 

links between them and thus post-validate the analysis. 

PCA is an extremely powerful tool for compressing and synthesizing information, 

which is very useful when there is a large amount of quantitative data to process and 

interpret [21]. It allows for correlations between quantitative variables to be visualized 

and interpreted, even if they are dichotomous, in order to limit the number of variables 

and only keep those that are important in the analysis. In our study, the objective in using 

PCA was to represent the quantitative instability factors and to visualize their correlations 

in order to classify the factors according to their degree of importance. It also had a com-

parative purpose: the PCA results were compared to the MCA results in order to improve 

interpretations. 
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The evaluation of the causative factors was based on both the MCA and PCA results. 

The “FactoMineR” package of the programming language R [22] was used for the numer-

ical application of the two methods. 

3.2. Materials 

3.2.1. Exploitation of the Inventory 

The obtained ground instability inventory constituted the first element that was an-

alyzed. Among the 342 instabilities inventoried, 30 typical sites were designated to con-

stitute the data sources that fed the statistical analyses. The choice of sites was determined 

based on a combination of several criteria. Geographically, the sites were chosen to cover 

the whole area, although the distribution map (Figure 5) shows that most of the sites are 

located along the coastline. The reason for this is that most ground instabilities are also 

located along the coastline. The study sites were selected to be at different altitudes to test 

the different types of climates of the region and confront more parameters responsible for 

instabilities. We chose to select all lithologies encountered as well as all the structural units 

of the area. The aim was to confront all the geological data with ground instabilities to 

understand their influence on the latter. 

 

Figure 5. Distribution map of the study sites. 

The same principle was applied to the other tested parameters: geometric, hydrolog-

ical, anthropic aspects, etc. The sites were chosen to be representative of the different 

ground instability types existing in the study area. All types of landslides, except for mud-

flows, were considered. As many rockfalls occur in the area, we only considered those 

with a minimum volume of 10 m3. 

3.2.2. Study Site and Input Data 

Each selected site was analyzed in-depth to identify the potential predisposing fac-

tors that could have participated in the triggering of ground movement. Data were col-

lected from different sources, including field trips, thematic maps, state databases, mod-

eling and data reprocessing in GIS software, etc. Table 1 presents the variables used in 

MCA and Table 2 presents the variables used in PCA. Appendix A provides the datasets 

used in our statistical analyses: Table A1 presents the MCA input data, Table A2 presents 

the PCA input data for the landslide portion, and Table A3 presents the PCA input data 

for the rockfall portion. 
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Table 1. Definition of the MCA variables, also used in Appendix A (Table A1). 

Variable Definition 

Type 

Three types of ground movements were considered:  

Landslides (L): all varieties of landslides were considered except for mudflows 

Rockfalls (R): only rockfall larger than 10 m3 were considered 

Road slope collapse (C): mass movements generated in artificial slope 

Lithology Sd: sandstone, S: schist, MS: micaschist, P: peridotite, L: limestone, D: dolomite, F: flysh 

Binder 
Nature of the cement or matrix interposed between the lamination joints (Q: quartzitic, Cl: claystone, 

M: mica, Ca: calcite, L: limestone) 

Fracture persistence 

Minor: not exceeding the thickness of the bank and/or length <1 m 

Medium: crossing several banks and/or 1 m < length <10 m 

Major: 10 to 100 m long 

Fracture filling 
Mineralized (Minz.): minerals of one or more visible generations 

Clogged: diffuse and homogeneous filling 

Fracture opening Specifies whether the fractures are open or joined 

Fracture distribution 
Equi. (Equivalent system): homogeneous fracture network with a grid distribution 

Prev. (Prevailing system): heterogeneous fracture network with a random organization 

Dip/Slope 
Ent (Entering): layers are opposite to the slope  

Out (Outgoing): layers are in the same direction as the slope 

Slope 

Gentle: slope less than 45° 

Slight: slope between 45 and 55° 

Steep: slope between 55 and 90° 

Very steep: slope greater than 90° 

Elevation Represented in the analysis by classes to appear as qualitative data 

Exposure Exposure of the slopes according to cardinal points: N (north), S (south), E (east), W (west) 

Watercourse 

Presence: the ground movement is in intersection with one of the morphological components of a water-

course  

Absence: total absence of watercourses in the vicinity of the movement. 

(Water) Spring 
Presence: spring within 10 m of the center of the movement  

Absence: total absence of spring near the movement 

Anthropogenic activity 

Road: presence of a road within a maximum distance of 5 m 

Dwellings: presence of a dwelling beyond maximum distance of 20 m 

Unaffected: absence of anthropogenic factors in the vicinity of the movement 

Table 2. Definition of the PCA variables also used in Appendix A (Tables A2 and A3). 

Variable Definition 

Φ (°) Friction angle 

C (kPa) Cohesion 

Density (kg/m3) Density of the intact rock 

Joint density 
Density of mechanical discontinuities: corresponds to the number of mechanical discontinuities/m3. 

Estimated from the analysis of fracture families and stratification banks 

Precipitation (mm/an) Precipitation rates for the last 5 years 

Height (m) Height of the slope where the ground movement is located 

Elevation (m) Average elevation level where the lower part of the movement is located 

Density of the hydrographic 

network 

Correspond to the number of watercourses/m2. Calculated from a GIS analysis that classifies rivers 

into magnitude zones 

NDVI Normalized differential vegetation index 

TWI Topographic wetness index 

Geometric instability 
Number of geometric instabilities (dihedrals or plane slides) obtained with a typical stereographic 

stability analysis 

The processed data are both qualitative and quantitative. Some MCA variables are 

found in the PCA as quantitative variables, whereas others are specific to PCA. In PCA, 

we decided to independently process landslide and rockfall as the mechanics of the 
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movements is different. Thus, the same variable may not have the same influence weight 

in both cases. In both PCAs, elevation was considered as an additional variable because it 

disturbs the other variables. 

In the landslide PCA dataset, we decided to add some geomechanical parameters: 

cohesion, C and friction angle, Φ. Considering where landslide occurred, cohesion and 

friction angle are calculated on each site by a retro-analysis at limit equilibrium. Thus, the 

set of parameters (C and Φ) that gives a factor of safety equal to one is calculated for each 

given geometrical description. Numerical modeling of each landslide was performed with 

FLAC/slope [23]. As it was not possible to carry out precise soil studies on each site, we 

had to access part of our geotechnical parameters from existing literature. Thus, C and Φ 

are linked together. Thus, they are additional variables in the analysis. The interest of their 

presence is to examine their correlations with the other active variables. 

In the PCA rockfall, cohesion is considered to be equal to zero as the rocks failed; 

thus, no cohesion value is included in the analysis. In the meantime, we decided to include 

the number of geometrical instabilities in the analysis. Indeed, from a stability analysis 

point of view, it is the geometrical repartition of discontinuities that create potentially in-

stable rock blocks. As it was not possible to compute all sites with statistically acceptable 

discontinuity sets [24], we decided to simplify the approach and to consider the number 

of geometrical instabilities obtained on each site with a simple analysis of the stereograms 

[25]. 

4. Results and Discussion 

4.1. Multiple Correspondence Analysis (MCA) 

4.1.1. Choice of Factorial Design and Distribution of Inertia 

The inertia of an axis measures the link between the axis and the variables. The per-

centage of inertia given by each axis expresses the quantity of information provided by 

the axis. In MCA, the percentage of inertia is low depending on the number of individuals, 

qualitative variables and their modalities. Determining the MCA number of factorial axes 

is tricky. The most commonly used criteria in factor analysis to select the axes to be inter-

preted are Keiser’s criterion [26] and Coude’s criterion [27]. Here, neither of them can be 

used. Keiser’s criterion suggests that the first 10 axes should be interpreted and, as we will 

observe later, only the first four axes can be used. Coude’s criterion requires a significant 

decay between one axis and another, which is not the case in our inertia diagram. In the 

present work, the choice of the factorial plans will use a criterion that focuses on the axes 

regrouping the greatest number of modalities of the variables that contribute to their con-

struction. Axes 1 and 2 correspond to the dimensions that have the highest percentage of 

inertia (25.9%) and that group most of the studied modalities (Figure 6). 

 

Figure 6. MCA total inertia decomposition.  
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4.1.2. Data Contribution to the Axes 

There are 63 modalities in the analysis, 55 of which are active and 11 are additional. 

For a critical probability of 0.05, axis 1 is represented by 10 variables and 24 modalities. 

The variable “Lithology” is the most related to axis 1 with a correlation ratio of 0.789. Axis 

2 is represented by eight variables with the variable “Elevation” being the most related to 

it. Except for “Watercourse”, “Spring”, “Dip/slope”, and “Fracture opening”, all other varia-

bles are well represented along axes 1 and 2 (Figure 7). Similarly for the individuals, the 

more a study site contains rare modalities, the further it is from the center of the graph 

and the more it contributes to the formation of the axes. 

 

Figure 7. Graph of MCA variables. 

4.1.3. Interpretation of Graphs 

 Geological variables 

Observing the modalities graph (Figure 8), we notice a large dispersion between lith-

ologic modalities which explains the significant separation of the subsets of the study 

sites. Axis 1 discriminates between the less coherent rocks on the left and the more coher-

ent rocks on the right. For the variable “Fracture persistence”, axis 1 shows an opposition 

between sites with a fracture size “Medium and Maj” on the right and “Medium” and “Min 

and Medium” on the left. Similarly, for the “Fracture Filling” variable, axis 1 contrasts the 

clogged fractures on the left and the mineralized fractures on the right. The distribution 

of the fractures is linked to axis 2. This opposes the prevailing systems at the top and the 

equivalent systems at the bottom. 
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Figure 8. Graph of MCA modalities. 

 Geometric variables 

For the variable “Slope”, we notice a discrimination, according to axis 2, between sites 

with low slopes, at the top, and sites with high slopes, at the bottom. Most of the study 

sites have north- and east-facing slopes. Axis 1 contrasts north- and east-facing slopes on 

the left and those with west and south exposures on the right. The four modalities of the 

“Elevation” have a well-determined dispersion: axis 1 is opposing the sites with low alti-

tudes on the left and the sites with high altitudes on the right. The variable “Dip/Slope” 

shows a heterogeneous and random dispersion of the modalities along the two axes. 

 Hydrological variables 

The interpretation of the variable “Climate” is a bit particular as both axes are needed. 

According to the graph, axis 1 discriminates between sub-humid sites on the left and hu-

mid and very humid sites on the right. Therefore, we deduce, from the contribution of 

each modalities, that axis 1 is the humidity axis. On the other hand, axis 2 opposes the arid 

sites at the bottom and the semi-arid sites at the top. We can deduce that axis 2 is the axis 

that represents aridity. The modalities of the variables “Spring” and “Watercourses” show 

no discrimination along either axis 1 or 2 or along the other dimensions. 

 Anthropogenic and land use variables 

For the “Anthropogenic activity” variable, axis 1 discriminates sites affected by anthro-

pogenic activity (roads, dwellings) on the left and those unaffected on the right. Axis 2 

discriminates sites affected by dwellings at the top of the graph and sites affected by roads 

at the bottom. For the “Land use” variable, the confidence ellipses of the sub-individuals 

are well separated. We also notice discriminations along the two axes between the differ-

ent modalities. Nevertheless, no logical interpretation could be drawn from the graph, 

except for the fact that the sites where the soils are occupied by anthropic activities are on 

the left of the axis and those unoccupied by anthropic activities are on the right of the 

graph. 

4.1.4. Analysis and Interpretation of Correlations 

One of the advantages of MCA is that it allows automatic correlations to be made 

between variables and modalities that are likely to behave in the same way. In the present 

work, an analysis of the correlations will allow us to understand the relationships between 

the correlated variables, which will allow us to evaluate the influence of the causative 
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factors of ground instabilities. By analyzing the graphs of the variables and modalities 

(Figures 7 and 8), we notice very strong correlations between certain variables and mo-

dalities whereas others are either less correlated or not correlated. We notice a connection 

between the variables “Lithology”, “Fracture persistence”, and “Elevation”. Hence, we can 

deduce that, in general, the more coherent a rock is, the bigger the fracture persistence, 

the higher the altitude, and vice versa. The link between the climate and the exposure of 

the slopes is expressed by the approximation of the modalities of aridity with the northern 

and eastern exposures and the modalities of humidity with the southern and western ex-

posures. We also note a strong correlation between land use and anthropic activities. For-

ests and exposed soils are generally not occupied by anthropic activity, unlike matorrals 

and housing areas where we find high anthropic activity. Another correlation that appears 

in the graph is the relationship between the variable “Slope” and “Anthropogenic activity”. 

The closer we get to the “Road” modality, the steeper the slope and the more ground in-

stabilities are encountered. On the other hand, the dwellings are more concentrated on 

gentle and light slopes where we notice very few ground instabilities. Some correlations 

appear to be completely illogical but deserve to be mentioned in order not to miss even 

minor information. Here, we talk about the correlation between the slope degree and the 

fracture distribution; indeed, we notice that the weak slopes of the dataset tend towards 

the prevailing system and the strong slopes towards the equivalent system. 

4.1.5. Focus on the Additional Variable “Type” 

In MCA, it is common for a variable to play a specific role in the sense that it is the 

one that we are trying to explain it from the others [28]; this is exactly the case of the 

additional variable “Type” in the dataset. This specific role eventually appears only at the 

level of interpretation. When this is the case, it means that MCA has worked well. In other 

words, the variables explaining the phenomenon (here the “Type” variable) have been 

taken into account and have been highlighted by the analysis. Here, we need to know the 

factors that control the type of ground instability. In the modalities graph, the type of 

instability is located at the barycenter of the modalities it contains. The confidence ellipses 

surrounding the barycenters contain the modalities that are related to the instability types. 

In the case of rockfalls, we find that they are concentrated in limestone terrain, high alti-

tudes, steep slopes, humid climate, exposed soils, etc. Landslides are rather concentrated 

in schistose, sandstone, and peridotitic terrains, in matorrals, light slopes, medium alti-

tudes, minor and medium fractures, etc. In addition to the connection between the mo-

dalities, the distances between them is added. The modality closest to an instability type 

is the most related to it. Although the quality of the representation of the instability types 

is very average, it can be seen from the figure that the lithological and structural factors 

are the closest and therefore the most influential. 

4.2. Principal Component Analysis (PCA)—Landslide Analysis 

4.2.1. Choice of Factorial Design and Distribution of Inertia 

In PCA, the inertia of the factorial axes indicates, on one hand, whether the variables 

are structured or not and on the other hand, suggests the appropriate number of principal 

components to study [29]. As in MCA, the choice of the factorial design was based on the 

variables’ contributions to the axes. For all variables to be taken into account in the anal-

ysis, the contributions must exceed a certain threshold. According to Kaiser’s criterion, 

the average inertia of the axes is equal to 10%. Consequently, the description of the anal-

ysis will be restricted to the axes that have a percentage greater than this value, corre-

sponding to the first four axes, which represent 76.26% of the total inertia (Figure 9). 
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Figure 9. The total inertia decomposition of landslide PCA. 

4.2.2. Data Contribution to the Axes 

 Interpretation of the individuals’ graph 

The individuals who contributed the most to the formation of the axes are those who 

have coordinates significantly different from zero and a contribution greater than the total 

average contribution. The latter has a value of 5.26%. In our case, sites 16, 23, and 26 

strongly contributed to the formation of the first dimension; sites 12, 13, 15, 23, 24, and 25 

contributed strongly to the second dimension; sites 8, 11, 17, 18, 20, 24, and 26 strongly 

contributed to the third dimension; and sites 9, 16, and 18 strongly contributed to the 

fourth dimension (Figure 10). According to the critical probability of Wilks’ test, the soft-

ware suggests that the “Lithology” variable is the best qualitative variable for illustrating 

the distances between individuals on the factorial designs. 

  
(a) (b) 

Figure 10. Graph of individuals. (a) According to axes 1 and 2; (b) according to axes 3 and 4. 

 Interpretation of the graphs of variables 

The interpretation of the correlations circle also considers their average contribution 

on the first four axes. Only the variables whose contribution is greater than 10% along 

each axis were interpreted. According to the correlation circles in Figure 11, we notice 

strong correlations between some variables (Density, Friction angle, and Joints discontinuity) 

which are positive on axis 1 and 2, whereas others (Elevation, Number of springs, Precipita-

tion, and TWI) are positive on axis 1 and negative on axis 2. The variable “Dip” is negative 

on both axes. The “Height” and “Cohesion” variables are highly correlated on axis 3. The 
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variables “Slope” with negative coordinates and “NDVI” with positive coordinates, are 

correlated to axis 4. 

  
(a) (b) 

Figure 11. Correlation variables circle, landslide PCA. Along (a) axis 1 and 2; (b) axis 3 and 4. 

4.2.3. Study of Proximities between Points 

The graph of the variables (Figure 11) gives an approximation of the correlations be-

tween the variables along the different axes: some variables are positively or negatively 

correlated, while the orthogonal variables are uncorrelated. The analysis of the correla-

tions between the variables gives information about the possible links between two or 

more variables to determine if there is any influence of one on the other. It also indicates 

which are the solitary variables that do not depend on other variables. 

According to the studied axes in Figure 11, the variables “Density”, “Friction angle”, 

and “Joints density” show a strong relationship as their values vary proportionally with 

each other. The same is true for the group of variables that consists of “Elevation”, “Precip-

itation”, “Number of springs”, and “TWI” and the group of variables that consists of “Cohe-

sion” and “Height”. Others are negatively correlated, and their values are inversely pro-

portional (“Slope” and “NDVI”, “Slope” and “TWI”). In the individual graphs (Figure 10), 

the distribution of sites is controlled by the values of the variables. We notice that the sites 

form groups (subclusters) controlled by specific variables. The analysis of the contribu-

tions of the individuals according to the different axes shows that there are two types of 

groups of individuals: the first is homogeneous and is controlled by very specific varia-

bles. The second is heterogeneous and is controlled by several variables at the same time. 

For example, the group (sites 12, 13, and 15) is strongly related to the second dimension 

controlled by the lithological variables (Friction angle and Density). The group (sites 23 and 

26) is strongly linked to the first dimension controlled by the variables (Joint density, Pre-

cipitation, Number of springs, and Elevation). We also notice some solitary individuals linked 

to specific variables, e.g., sites 9 and site 20 are linked to the fourth and fifth dimensions, 

where the variables “Watercourses density”, “NDVI”, “Slope”, and “TWI” dominate. Other 

individuals (e.g., sites 3, 4, 5, and 8) are not linked to any dimension and thus do not 

depend on specific variables. These individuals generally share almost the same values of 

the variables and those values are close to the general average of the values. In this case, 

the variables share the same force applied on the individuals. In general, the proximities 

between individuals are clearly represented along axis 1 and 2, controlled by the geologi-

cal and hydrological variables and schematized by the illustrative variable “Lithology”. 
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4.2.4. Analysis and Interpretation of Correlations 

According to the correlation circles (Figure 11a,b), the variables “Elevation”, “Precipi-

tation”, and “Number of springs” show a strong correlation. This can be explained by the 

fact that the higher the altitude, the more likely it is to encounter landslides where water 

resurgence is the main predisposing factor. The positive correlation of the group of vari-

ables consisting of “Friction angle”, “Density”, and “Joints density”, can be interpreted by 

considering that joint density increases with the increase in the two lithological parame-

ters “Density” and “Friction angle”. 

4.2.5. Interpretation of the Additional Qualitative Variable “Landslide Depth” 

In the study area, surface slides are the most abundant and they are more problematic 

than deep slides. Through PCA, we looked at the modalities of the factors that may control 

the depth of the slides. According to the individuals’ graphs (Figure 10a,b), the two mo-

dalities (shallow and deep) have coordinates close to the center of the graph on the first 

four dimensions; this gives the first indication that the depth variable does not depend on 

any variable in the dataset. The only observation that can be drawn from the use of this 

additional quantitative variable is that we find only superficial slides in the peridotite, we 

find only deep slides in the sandstone, and we find both in the shales and micaschist.  

4.3. Principal Component Analysis (PCA)—Rockfall Analysis 

4.3.1. Choice of Factorial Design and Distribution of Inertia 

According to the Kaiser Criterion, only axes with an inertia greater than the average 

inertia I/p are retained. Here, the average inertia of the axes is 9.09%. Consequently, the 

description of the analysis was restricted to the axes with a percentage greater than this 

value, corresponding to the first four axes which represent 86.33% of the total inertia (Fig-

ure 12). 

 

Figure 12. The total inertia decomposition of PCA rockfall. 

4.3.2. Data Contribution to the Axes 

 Interpretation of the graph of variables 

The interpretation of the graph of variables considers their average contribution on 

the first four axes. Only the variables whose contribution is higher than 9.09% along each 

axis were interpreted. According to the correlation circles (Figure 13), we notice a strong 

correlation between the variables “Number of springs”, “Precipitation”, and “Dip” which are 

positive along axis 1 and 2 and a correlation between the variables “Slope” and “Geomet-

rical instability” which are negative along axis 1. The variable “Height” is positive along 

axis 1 and negative along axis 2. Similarly, the variables “TWI” and “Watercourses density” 

are positively correlated along axis 1. The variable “Joints density” is strongly related to 

axis 2. Two variables are related to axis 3, “Joints density and NDVI”, and they are 
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orthogonal and do not show correlation. The only variable that is related to axis 4 is “Den-

sity” and it is positive along axis 4 (Figure 13). 

  
(a) (b) 

Figure 13. Correlation circle of variables. Rockfall PCA - along (a) axis 1 and 2; (b) axis 3 and 4. 

 Interpretation of the graph of individuals 

Individuals with a contribution of more than 9.09% were interpreted. Sites 2, 22, and 

30 contributed strongly to the formation of the first dimension. Concerning the second 

dimension, site 1 alone contributed 42%. Sites 14 and 22 also contributing strongly. The 

sites that contributed the most to the formation of the third dimension are sites 1 and 2. 

The only site representative of the fourth dimension is site 14, with a contribution of 54.5%. 

Sites 1 and 7 also contributed but slightly (Figure 14). 

 

 
(a) (b) 

Figure 14. Graph of individuals. (a) According to axis 1 and 2; (b) according to axis 3 and 4. 
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4.3.3. Study of the Proximities between Points 

From the graph of variables (Figure 13), the variables “Elevation”, “Precipitation”, 

“Number of springs”, and “Dip” are positively correlated. This is similar for the variables 

“TWI” and “Watercourses density” and for the variables “Slope” and “Geometrical instabil-

ity”. The variables “Height”, “Density”, and “NDVI” take solitary positions in the graphs 

and do not show correlations with the other variables. The group of the variables consist-

ing of TWI and Watercourses density shows a negative correlation with the group of varia-

bles consisting of Slope angle and Geometrical instability. 

In the graphs of individuals (Figure 14a,b), the distribution of sites is controlled by 

the values of the variables. We notice that the sites form groups (subclusters) controlled 

by specific variables. The analysis of the contributions of the individuals according to the 

different axes shows that there are two types of groups of individuals: the first is homo-

geneous and is controlled by very specific variables. The second is heterogeneous and is 

controlled by several variables at the same time; in the latter, each site is independent of 

the others. For example, site 14 is strongly related to the fourth dimension controlled by 

the lithological variables (Density). Other sites have solitary positions in the graphs, 

namely site 1 related to “Joints density”, site 2 related to the “Slope” and “Geometrical insta-

bility” variables, and site 30 related to “Height” and “Watercourses density”. Other individ-

uals (7, 10, 21, 27, 28, and 29) are not linked to any dimension and thus do not depend on 

specific variables. In this case, the variables share the same force that is applied on indi-

viduals. Similarly, site 22 is linked to several dimensions through the extreme values of 

the variables it presents, so it does not show a tendency towards a specific variable. In 

general, proximities between individuals are clearly represented along axis 1 and 2, con-

trolled by the geological and hydrological variables, schematized by the illustrative vari-

able “Lithology”. 

4.3.4. Analysis and Interpretation of Correlations 

The correlations of rockfall variables are somehow the same as for landslide varia-

bles, but some differences can be pointed out. The variable “Dip” is associated to the hy-

drological variables, even if no scientific evidence links the dip of a geological layer with 

the hydrology of the region (and vice versa). In multivariate statistical analyses, the notion 

of coincidence is sometimes present and must always be considered in order not to draw 

a wrong interpretation. Although statistical analyses show their own schematic and inter-

pretative results, logic must always be present in these interpretations. 

4.3.5. Interpretation of the Additional Qualitative Variable “Lithology” 

Figure 15 visualized the study sites by the qualitative variable “Lithology”. We notice 

an overlap between the confidence ellipses of limestone, dolomite, schist, micaschist, and 

flysch. This overlap indicates that these sites have close variable values. Thus, the litho-

logical nature of the rock may be the preponderant factor explaining rockfall susceptibil-

ity. For flysch, we notice that rockfalls are triggered in the zones of presence of fluvial 

terrace slopes. In statistical analysis, the area is expressed by the average values of “Wa-

tercourses density”, “TWI”, and sometimes “Height”. For sandstones, rockfalls are present 

most of the time in rocks having high joint density. For peridotites, the presence of rockfall 

is rare in the region and controlled by joint density and their persistence. As for schists, 

micaschists, limestones, and dolomites, we note that rockfalls are triggered by several pre-

disposing factors that share the same global influence. In other words, each factor becomes 

preponderant depending on how the site is shaped. 
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Figure 15. Representation of the study sites according to “Lithology”. 

5. Discussion 

5.1. MCA 

The key to the evaluation of causative factors is their contribution rate in the dataset. 

In principle, factors with a very low contribution value have little or no influence on the 

ground instabilities studied. The three factors “Spring”, “Watercourse”, and “Dip/slope” are 

the least influential. This conclusion is related to the variation of the modalities of the three 

variables with the fixed modalities of the other variables. In several study sites, we notice 

the repetitive aspect of certain modalities such that there is a mutual influence on one 

another. It is understood that in order to trigger field instability in some particular sites, 

it is necessary to repeat modalities. In these sites, the similarity between modalities does 

not concern the modalities of the three least influential variables. For example, we find 

that the two modalities of “Spring” variable, i.e. the presence or not of a water spring, has 

no effect on the modalities of the other variables. An evaluation of the most influential 

factors requires a more in-depth analysis. The principle is based on multiple correlation 

analysis, the purpose of which is to rank the variables according to the number of links 

that each variable has with the others. The variable having the highest number of correla-

tions with the other variables is the most dominant in the dataset, and the variable with 

the least correlations is the least dominant. The analysis is realized by observing the vari-

ables whose contribution rate is more or less similar along the same factorial axis. The 

variables “Lithology”, “Elevation”, and “Fracture persistence” are the most dominant accord-

ing to both axes 1 and 2; each of them has a correlation with eight other variables. Then, 

we have the variables “Slope”, “Slope exposure”, and “Climate”, with four correlations each; 

the variable “Anthropogenic activity”, with two correlations; and finally, just one correla-

tion for the variables “Land use” and “Fracture opening”. 

Another way of representing and analyzing multiple correlations is to perform a hi-

erarchical classification of the data. Study sites are represented in homogeneous classes so 

that the sites in the same class have the same modalities of variables. Classes are distin-

guished by the most contributing variables. The hierarchical tree (Figure 16) obtained pro-

poses five classes of instabilities where the discrimination between classes is globally con-

trolled by the three variables “Lithology”, “Elevation”, and “Fracture persistence” and less 

by the other variables. If we superimpose the diagram of classes (Figure 17) with the graph 

of modalities (Figure 8), we notice that each class is represented by a type of lithology. 

Thus, lithology is the most significantly related factor to this classification. The modalities 

of the other variables can be encountered simultaneously in at least two instability classes. 

From these two types of analyses, lithological factors can be ranked at the top of the 

pyramid of influence on instabilities in the study area, followed by fracture persistence, 

elevation, slope degree, slope exposure, climate, and anthropogenic activity. 
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Figure 16. Hierarchical tree of instability classes. Each color is a different cluster (see Figure 17)  

 

Figure 17. Representation of the study sites according to their class. 
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5.2. PCA 

5.2.1. Landslides 

All active variables present in the dataset are potentially predisposing factors for 

landslides. Here, we seek to identify the predominant factor. By analyzing the 19 study 

sites through the table of site contributions to the first four dimensions, we notice that nine 

sites are not related to any specific variable and the others are related to at least one vari-

able in the dataset. The fact that nine sites are not linked to any specific variable can be 

explained by the same influence weight of the different variables. As for sites 12, 13, and 

15, we can note that they are strongly related to density and fracturing. Landslides in sites 

23, 24, 25, and 26 are strongly related to the presence of water springs, which are the pre-

dominant predisposing factors. The last three remaining sites (sites 9, 16, and 20), which 

correspond to road slope collapse-type landslides, are strongly related to their zero NDVI 

and are negatively related to slope height. Site 16 is also strongly related to dip. In these 

three sites, anthropic interventions accentuate the natural predisposing factors to instabil-

ity by weakening the mechanical parameters of the soil and the degradation of stability 

factors such as NDVI. Here, we can say that the total absence of vegetation is an important 

predisposition factor in the occurrence of landslides. In the case of site 16, in addition to 

the NDVI factor, the “dip of the layers” factor can have played an important role in pre-

disposition to failure. 

The study sites can be subdivided into four groups, described below, according to 

their predominant predisposing factors: 

1. In this group, all predisposing factors in the active dataset have the same level of 

influence. In other words, removing or changing the value of any of the variables can 

completely change an unstable terrain into a stable terrain or conversely, increase the 

instability. Lithologically, this group includes only shales and micaschists; this may 

indicate that the lithological nature of the terrain controls the values of the other var-

iables modalities. It is important to note that in the case of metamorphic rocks, schis-

tosity most likely plays an important role, even though it is not included in the da-

taset because it is very difficult to quantify. Nevertheless, it can represent a very im-

portant predisposition parameter by strongly increasing the joint density and frag-

menting the rock. 

2. This group is represented by peridotites. It is differentiated by its high values of ge-

omechanical parameters. In the study area, landslides are present in rocks with low 

to medium density except for the peridotites. Peridotites have the highest density in 

the area (3000 to 3200 kg/m3), and most instabilities correspond to landslides. Until 

further studies are undertaken, this group will be considered to be controlled by its 

geological parameters. 

3. This group is represented by the presence of springs, which constitutes a permanent 

predisposition factor and is the most influential factor for landslides. It should be 

noted that the presence of a spring does not necessarily indicate the presence of a 

landslide. Similarly, the presence of a landslide near a spring does not mean that the 

landslide is necessarily related to this spring, and this has been proven by the PCA. 

4. This group includes the majority of landslides encountered in the vicinity of an an-

thropogenic infrastructure (road, runway, structure, etc.). Man can intervene and 

modify certain natural parameters, in particular geomechanical parameters and the 

NDVI of the terrain, and thus increase the susceptibility of landslides. According to 

PCA, this group is controlled by NDVI, which has a negative value most of the time, 

thus decreasing the stability. Moreover, the negative value of NDVI becomes an in-

dicator that the area where the landslide is located has been affected by anthropo-

genic interventions. 

Variables in the dataset can therefore be classified according to their order of influ-

ence on landslides in the study area. According to the analysis of the four groups, the 

lithological nature of the terrain is preponderant, even though it is represented by a single 



Geosciences 2022, 12, 383 19 of 24 
 

 

active variable, “Density”. The fact that the first group, whose variables share the same 

rate of influence, is represented only by shales and micaschists, is a strong indication that 

lithology plays a primary role in this mechanism. The same is true for the second and 

fourth groups. Springs are ranked second in importance and are strongly responsible for 

many landslides regardless of lithologic nature and other terrain parameters. Vegetation 

density is ranked third in order of importance, due to low values at all of the sites and, 

most relevantly, at the anthropized sites. The density of mechanical discontinuities and 

the dip of the layers come fourth, as very few landslides are directly related to these two 

parameters. Rather, it is the orientation of these two parameters in relation to the slope 

that determines whether they have an influence or not. The density of the hydrographic 

network and the topographic wetness index have very low basic values and can be clas-

sified as the least influential in fifth order. For the geometric parameters (Slope and Height), 

the sites did not show strong positive contributions towards these two parameters. In our 

case, geometric parameters can be considered to be indispensable preparation factors and 

not as predisposing factors, and a minimum value is, in any case, required to induce a 

failure. 

5.2.2. Rockfalls 

As with landslides, we seek to identify the overriding factors responsible for land-

slides. By analyzing the 11 study sites through the table of site contributions to the first 

four dimensions, we notice that some sites are related to well-defined variables, which 

provides an idea about the corresponding location where a rockfall occurred or could oc-

cur. Sites 28, 29, and 30 are characterized by a high slope height and a moderately dense 

drainage network. These parameters indicate a favorable location for triggering or en-

countering a rockfall. This often corresponds to a large valley crossed by a mainstream. 

The phenomenon of solifluction, strongly present in these places, dragging a large mass 

of sediments down the slope, digs up the underlying rocks in places and lets them outcrop 

on the surface. The outcropped rocks are then exposed to instability factors, making them 

susceptible to tumbling at any time. Other valleys are morphologically similar to these, 

but have parameters that slow down the processes of soil solifluction, which explains the 

absence of this type of rockfall. Site 14 presents a case of rockfall triggered in peridotitic 

massif. It is encountered exclusively at the level of upstream slopes where the highly frac-

tured rock outcrops form a rocky escarpment with a steep slope and scarce vegetation. 

According to the graph of individuals, site 1 has the highest joint density, significant veg-

etation, and a high number of geometrical instabilities. The slump zone corresponds to a 

road slope where vegetation is absent, even though data indicate a high presence of veg-

etation (calculation by magnitude zone). High joint density contributed to a high number 

of geometric instabilities, making this area favorable to rockfalls at a high frequency. Site 

22 is characterized by a subvertical slope, very steep dip, high altitude and interannual 

precipitation, and many potential geometrical instabilities. In the study area, the only lo-

cation that encompasses all these features corresponds to carbonate bars located at the 

crests of slopes, whose occurrence is related to large thrusts. Here, the rockfalls are in no 

way related to the presence of springs located below the detachment zone, which justifies 

the deletion of the factor “Number of springs” to improve the readability of the results. Site 

2 is characterized by its slope which exceeds 90° through the phenomenon of undercutting 

favored by marine erosion. Although the density of fracturing is very low at these loca-

tions, it is sufficient to have a geometrical instability to have a susceptibility to rockfall. It 

is obvious that rockfalls in these locations are rare and have a very low frequency. The 

four remaining sites (7, 10, 21, 27) are not linked to a specific factor, which can be explained 

by the fact that the different factors share the same influence weight on the site. On the 

other hand, for each rockfall movement, one of the factors can be preponderant without 

forgetting to privilege the factors (slopes and joint density) essential to the movement. 

From the analysis of the study sites, we find that the factors “Slope” and “Joints den-

sity” are the most influential on rockfall movements. We find that 80% of the sites have 



Geosciences 2022, 12, 383 20 of 24 
 

 

slopes steeper than 60°. The number of geometric instabilities and the density of the hy-

drographic network come second. In some sites, the high number of geometrical instabil-

ities was a necessary predisposing element for the movement. Likewise, the increase in 

the number of geometric instabilities has an influence on the increase in the frequency of 

rockfalls. The presence of a high density of the hydrographic network at the level of nar-

row valleys of the study area favors the outcrop of rocks at the surface and exposes them 

to aggravating factors. In addition, the hydrographic network plays a secondary role in 

eroding the lower slope support (toe stop). It generates landslides where the slid mass 

plays a supporting role for the rock mass. Some variables such as “NDVI” and “TWI” 

show almost similar values for all sites. Our interpretation of the low values of “NDVI” is 

that rockfall movements all occurred in areas with very low density of vegetation. It shows 

that the presence or absence of vegetation plays an important part in the process. Here, 

PCA does not have the ability to show some recovery of sites to variables with nearly 

similar values. The same applies to TWI, which shows low values indicating slumping in 

steep slopes areas. The dip of the layers is the least influential parameter on rockfall due 

to its low values. The variation of the slope height does not influence rockfall movements, 

except in the case of flysch, where a significant slope height is required to have rockfall 

susceptibility. Varying the values of the last three remaining factors (Number of springs, 

Precipitation and Density) showed no direct influence on rockfalls. 

In the case of rockfalls, we have noticed that, in general, the variables rarely have 

extreme values. The most important parameters in rockfalls are geometric (Slope and Ex-

posure) and structural (Joint density and Geometrical instability) parameters. In contrast to 

landslides, geotechnical parameters do not show a great influence on landslides, rather 

they show an indirect influence in shaping the morphological elements of the terrain and 

the internal structuring of the soil. Moreover, rockfalls are found in the different lithology 

types, perhaps not with the same frequency, but movement is ubiquitous regardless of 

the geotechnical parameters of the rock. 

5.3. Synthesis of Causative Factors 

The final assessment of the causative factors is established via the combination of the 

MCA and PCA results. We point out once again that field instabilities are encountered at 

the level of the different modalities of causative factors and that instabilities can be trig-

gered by several combinations of modalities. The fact of modifying a modality in a com-

bination can make a terrain stable indicates that it is important to know the weight of the 

influence of each causative factor and its real effect on the study site. Here, the aim is not 

to observe the degree of influence of each factor on the study area, but rather to examine 

the influence of each factor on the other in relation to the ground instabilities studied, so 

as to say for each site which was the determining and indispensable parameter to make 

the ground instability appear. From interpretations of the two methods, the lithological 

factors can be considered as the most influential on ground instabilities. This is related to 

MCA and the landslide part of PCA which rank lithological variables at the top of the 

influence pyramid, a little less in the PCA rockfall part. This shows that lithology has an 

influence on several parameters, notably the geometrical and structural parameters. Glob-

ally, ground instabilities, as far as carbonate rocks are concerned, are present in high alti-

tudes, steep slopes, in terrain with high fractures persistence and high joint density, etc. 

This is different for instabilities located in the schists, presenting average slopes, weak 

altitudes, less dense and less persistent fractures, etc. This emphasizes that lithology is an 

important element in determining the existing classes of instabilities. Structural factors, 

persistence and joint density, come in second place. These factors determine the extent of 

the instabilities represented by their size and frequency. In some sites, the high joint den-

sity increases the chance of having geometric instability; in other sites, it is rather the per-

sistence of the discontinuities which generates geometric instability in places. The influ-

ence of geometrical factors on instability comes third. We note that the slope is much more 

important in rockfalls than in landslides. The slope represents a primordial element in the 
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instabilities studied, as a minimal value is always required. Hydrological factors come 

fourth. The sites related to these factors are completely independent from the other sites, 

because hydrological entities are the determining parameters of existing instabilities. The 

ranking of these factors is linked to the low values of hydrographic densities and the ab-

sence of springs in most of the sites. Anthropogenic factors, the type and density of vege-

tation, and land use come last and are factors that influence the acceleration of instabilities. 

They are factors that amplify the previous instability factors. 

5.4. Reproductibility of the Methodoly 

An extensive ground instability inventory is the first essential step for such an anal-

ysis. It allows the efficiency and fast selection of representative study sites (with existing 

ground instabilities) that are used for causative factors analysis. If such an inventory is 

inaccessible or inaccurate, we strongly recommend realizing one following the methodol-

ogy described in [19]. Indeed, without such an inventory, randomly chosen study sites 

may not be well representative of the study area. This will affect the quality of the results 

and thus can lead to less accurate results. Similarly, the descriptive data of the inventory 

should be as comprehensive as possible. To obtain relevant results, ongoing feedback with 

the study sites must be obtained in order to take into account their specificities and com-

plexities. This is all the more important depending on the causative factors that should be 

taken into account, as the causative factors depend strongly on the studied areas. 

6. Conclusions 

This study showed that multivariate statistical analyses are appropriate methods for 

evaluating causative factors. They can be descriptive or explanatory depending on the 

objective sought. In our study, the analysis of causative factors required the processing of 

qualitative and quantitative data. MCA was used for qualitative variables and PCA was 

used for quantitative variables. We were able to point out that: 

 The choice of factorial designs depends on the terminology of the study and of the 

objectives sought. 

 For an analysis to be fair and complete, the dimensions chosen must be representative 

of the causative factors, and each factor must have a minimum contribution. 

 For both methods (MCA and PCA), multiple correlation analysis highlighted the 

number of interrelationships for each factor. 

 In MCA, the classification of factors according to their order of influence can be per-

formed through the observation of the number of correlations of each factor and 

through a hierarchical classification that groups the study sites into instability clas-

ses. 

 In PCA, the assessment of influence degree causative factors depends on the correla-

tions number analysis between variables, and even more on the belonging of the 

study sites to a specific group of variables. 

In the coastal region between Tetouan and Jebha, statistical analyses considered ge-

ological factors to be the most influential on ground instabilities, followed by geometric, 

climatic, hydrological, environmental (vegetation and land use), and anthropogenic fac-

tors. The analysis also showed that the type and frequency of instability are intrinsic to 

the influence weight of each causative factor. 

Finally, it is important to point out that an expert’s judgement remains indispensable 

in multivariate statistical analysis, especially in PCA. An expert’s role is essential when 

the modalities of the variables present extreme values and when individuals do not show 

a visible trend for one or more specific variables. Vigilance is required regarding the in-

terpretation of correlations, as statistical methods can sometimes show correlations that 

have no logical interpretation. 
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Appendix A. Imput data for MCA and PCA 

Table A1. MCA input data. See explanation of the abbreviations in Table 1. 

Individ-

ual 

Variable 

Type 
Lithol-

ogy 
Binder 

Persis-

tence 

Fracture 

Opening 

Fracture 

Filling 

Fracture 

Distrib. 

Dip/ 

Slope 
Slope Elevation 

Expo-

sure 

Water 

Sourc

e 

sprin

g 
Land Use 

Anthropo-

logic Activ-

ity 

Climate 

Site 1 C Sd Q Min/Med Jointed Minz. Prevail. Out. Steep 0–200 E A A Matorral Road S H 

Site 2 R S Cl Med/Maj Open Clogged Equiv. Out. V steep 0–200 E A A Forest Unaffected S H 

Site 3 L  S Cl Med Open Clogged Equiv. Ent. Slight 0–200 N A P Matorral Road S H 

Site 4  L S Cl Med Open Clogged Prevail. Out. Slight 0–200 N P P Matorral Road S H 

Site 5 L S Cl Med Open Clogged Equiv. Out. Steep 0–200 N P P Matorral Road S H 

Site 6 L S Cl Med Open Clogged Equiv. Out. Slight 0–200 E A A Matorral Road S H 

Site 7 R S Cl Med Open Clogged Prevail. Ent. Slight 0–200 E A A Urb area Dwellings S H 

Site 8 L S Cl Med Open Clogged Prevail. Ent. Slight 0–200 N P A Matorral Road S H 

Site 9 C MS Q-M Med Jointed Minz. Equiv. Out. Steep 0–200 N A A Exposed Road S H 

Site 10 R MS Q-M Med Jointed Minz. Equiv. Ent. Steep 0–200 E A A Matorral Road S H 

Site 11 L MS Q-Cl Med Jointed Minz. Prevail. Out. Steep 0–200 E A A Exposed Road S H 

Site 12  L P None Med/Maj Open Minz. Prevail. Out. Slight 0–200 E A A Forest Road S A 

Site 13 L P None Med/Maj Open Minz. Prevail. Out. Steep 0–200 E A A Forest Road S A 

Site 14 R P None Med/Maj Open Minz. Prevail. Out. Steep 0–200 N P A Forest Road S A 

Site 15 L P None Med/Maj Open Minz. Prevail. Ent. Slight 0–200 E P A Matorral Dwellings S A 

Site 16 C MS Cl Med Open Clogged Equiv. Out. Slight 0–200 N A P Exposed Road S A 

Site 17 L MS Cl Med Open Clogged Equiv. Out. Slight 0–200 N A A Matorral Road S A 

Site 18 L S Cl Min/Med Jointed Minz. Prevail. Out. Gentle 0–200 W P A Matorral Road Arid 

Site 19 C S Cl Medium Open Clogged Prevail. Out. Slight 0–200 N A P Matorral Road Arid 

Site 20 L S Cl Med/Maj Open Clogged Prevail. Out. Slight 0–200 N A A Exposed Road Arid 

Site 21 R L Ca Med/Maj 
Open/ 

Jointed 
Clogged Prevail. Out. Steep 0–200 N A A Matorral Unaffected Arid 

Site 22 R L Ca Med/Maj Open Minz. Prevail. Ent. Steep 900–1100 S A P Exposed Unaffected V H 

Site 23 L Sd Q Min/Med Jointed Minz. Prevail. Out. Gentle 600–800 W A P Matorral Road H 

Site 24 L S Cl Min/Med Open Clogged Prevail. Out. Gentle 200–400 E A A Matorral Dwellings S H 

Site 25 L S Cl Min/Med Open Clogged Prevail. Out. Gentle 200–400 N A P Urb area Dwellings S H 

Site 26 L P None Med/Maj Open Minz. Prevail. Ent. Slight 400–600 S P P Forest Dwellings Humid 

Site 27 R L Ca Med/Maj Open Minz. Equiv. Out. Steep 900–1100 W P A Exposed Unaffected Humid 

Site 28 R D Ca Med/Maj Open Minz. Equiv. Out. Slight 600–800 W P A Exposed Unaffected S H 

Site 29 R F Cl-L Min/Med Open Clogged Prevail. Out. Slight 400–600 E A P Matorral Unaffected S A 

Site 30 L F Cl-L Min/Med Open Clogged Prevail. Out. Gentle 400–600 E P A Matorral Unaffected S A 

Table A2. PCA landslide input data. See explanation of the abbreviations in Table 2. 

Individ-

ual 

Land-

slide 

Depth 

Lithology 
Φ  

(°) 

C 

(kPa) 

Density 

(kg/m3) 

Dip 

(°) 

Joint 

Density 

(m−3) 

Precipi-

tation 

(mm/an) 

Slope 

Angle 

(°) 

Height 

(m) 

Eleva-

tion  

(m) 

Water-

course 

(m−2) 

Nb of 

Springs 
NDVI TWI 

Site 3 Deep Schist 15 500 2300 20 2.5 600 50 200 150 0.765 1 0.1 5.78 

Site 4 Shallow Schist 15 250 2300 20 3.5 600 50 100 200 0.765 2 0.1 6.5 

Site 5  Shallow Schist 15 280 2300 25 3.5 600 55 100 250 0.584 1 0.06 6.5 

Site 6  Deep Schist 15 135 2300 15 2.4 600 45 80 30 0.584 0 0.02 8.5 

Site 8 Deep Schist 15 430 2300 15 7.66 600 45 200 150 0.765 0 0.02 5.78 

Site 9 Shallow Micaschist 15 70 2500 10 7.28 600 65 25 90 1.98 0 −0.25 5.78 

Site 11 Shallow Micaschist 15 770 2500 40 7.28 600 60 250 160 0.765 0 0.02 6.5 

Site 12  Shallow Peridotite 30 140 3200 0 13.5 400 50 120 150 0.37 0 0.07 5.2 

Site 13 Shallow Peridotite 30 260 3200 0 13.5 400 65 120 150 0.37 0 0.07 3.5 
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Site 15 Shallow Peridotite 30 120 3200 0 13.5 400 45 150 200 0.765 0 0.03 8 

Site 16 Shallow Micaschist 15 400 2500 65 7.24 400 50 170 170 0.584 1 −0.25 5.78 

Site 17 Shallow Micaschist 15 670 2500 45 7.24 400 50 250 220 0.584 0 0.05 5.2 

Site 18 Shallow Schist 15 135 2300 15 7.24 400 40 70 175 1.355 0 0.01 3.5 

Site 19 Deep Schist 15 320 2300 40 12.24 400 45 160 100 1.355 1 0.02 5.78 

Site 20  Shallow Schist 15 250 2300 15 4 400 50 100 30 2.855 0 0.02 2.5 

Site 23 Deep Sandstone 25 90 2500 10 16 900 32 120 700 1.98 2 0.12 8 

Site 24 Deep Sandstone 25 200 2500 20 14.5 700 35 200 350 1.562 1 0.2 6.5 

Site 25 Shallow Schist 15 180 2300 10 10.5 700 40 100 300 0.955 2 0.12 8.5 

Site 26 Shallow Peridotite 30 250 3200 0 13.5 900 52 150 700 1.98 3 0.02 7.5 

Table A3. PCA rockfall input data. See explanation of the abbreviations in Table 2. 

Individ-

ual 

Lithology Φ  

(°) 

Density 

(kg/m3) 

Dip 

(°) 

Joints 

Density 

(m−3) 

Geometric 

Instability 

Precipita-

tion 

(mm/an) 

Slope 

Angle 

(°) 

Height 

(m) 

Eleva-

tion 

(m) 

Water-

course 

Density 

Spring NDVI TWI 

Site 1 Sandstone 25 2500 25 18 5 600 60 12 55 0.765 0 0.2 3.5 

Site 2 Schist 15 2300 30 3.5 3 600 110 10 5 0 0 0.02 2 

Site 7  Schist 15 2300 10 3 1 600 50 40 80 0.584 0 0.08 5.2 

Site 10 Micaschist 15 2500 15 8.28 4 600 80 85 150 0.37 0 0.02 3.2 

Site 14  Peridotite 30 3200 0 13.5 1 400 65 40 90 1.355 0 0.02 4.6 

Site 21  Limestone 25 2600 20 7.5 0 400 60 100 100 0.37 0 0.02 3.5 

Site 22 Limestone 25 2700 80 7.66 5 1100 85 45 1100 0 2 0.01 2.2 

Site 27  Dolomite 25 2700 35 6.5 2 900 60 90 1050 0.37 0 0.02 3.2 

Site 28 Limestone 25 2600 40 7.22 0 700 45 200 700 0.765 0 0.08 4.6 

Site 29 Flysch 20 2400 25 7.22 1 500 50 165 450 1.355 1 0.08 5.78 

Site 30  Flysch  20 2400 25 7.22 1 500 40 175 200 2.855 0 0.02 7.5 
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