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With the development of electric motor vehicles, the domain of automotive sound design
addresses new issues, and is now concerned by creating suitable and pleasant soundscapes
inside the vehicle. For instance, the absence of predominant engine sound changes the driver
perception of the dynamic of his car. Previous studies proposed relevant sonification strate-
gies to augment the interior sound environment by bringing back vehicle dynamics with syn-
thetic auditory cues. Yet, users report a lack of blending with the existing soundscape. In this
study, we analyze acoustical and perceptual spatial characteristics of the car soundscape and
show that the spatial attributes of sound sources are fundamental to improve the perceptual
coherency of the global environment.

0 Introduction

The car industry is facing a major shift from Internal
Combustion Engine Vehicles (ICEV) to Battery Electric
Vehicles (BEV). Major developments are now focused on
BEV. Apart from different dynamic behavior, user expe-
rience is mainly affected by a different acoustic environ-
ment or soundscape due to a different powertrain gener-
ated sound [1, 2]. Even if the environment is quieter, the
absence of predominant motor sound may deteriorate the
soundscape by unmasking unwanted noises [3], while no
longer informs the driver about the vehicle dynamic [4]
nor about vehicle characteristic [5, 6]. The driving expe-
rience is highly affected and the need for new solutions is
expressed by car manufacturers [7, 8].

For few years, researchers have worked with sonifica-
tion processes for the so called active sound design, that
aimed to bring back the dynamic auditory feedback to the
driver [9]. Originally in ICEV, active sound design con-
sisted in enhancing the engine sound signature by synthe-
sizing corresponding engine harmonic content inside the
cabin through the audio system to modify the vehicle per-
ception [10]. The same principle has been proposed in BEV
[11]. Subharmonic generation is used to create a machine-
like sound [12, 13]. It has been shown by Doleschal et al.
that it creates a more pleasant soundscape by masking other
noise sources and merging the normal electric motor sound
[14]. Maunder et al. proposed to capture the electric motor

vibration with an accelerometer and enhance, tune and re-
play it in real-time in the cabin [15]. Adaptive design have
also been proposed to adapt the auditory feedback timbre
depending on driver’s emotion [16] and driving style [17].
Denjean et al. studied the influence of engine sound feed-
back on the perception of motion [4]. They noted that the
absence of gear in BEV powertrain involves less frequency
variation for the same dynamic variation. To overcome this
limitation, they proposed to use the Shepard-Risset illusion
that give the impression of pitch variation without variation
of spectral content [18].

So far, active sound design has been mainly focused on
the design of the sound itself and the correct transmission
of the vehicle dynamics. To the best of the author’s knowl-
edge, the integration of the sound in the environment has
not been studied except for loudness considerations. Yet,
some users report a lack of blending with the surrounding
environment and other perceptual cues. The integration of
this virtual sound source in the interior soundscape aug-
ments the perception of vehicle motion. We may then con-
sider the cockpit environment as an augmented reality envi-
ronment. In this context, auditory source must be integrated
seamlessly into a real environment in order to be accepted
by user. As explained by Neidhardt et al., the acoustical
properties of the virtual element must match with the real
environment [19] and be in agreement with an internal ref-
erence develop by people from their listening experience in
everyday life [20]. The environment may require specific
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Fig. 1. General diagram of the method. Analysis and modeling of the engine sound spatial distribution is evaluated perceptually by
resynthesis of the scene. Engine distribution model is applied to dynamic feedback in BEV and the overall coherency is evaluated.

auditory appearance of sources, i.e. source loudness, width
or location. As a counter example, an unsuccessful integra-
tion would be to include a sound source in a reverberant
environment, without applying the appropriate reverbera-
tion on the added source. The resulting soundscape would
be perceived as incoherent because the source would not
merge with the surrounding environment. In the case of
BEV interior soundscape, Cao et al. studied the dynamic
auditory feedback loudness based on the expected loudness
of the engine in ICEV [21]. They reported an improvement
of the pleasantness when a dynamic feedback is integrated
with the same loudness variations as the engine in ICEV.
However, it was compared with no feedback only. The car
cabin also exhibits a particular configuration that might re-
quire specific spatial characteristics of the virtual source to
be coherently integrated. Substitution of the engine noise
by the active sound design may also involve a certain ex-
pectation by the users.

In this study, the authors analysed acoustical and percep-
tual spatial characteristics of a car cabin and especially the
engine noise in ICEV to make assumptions on coherent in-
tegration of virtual dynamic feedback sources in BEV. The
main hypothesis is that if we match the spatial distribution
of the ICEV engine sound to design the virtual source in
BEV, the resulting soundscape will be more coherent with
the user expectations and then more accepted. Section 1
explains the methodology that we used to test this hypoth-
esis. The virtual environment where the experiments were
conducted is presented in Section 2. Then, the spatial dis-
tribution analysis and modeling is detailed in Section 3.
Finally, the hypothesis is tested in Section 4 and the results
are discussed in Section 5.

1 Method

The objective of the study is to integrate coherently a
virtual source in the interior soundscape of electric vehi-
cles. Coherent integration is achieved if the virtual source
match user expectation of how the source should sound in
this environment. Here, the virtual source is an auditory
feedback on vehicle dynamic and take the place of the en-
gine sound in ICEV. User expectation may be influenced

by the characteristics of ICEV soundscape in general and
by the engine sound in particular. Then, the strategy is to
identify perceptually relevant spatial characteristics of the
engine sound and matches these spatial characteristics in
the integration of a dynamic feedback in BEV.

Figure 1 presents each step of the study. First, 3D acous-
tic scenes have been recorded in both ICEV and BEV in
driving situations as well as vehicle dynamic parameters
(i.e. speed, acceleration, throttle opening and engine speed
if relevant). These recordings are used to analyse spatial
features of ICEV soundscape and later reproduce the over-
all driving scenes. Then, engine spatial distribution mod-
els are derived from the scene analysis. Separation of the
engine sound and the background noise allows to indepen-
dently apply spatial models to the engine omnidirectional
channel and combined the resulted engine sound to the
original background noise to compare reproduced scene
realism with the original recordings. In parallel, dynamic
data are used to parameterize the auditory feedback syn-
thesis and match the BEV recording dynamic. Spatial dis-
tribution models derived from engine distribution in ICEV
are applied to integrate spatially the auditory feedback in
the recorded scenes. Scene coherency is then evaluated be-
cause no real reference exists in this case. The term co-
herency has been preferred to the term plausibility, usually
used in the evaluation of virtual and augmented acoustic
environments [22], to avoid the evaluation of the plausibil-
ity that the electric motor produces such auditory feedback.
The idea is that if the overall experience is coherent, the in-
tegration of the dynamic auditory feedback is more likely
to be accepted.

Context plays an essential role in the perception of a
soundscape, the perception of the sounds or the sound
sources can differ depending on how the stimuli are pre-
sented [23, 24, 25]. It is important to ensure that compa-
rable cognitive processes are involved in a laboratory ex-
periment as in the same experiment in-situ [23, 26]. This
concept is called ecological validity and was first devel-
oped for the study of visual perception by Brunswik [27]
and then Gibson [28]. In the field of auditory cognition, this
notion was developed by Gaver [29, 30] and extended by
the notion of everyday listening, ”the perception of sound-
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producing events”, as opposed to musical listening, ”the
perception of the sound itself”. In a car cabin, several of
our senses are involved in order to create a representation
of the scene we are living, mainly vision, hearing, proprio-
ception and vibration sensation. The objective is to recreate
an ecological experimental environment (i.e. representative
of the real environment that we simulate) allowing to test
our hypothesis and to favour an ”everyday listening” that
will allow to generalize the results to a real situation. We
previously proposed a methodology [31] adapted from ur-
ban soundscape planning [32] to capture, analyze and re-
produce real driving scenes. It consists of creating a vir-
tual environment based on 3D audio-visual in-situ record-
ings of usual driving situations where the sense of pres-
ence and involvement in a car is ensured. Indeed, it has
been shown that combining different modalities helps im-
prove the sense of presence in a Virtual Environment (VE)
[33, 34, 35]. Then, solutions can be tested and validated
before in-situ implementation. The two experiments pre-
sented in this article were conducted in this virtual envi-
ronment and the scene analysis was based on the record-
ings. Next section will detail the technical aspects of in-situ
recordings and virtual environment construction.

2 Cabin environment rendering

2.1 In-situ recordings
In-situ recordings involve measurements of the acous-

tic field, the visual field and dynamic parameters of the
vehicle. The acoustic field is recorded using a spherical
microphone array composed of 32 microphones (Eigen-
mike32). Spherical microphone arrays capture the sound
field at a point in 3D, which can be analyzed using beam-
forming processing [36] and accurately reproduced in all
directions using specific processing such as the ambisonic
framework. [37]. The visual field is recorded by a 3D cam-
era (Insta360 Pro) composed of 6 optic lenses on the az-

Fig. 2. Experimental setup to record 3D video and 3D audio from
passenger seat viewpoint in driving situations

imutal plane, each having a 6k resolution. Reconstruction
processing of the visual field is done by Insta360 profes-
sional stitching software allowing 360° 3D videos with 4k
resolution (Insta360 Stitcher). Vehicle speed, engine speed
for ICEV measurements and throttle opening are recorded
simultaneously. The camera is placed on the front passen-
ger seat at head height with the microphone just over it as
in Figure 2. Time and orientation alignments of the record-
ings are done by hand claps. For technical reasons, it is not
possible to record at the driver viewpoint while someone is
driving. Also, the VE is a passive environment. In order to
maximize the consistency of the experience and improve
the sense of presence, the VE simulates the experience of
the front passenger.

The measurements were conducted on a straight closed
road in order to record controlled scenarios and limit cy-
bersickness due to turns. The road was 3 meters wide and
was surrounded by lawns, trees and bushes. Due to the lim-
ited length of the road, the maximum speed was 100 km/h.
We chose to record two B segment vehicles (one thermal
and one electric) because it is the most common segment
in Europe [38]. The two models were very close in ge-
ometry (constructed on the same platform) to guarantee
comparable acoustic responses. Several dynamic scenarios
were recorded : accelerations, constant speeds and decel-
erations at different gear ratios (2nd, 3rd and 4th, only for
the thermal vehicle) and different speeds (from 20km/h to
100km/h).

2.2 Virtual environment
We constructed a VE to render driving situations previ-

ously recorded in-situ. A Virtual Reality (VR) headset is
used to render the visual field (Oculus Quest). Ambisonic

Fig. 3. Multichannel rendering system
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channels are decoded on 42 loudspeakers (Genelec 8020C)
distributed on a sphere. The ambisonic format was chosen
for two reasons. First, it is known that ambisonics is ade-
quate when immersion and envelopment are important [23]
at the expense of localization performance. Source local-
ization is less important than immersion and envelopment
because we intend to evaluate the quality of the acous-
tic environment in a global way. Furthermore, it has been
shown that the appropriate reproduction system depends on
the sound material [39]. Here the acoustic environment is
an indoor environment composed of a multitude of sound
sources that surround the listener; it has been shown that
3D ambisonics is most appropriate in this situation [39].
The setup is placed in an anechoic chamber to avoid any
influence of the room on the reconstruction of the sound
field. An illustration of the setup is shown on Figure 3. A
Unity application has been developed to play back 360°
video recordings in the VR headset. A modular synthesizer
developed by Stellantis [40] is used to synthesize the dy-
namic auditory feedback. Each module parameter can be
parametrized by a function of the vehicle dynamic data
(speed, acceleration, throttle opening, etc). A Max/MSP
patch controls the recorded scene and the synthesizer. Spa-
tialization of virtual sources is controlled in real-time by
IRCAM Spat Max Toolbox [41]. Video and audio synchro-
nization is done via the OSC protocol.

3 Spatial distribution analysis and models

The car interior is a complex acoustic environment.
Sounds perceived inside the cabin mainly comes from out-
side. At low speeds, engine noise and road/tire noise are
dominant, while aerodynamic noise tends to dominate at
high speeds. The geometrical configuration its variety of
materials, as well as the transmission from the source lo-
cation to the interior, make it difficult to predict the acous-
tic behavior inside the vehicle. These sources cannot be
considered as point sources. For example, tire/road noise
comes from all four wheels and the transmission within the
vehicle is partly carried by the structure and is radiated by
the entire vehicle structure. The same remarks can be made
about engine noise. The analysis aims to qualitatively char-
acterize the spatial distribution of the engine noise energy
and to develop approximation models of the phenomenon.

3.1 Spatial distribution analysis
Spherical array microphone recording allows to anal-

yse spatial information and to deduce directions of ar-
rival of the energy at the point of measurement. Beam-
forming methods mix the signals from physical receivers
to create virtual receivers in given directions with a spe-
cific directivity pattern [42]. By scanning in every direc-
tion, an acoustic power map can be drawn that illustrates
the energy distribution around the measurement point. In
this analysis, Minimum Variance Distorsionless Response
(MVDR) beamformer has been chosen to analyze the spa-
tial distribution of the engine sound. MVDR beamformer
is a widely used optimized beamformer designed to reject

uncorrelated noise while maintaining unity gain in the look
direction [43]. The beampattern is optimized to specifically
reject region where noise is present. It is suited for noisy
environment, hence an interior car.

The measurements are analyzed with time-frequency de-
composition to concentrate on each engine component.
Figure 4 (bottom) shows the Short Time Fourier Trans-

Fig. 4. Bottom: Magnitude spectrogram of the STFT of an ICEV
HOA measurement in 2nd gear at 30 km/h at front passenger
viewpoint (only the omnidirectional component is shown). Top:
Power maps obtained with MVDR beamforming computed on the
same measurement. All HOA channels are used to maximize spa-
tial resolution. Each map correspond to a frequency band contain-
ing an engine harmonic.

4 Submitted to J. Audio Eng. Soc., 2022 October



DRAFT SPATIAL SOUND DESIGN IN A CAR COCKPIT

form (STFT) magnitude spectrogram of the omnidirec-
tional component of ICEV HOA recordings in 2nd gear
at 30 km/h. The engine noise is harmonic and proportional
to engine speed. Frequency resolution needs to be high to
be able to discriminate each harmonic component (window
length is here 4096 samples at 48 kHz). At low frequency,
the components are clearly dominant. They are also sta-
tionary at constant speed. Hence, power maps for each fre-
quency band and each time frame are computed and time
averaged to mitigate noise. Each map is normalized by the
maximum power. 360° image of the car cabin at the front
passenger viewpoint is overlaid on the power maps to lo-
calize power maximum and minimum.

Maps corresponding to frequency bands containing en-
gine harmonics are illustrated on Figure 4 (top). It is clear
that engine spatial distribution is frequency dependent and
varies greatly even for small frequency shifts. Intuitively,
one could expect the energy to come mostly from the front
where the engine is located. Under 300 Hz, where most of
the engine sound energy is concentrated, the energy comes
consecutively from the left side, the bottom right and from
behind. Similar maps for different engine configurations
and other dynamic scenarios have been obtained. How-
ever, time averaging is necessary to limit noise, hence the
choice of a stationary measurement to present the results.
Maps at frequency bands where no strong engine harmonic
is present exhibit a more diffuse sound field where no
strong resonance can be located. It emphasizes the speci-
ficity and the steadiness of the engine spatial distribution.
This phenomenon may be explained by the transmission of
the sound from the engine compartment to the cabin. En-
gine vibrations are transmitted by the mechanical structure
from the engine to the cabin wall. Then, cabin walls radi-
ate at their specific eigen frequencies. Transfer path analy-
sis could give further information on the phenomenon and
may be able to predict the presence and location of each
resonances [44, 45] but it is out of the scope of the paper.

3.2 Spatial distribution models
From the listener perspectives, spatial separation of

engine resonances does not produce segregated auditory
streams leading to several sources but it involves binau-
ral differences. Perceived apparent width of a source is
known to be related to the Interaural Cross Correlation
(IACC) [46]. Perceptual impact of this spatial distribu-
tion could be a large apparent source width in the cabin.
Two models presented on Figure 5 have been developed
to test this hypothesis. The first approach tends to repro-
duce the spatial distribution described above and the sec-
ond approach tends to reproduce the possible perceptual
effect. Both models exhibit the same architecture. A mono-
phonic source signal S is sent through a filter bank to com-
pute N secondary sources Sn. Each secondary source Sn is
then spatially located apart from others. Depending on the
location of each source relatively to others, IACC at the
listener’s ears varies and the apparent width of the source
signal S can be adjusted.

The first approach is inspired by the power map analy-
sis and called the frequency approach because the source
signal is filtered by a complementary filter bank. The idea
is to reproduce the spatial scattering of resonances in-
side the cabin without necessarily matching the location
of each resonance. Then, the source signal S is splitted
into N complementary frequency bands to maintain the
same energy noted S f

n . We used the complementary filter
bank from IRCAM Spat MAX toolbox [47] based on cas-
caded complementary IIR filters [48]. Number of bands N
and corresponding central frequencies fc must be chosen
to cover the source bandwidth. In the case of an engine
sound, most the energy is concentrated under 500 Hz so we
chose to split the source signal into N = 8 bands with fc =
{100,150,200,250,300,400,500,700}. This approach is
similar to a known technique to extend spatially a sound
source based on time-frequency decomposition [49, 50].

The second approach is called the temporal approach be-
cause it is based on temporal decorrelation of the source
signal S. It aims at reproducing the expected perceptual ef-
fect of the physical phenomenon. It involves deriving N
uncorrelated secondary sources St

n from the source signal
S. We used all-pass filters with random and uncorrelated
phase response [51] to produce uncorrelated secondary
sources. The filters are designed in the frequency domain:
magnitude response is set to unity for all filters and the
phase responses are randomly set from a Gaussian distri-
bution. Then, FIR coefficients of each filter are computed
by means of the inverse FFT of the combine magnitude and
random phase response. The length of the FIR depends on
the resolution in the frequency domain and can affect the
transient and the timbre coloration of the signal. Engine
noise or dynamic feedback in BEV are continuous sounds
with smooth variations. Hence, filters’ length is not criti-
cal and it is more important to concentrate on low timbre
coloration. In the following experiments, we chose N = 4
uncorrelated secondary sources St

n, computed with 500 co-
efficients FIR filters. Informal listening tests confirmed no
critical timbre coloration.

Spatial scattering may be obtained by several means.
First, physical sources (i.e. loudspeakers) can be placed at
the location of each secondary source. Alternatively, source
location can be encoded in a specific format and later de-
coded for a specific physical source layout. In this study,
recordings were encoded in the spherical harmonic do-
main. Then, we chose to encode the secondary sources of
the frequency approach in the spherical harmonic domain
and decode simultaneously both the synthesized part and
the background noise of the recordings. In order to test the
influence of another scatter methods and be closer to the
technological constraints of an interior car, the temporal
approach used direct physical loudspeaker at the position
of the secondary sources. The position of each secondary
source used in the following perceptual evaluation for both
approaches is listed in Table 1. In the frequency model, the
secondary sources have been scattered in the front hemi-
sphere to reproduce the large separation observed on the
measurements but to avoid a perception of a source located
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Fig. 5. Diagram of the spatial models to reproduce engine spatial distribution.

Table 1. Position of the secondary sources for each spatial model
of engine spatial distribution.

Sn Frequency model Temporal model

Azi Elev Dis Azi Elev Dis
S1 70 30 1 30 30 1
S2 -30 -30 1 -30 30 1
S3 30 30 1 -30 -30 1
S4 -70 -30 1 30 -30 1
S5 -10 30 1
S6 50 -30 1
S7 -50 30 1
S8 10 -30 1

Note. Azimuth (Azi) and Elevation (Elev) are expressed in degree
and Distance (Dis) is expressed in meter. Origin of the coordi-
nate system is the head of the passenger, 0° azimuth and 0° ele-
vation correspond to the front of the passenger. Positive azimuthal
and elevation coordinates are to the right and above the passenger.

in the back. In the temporal model, the position of sources
have been manually tuned to match the measurements.

4 Perceptual evaluation

Both models are a priori similar in terms of spatial im-
age of the source. Listening tests will validate this hypoth-
esis perceptually and a comparison with the real spatial im-
age of the engine will be performed (Experiment 1). Both
models will then be used to integrate a monophonic vehicle
dynamic auditory feedback and the coherency of the global
soundscape will be evaluated (Experiment 2).

4.1 Experiment 1 : ICEV scene realism evaluation
4.1.1 Experimental setup:

The listening test was performed in the virtual environ-
ment described in section 2 and in details in [31]. The sub-
ject was seated at the center of the setup on a fixed seat to
reproduce a car seat.

4.1.2 Participants:
19 participants participated in the experiment (11 men,

8 women). They were aged from 21 to 57 years old (mean:
31, std: 5). 13 reported to drive at least once a month and

9 of them reported to drive several times a week. 8 partici-
pants were part of the laboratory team. Although they were
not aware of the protocol and objective of the experiment,
they cannot be considered as completely naive listeners,
they will be referred as expert in the analysis. Participants
were informed that they could stop the experiment at any
time without justification and that they could rest whenever
they wished.

4.1.3 Stimuli:
The audio-visual measurements used to process the

stimuli were captured on a closed road in a compact ur-
ban ICEV as explained in Section 2.1. They resulted in
4th order HOA recordings and 4K resolution 360° video
recordings. Four scenes of five seconds each were selected
based on the dynamic of the vehicle: two accelerations, at
low and high speed (2nd gear from 30 to 65 km/h and 4th
gear from 60 to 80 km/h respectively), one constant speed
(3rd gear at 50 km/h) and one deceleration (4th gear from
95 to 80 km/h). The scenes are referred as Acceleration
1, Acceleration 2, Stabilized and Deceleration respectively
on Figure 6. Two accelerations were selected because we
expected to have more differences between conditions due
the engine noise being more present. The duration of the
stimuli is limited to 5 seconds due to the length of the
road available without turns, avoiding cybersickness. The
engine noise was extracted from the measurement using
the additive model described in [52]. The model was ap-
plied to each ambisonic channel independently. The en-
gine sound is composed of harmonic components and we
supposed that they emerged from the background noise,
composed of tyre/road noise and aerodynamic noise. Back-
ground noise ambisonic channels were decoded on the
loudspeaker sphere to ensure an authentic spatial repro-
duction of the sound field apart from the engine compo-
nents. Four spatial configurations were compared to repro-
duce the engine noise spatial distribution:

• the Reference (i.e. C0) corresponds to the unaltered 4th
order ambisonic channels extracted from the measure-
ment decoded on the loudspeaker sphere. The resulted
sound field (background noise + engine noise) is identi-
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cal to the original measurement, hence a reproduction of
reality in the virtual environment;

• the Condition 1 (i.e. C1) corresponds to the frequency
model applied to the omnidirectional component ex-
tracted from the measurement;

• the Condition 2 (i.e. C2) corresponds to the temporal
model applied to the omnidirectional component;

• the Condition 3 (i.e. C3) corresponds to a point source
configuration applied to the omnidirectional component.
The source is placed in front of the listener (position
(0,0,1) in the coordinate system described in Table 1).

In total, the experiment was composed of 16 different stim-
uli (4 scenes × 4 spatial configurations).

4.1.4 Procedure:
The experiment consisted of a paired comparison task

based on the perceived realism of the scenes. We chose a
pairwise comparison protocol because our goal is to com-
pare different models, direct comparison allows partici-
pants to focus more easily on the differences between mod-
els. Each pair A-B was composed of two different spatial
configurations of the engine for a same scene (i.e. two dif-
ferent scenes were not directly compared) so that the spa-
tial configuration is the only changing factor between A
and B. The order of presentation between A and B was
random and A and B were always different (i.e. the same
stimuli were not compared). A total of 24 pairs were pre-
sented in a random order. Participants were asked to listen
to each pair A-B (as many times as they wanted) and to
choose between A and B (no tie) which one feels more real-
istic. Before the session began, the experimenter explained
to the participant that the notion of realism refers to the
similarity with his or her own experience of the automo-
tive environment and that he or she should adopt a global
listening approach (i.e., everyday listening) and not focus
on the details. They were explicitly told that there was no
difference in the visual environment. Participants were free
to ask questions before or during the session. The session
lasted 20 min on average.

4.1.5 Results:
Data were collected into 4 × 1 score vector Sq

p for each
scene p and each participant q. Each vector value Sq

p(i),
is associated with one spatial configuration noted Ci with
i = {0,1,2,3}. Each vector was completed as follow: if
stimulus A(Ci) was judged more realistic than stimulus
B(C j), Sq

p(i) was incremented by 1; if stimulus B(C j) was
judged more realistic than stimulus A(Ci), Sq

p( j) was incre-
mented by 1. In other words, Sq

p(i) revealed the number of
times spatial configuration Ci has been judged more realis-
tic than any other configuration for scene p and participant
q. Since no repetition were presented, Sq

p(i) ∈ {0,1,2,3}.
This subjective scale is interpreted as the realism score as-
sociated with each spatial configuration Ci.

Analysis regarding expert and naive listeners revealed no
statistical differences in their ratings of each spatial config-
uration as no interaction were found between the spatial

Fig. 6. Normalized histograms of the scene realism compari-
son between spatial configurations Ci for each scene. Red curves
are Gaussian distributions fitted to the histograms. Thick vertical
lines correspond to the mean of each distribution.

configurations and the participant expertise (repeated mea-
sures ANOVA: F(3,52) = 2.10, p > 0.1).

Figure 6 shows normalized histograms of Sq
p(i). Gaus-

sian fitting was computed to estimate a realism score for
each spatial configuration and scene. From direct observa-
tions, results are consistent across scenes, C0 and C1 are
perceived as more realistic than C2 and C3 independently
of the scene. Surprisingly, the stabilized scene exhibits
more variance between conditions followed by the deceler-
ation scene. Non parametric statistic analysis of each scene
demonstrates an influence of spatial configurations Ci on
the realism score in case of stabilized and deceleration dy-
namic scenes (Friedman tests: χ2(3) = 16.93, p < 0.001
and χ2(3) = 8.84, p < 0.05 respectively). For both accel-
eration scenes, spatial configuration condition shows no
statistical difference (Friedman tests: χ2(3) = 3.9, p > 0.1
and χ2(3) = 1.05, p > 0.1 respectively). Even if differ-
ences are not statistically significant in acceleration scenes,
a tendency to improve realism with spatial configurations
C0 and C1 is present in all scenes. We chose to mariginalize
the score over the scenes and further investigate the differ-
ences between spatial configurations: Sq(i) = 1

4 ∑p Sq
p(i).

Figure 7 shows boxplot of Sq. Statistical analysis con-
firmed a significant effect of the spatial configurations
Ci (Friedman test: χ2(3) = 18.09, p < 0.001). Wilcoxon
signed rank post-hoc analysis exhibits that C0 and C1 do
not differ from each other and are perceived as the most
realistic. C0 is significantly more realistic than C2 and C3
(p < 0.001 and p < 0.001 respectively). C1 is also more
realistic than C2 and C3 (p < 0.001 and p < 0.001 respec-
tively). C2 and C3 do not differ. Then, the results showed
that the reference and the frequency model are perceived
as equally realistic and more than the temporal model and
the point source model.
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Fig. 7. Box plot of the scene realism score averaged over the
scenes for each spatial configuration Ci. ∗ indicates a statistical
difference (p < 0.05) between two spatial configuration.

4.2 Experiment 2: BEV scene coherency
evaluation

The second experiment aims to apply the same spatial
configurations to integrate dynamic auditory feedback in
BEV and verify if matching the spatial distribution of the
ICEV engine noise spatial distribution improves the co-
herency of the experience inside the virtual environment.

4.2.1 Experimental setup:
Experimental setup is the same as in Experiment 1 (see

Section 4.1.1).

4.2.2 Participants:
All participants of Experiment 1 also participated in Ex-

periment 2. The session was performed after the first exper-
iment, the same day. Participants were encouraged to rest
between the sessions.

4.2.3 Stimuli:
The audio-visual measurements used to process the

stimuli were captured on the same closed road as in the pre-
vious experiment but in a compact urban BEV (see Section
2.1 for details). They resulted in 4th order HOA record-
ings and 4K resolution 360° video recordings. Four scenes
of five seconds each were selected with the same dynamic
profile as in the first experiment: two accelerations, at low
and high speed, one constant speed and one deceleration
(referred as Acceleration 1, Acceleration 2, Stabilized and
Deceleration respectively on Figure 8). Four scenes of five
seconds each were selected with the same dynamic pro-
file as in the first experiment: two accelerations (from 30
to 65 km/h and from 65 to 100 km/h), one constant speed
(at 50 km/h) and one deceleration (from 95 to 85 km/h).
The scenes are referred as Acceleration 1, Acceleration 2,
Stabilized and Deceleration respectively on Figure 8.

Here, there is no predominant motor sound. The objec-
tive is to add a virtual source to bring back dynamic au-
ditory feedback inside the vehicle captured by the mea-

surements. The dynamic auditory feedback is based on
the Shepard-Risset illusion or tone and has been success-
fully used for sonification of dynamic in BEV [18]. The
Shepard-Risset tone is composed of an infinite harmonic
comb. Each comb component is modulated in amplitude
by a cosine window in the frequency domain [53]. The fol-
lowing relation gives the amplitude a of the component:

a( f ) =

 1
2

[
1− cos

(
2π

log f−log Fc
2L/2

L log2

)]
if Fc

2L/2 < f < 2L/2Fc

0 else
(1)

where f is the frequency of the component, Fc is the cen-
tral frequency of the window and L the window width in
octaves. Low and high frequency components are quieter
than mid frequency components. An increasing or decreas-
ing sweep of each component gives the impression of a for-
ever ascending or descending tone while the spectral cen-
troid of the sound remains the same. This illusion is well
suited for the perception of BEV dynamic and avoid annoy-
ing high frequencies at high speed or in-audible differences
for small dynamic changes. In this experiment, we chose a
wide band window of L = 10 octaves, and map the cen-
tral frequency Fc to the vehicle speed. Each octave is com-
posed three components corresponding to a major chord.
The comb sweeping speed is mapped to the acceleration.

The HOA recordings were decoded on the loudspeaker
sphere and ensured an authentic spatial reproduction of the
acoustic field measured in the cabin. The virtual source was
integrated in the environment following four spatial config-
urations:

• the Condition 1 (i.e. C1) corresponding to the frequency
model described in section 3.2;

• the Condition 2 (i.e. C2) corresponding to the temporal
model described in section 3.2;

• the Condition 3 (i.e. C3) corresponding to a point source
located in front of the listener (position (0,0,1) in the
coordinate system described in Table 1);

• Condition 4 (i.e. C4) corresponding to a point source lo-
cated at the bottom right of the listener (position (45,-
30,1) in the coordinate system described in Table 1).
This location corresponds to direction of the front pas-
senger closest loudspeaker in the real cabin.

The models are the same as the previous experiment ex-
cept for the C0 due to the absence of real reference in BEV.
C4 has been added to study the influence of the location
of the virtual source. Also, this location corresponds to the
existing solution used in real vehicle to integrate the dy-
namic feedback; no spatial aspect is considered resulting in
a source perceived as coming from the closest loudspeaker.

4.2.4 Procedure:
The procedure was also a paired comparison task but

the comparison criterion was different. Realism cannot be
compared in the context of in-existent sound source. Then,
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Fig. 8. Normalized histograms of the scene coherency compari-
son between spatial configurations Ci for each scene. Red curves
are Gaussian distributions fitted to the histograms. Thick vertical
lines correspond to the mean of each distribution.

participants were asked to judge the coherency of the expe-
rience in the cabin compared to their day to day experience
inside a car and their expectation. We explained this notion
to the participants as follows: “As in the previous experi-
ment, you will have to compare different scenes inside a
vehicle but here the vehicle is electric, and we added sound
feedback to replace the engine sound. As no real refer-
ence exists, we ask you to evaluate the most coherent scene
based on your everyday experience of a car environment,
i.e. which scene matches the most your expectation of a car
environment“. The session lasted 20min on average.

4.2.5 Results:
Data were collected in vector Sq

p for each scene p and
each participant q, as in the first experiment. Each vec-
tor value Sq

p(i), is associated with one spatial configuration
noted Ci with i = {1,2,3,4} and is interpreted as the co-
herency score of each spatial configuration Ci.

As in the first experiment, no differences were found be-
tween the ratings of expert and naive listeners (repeated
measures ANOVA: F(3,52) = 2.56, p > 0.05).

Figure 8 shows normalized histograms of Sq
p. We esti-

mated the coherency score as the mean of the fitted Gaus-
sian distribution. Direct observations reveal that coherency
is robust to change of dynamic except for C2 and C4 in
the stabilized scene. This observation is confirmed by non
parametric statistical analysis. The influence of the spatial
configuration Ci is statistically significant in both acceler-
ation scenes and the deceleration scene (Friedman tests:
χ2(3) = 14.51, p < 0.01, χ2(3) = 18.95, p < 0.001 and
χ2(3) = 18.28, p < 0.001 respectively) but not for the
stabilized scene (Friedman test: χ2(3) = 7.24, p > 0.05).
However, the same tendency appears for all scenes. As in
the previous experiment, the coherency are marginalized
over the scenes to investigate the differences between spa-
tial configurations.

Fig. 9. Box plot of the scene coherency score averaged over the
scenes for each spatial configuration Ci. ∗ indicates a statistical
difference (p < 0.05) between two spatial configuration.

Figure 9 shows a boxplot of the mean coherency score
for each spatial configuration. Still, Friedman test demon-
strates an strong influence of the spatial configurations
on the coherency (χ2(3) = 27.85, p < 0.001). Wilcoxon
signed rank post-hoc analysis exhibits that C2 is more
coherent than C1, C3 and C4 (p < 0.001, p < 0.001 and
p < 0.001 respectively). C1 is more coherent than C3 and
C4 (p < 0.001 for both conditions). C3 and C4 do not dif-
fer statistically. Then, the results showed that the tempo-
ral model creates a more coherent experience than the fre-
quency model. Both point source configurations create a
less coherent experience.

5 Discussion

First, the task in Experiment 1 was understood and fea-
sible by participants since unaltered rendering of measure-
ments (i.e. C0) was rated as the most realistic. Results of
Experiment 1 clearly show the impact of spatial charac-
teristics of the engine noise on the perception of an inte-
rior car. Without being explicitly mentioned, participants
focused on the engine noise to discriminate the scenes in
which only its spatial characteristics differed.

The spatial configuration based on the frequency model
(i.e. C1) was not discriminated from the reference (i.e. C0).
This result validates the proposed model of spatial fre-
quency distribution of the engine noise which focused on
the spatial scattering of resonances regardless of their ac-
tual location. It also means that the spatial separation of
resonances constitutes an important perceptual feature of
an interior car and that matching the position of each reso-
nance does not impact the realism of the scene.

Surprisingly, the spatial configuration based on the tem-
poral model (i.e. C2) was rated as unrealistic just as the
point source configuration (i.e. C3). This model was mo-
tivated by a perceptual approach aiming at evaluating the
need of spatially separated resonances. Actually, studies
[50] [49] claimed that spatially scattered frequency bands
of a same sound only results in a spatially extended source.

Submitted to J. Audio Eng. Soc., 2022 October 9
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Hence, spatializing the engine noise as an extended source
with a temporal model could have led to the same percep-
tual effect. However, it appears that such approach is not
sufficient to match our expectation of a realistic interior
scene. Binaural differences might be expected regarding
the frequency content of the engine noise (low frequencies
should be separated from higher frequency for example).
Also, the radiation of the engine noise in the car interior is
composed of a variety of physical sources with their own
frequency content and specific locations. Since the tempo-
ral model involves the grouping of all sources as a single
source, this method may not render correctly this reality
and therefore our expectations.

Experiment 2 shows interesting results and validates the
main hypothesis of the study: matching the spatial distri-
bution of the dynamic auditory feedback to the spatial dis-
tribution of the engine noise significantly improves the co-
herency of the interior soundscape compared to both point
source configurations (i.e. C3 and C4). Note that regarding
the positions of the point source, participants did not rate
the eccentric position of the source (i.e. C4) as less coherent
than the central position (i.e. C3). However, we could have
considered the position detrimental in terms of coherency
since we expect the dynamic auditory feedback to come
from the front as in an ICEV (the position of the eccentric
source was at 45° on the right, which corresponds to the
location of door loudspeaker in a car). The obtained results
mean that the spatial extent of the virtual source takes over
the position of the source and that the engine spatial dis-
tribution has a key role in the expected characteristics of
an interior car soundscape. However, this result can also
be discussed with respect to technological considerations.
Ambisonic is know to introduce a localization blur, the dif-
ferences of position of the two point sources may have been
hard to discriminate by participants.

Finally, in contrast to Experiment 1, the temporal ap-
proach (i.e. C2) has been preferred to the frequency ap-
proach (C1). This result can be explained by the fact that
the dynamic feedback synthesized in Experiment 2 has
a more discrete spectral density than a traditional engine
noise (i.e. frequency components are farther away from
each other). Unlike the engine noise composed of a multi-
tude of sources, the proposed auditory feedback is a single
source and its spatial scattering distributed over frequency
bands in the frequency approach may be perceived as sep-
arated auditory streams, leading to a less coherent sound-
scape. Furthermore, we found that the difference of co-
herency between C1 and C2 is more important in accelera-
tion scenes and absent in the constant speed scene (c.f. Fig-
ure 8). This result indicates that, in case of high dynamic
scenario, the coherency could be even more degraded due
to the perception of moving sources when each separated
stream moves from one frequency band to another.

6 Summary

In this study, we investigated integration strategies of ve-
hicle auditory feedback for BEV. The strategies are based
on the spatial analysis of ICEV soundscape and on the re-

production of the spatial distribution of traditional engine
noise inside the cabin. Directional analysis of the acous-
tic environment at the front passenger viewpoint exhibits
a specific distribution of the engine noise. We constructed
a frequency model based on the spatial separation of fre-
quency bands to reproduce this spatial distribution and a
temporal model aiming at reproducing the perceptual ef-
fect of this distribution (a spatially extended source). Per-
ceptual evaluation of both models demonstrates that the
spatial characteristics of the engine noise have an impact
on the perception of an interior car. The frequency model
reproduces the spatial cues of the engine required to re-
produce an interior vehicle soundscape as realistic as in-
situ measurements. Also, integrating vehicle dynamic au-
ditory feedback with both models improves the perceived
coherency of the soundscape with an higher impact of the
temporal model that may be due to a difference of spec-
tral content between the designed sound and a traditional
engine noise. Reproducing the spatial characteristics of a
specific environment to integrate a virtual source create a
more coherent and natural soundscape.

The results are encouraging for real applications. The
temporal model proposed in this paper can be easily imple-
mented in a real vehicle. The next step will be to verify that
the results obtained in the virtual environment are repro-
ducible in a real environment. The spatial configurations
should be tested on other vehicle types. The impact of in-
teraction (i.e. in a driving situation) with the vehicle should
be investigated. It could validate the virtual environment
and our methodology to investigate sound design integra-
tion in car interior environment. The virtual environment
can be further augmented with vibration modulations. The
improvement of the physical reconstruction of the environ-
ment can benefit the ecological validity of the experimental
setup. The investigation of the impact of multimodal con-
text on the human perception and behaviour could be one
of the major challenges for designers and researchers in the
domain of VR/AR and immersive technologies.

Concerning the dynamic auditory feedback, it would
be interesting to investigate the influence of more diverse
sounds and their impact on the perception of the vehicle
to give more control to sound designers. More generally,
this study opens new perspectives on designing the vehicle
soundscape. With the development of autonomous vehicle,
the car environment will become more interactive and it
is crucial to ensure a good integration of all new sources
within the existing environment.
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