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Abstract: Aphids cause severe damage to agricultural crops, resulting in significant economic losses,
and an increased use of pesticides with decreased efficiency. Monitoring aphid infestations through
regular field surveys is time-consuming and does not always provide an accurate spatiotemporal
representation of the distribution of pests. Therefore, an automated, non-destructive method to
detect and evaluate aphid infestation would be beneficial for targeted treatments. In this study, we
present a machine learning model to identify and quantify aphids, localizing their spatial distribution
over leaves, using a One-Class Support Vector Machine and Laplacian of Gaussians blob detection.
To train this model, we built the first large database of aphids’ hyperspectral images, which were
captured in a controlled laboratory environment. This database contains more than 160 images of
three aphid lines, distinctive in color, shape, and developmental stages, and are displayed laying on
leaves or neutral backgrounds. This system exhibits high-quality validation scores, with a Precision
of 0.97, a Recall of 0.91, an F1 score of 0.94, and an AUPR score of 0.98. Moreover, when assessing this
method on new and challenging images, we did not observe any false negatives (and only a few false
positives). Our results suggest that a machine learning model of this caliber could be a promising
tool to detect aphids for targeted treatments in the field.

Keywords: hyperspectral images; one-class SVM; aphids detection

1. Introduction

Aphids cause severe damage to agricultural crops and can lead to significant economic
losses. As they feed on plant sap, they can affect plant growth and could act as vectors
for pathogens such as viruses or saprophytic fungi [1–5]. Aphid population control is,
therefore, a priority for farmers, who are required to take regular scouting reports from
random points in the field to assess the severity of the infestation and treat the pests accord-
ingly [2]. However, these time-consuming surveys do not provide accurate information
on the spatiotemporal distribution of aphids, and farmers generally miss the appropriate
time-frame to efficiently protect their crops from aphid infestation [3]. They generally resort
to using pesticides at a high frequency but with low efficiency, knowing that only 0.3% of
pesticides applied through aerial application comes in contact with the targeted pest [6].
This method is unreliable as it is costly, threatens human health and the environment, and
can even increase insect resistance [3]. Several international and national institutions have
supported the reduction of the use of agrochemicals, such as the United Nations FAO (Food
and Agriculture Organization) with the International Code of Conduct on Pesticide Man-
agement [7], and the French government with the Ecophyto II+ plan, which is supported
by Europe and aims to reduce the use of agrochemicals by 50% by 2025 [8]. To achieve this
ambitious goal, many alternative solutions are being developed, and combining different
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approaches to enhance the efficiency of pest control is a promising strategy, as established
by the reputable integrated pest management (IPM) [2] methodology. One crucial step in
this strategy is the accurate detection of pests in time and space. Therefore, an automated
non-destructive method to detect and evaluate aphid infestation would be beneficial for
targeted treatments.

Several optical sensors are being tested in the field and under laboratory conditions to
detect pests and diseases on crops. These sensors can measure the light reflectance spectra
of objects in the visible (400–700 nm), near-infrared (NIR, 700–1000 nm), and short-wave
infrared (SWIR, 1000–2500 nm) ranges. Depending on their spectral resolution, sensors
are categorized into two families, namely multispectral and hyperspectral sensors. The
former usually focuses on several relatively broad wave bands (red–green–blue, NIR),
whereas the latter covers a broader range of wavelengths, providing a higher spectral
resolution [9,10]. Moreover, depending on their output, the sensors have been classified as
imaging if they output the spectra for each pixel of the captured image, or non-imaging if
they only output the average reflectance over an area [10]. Finally, optical datasets can be
acquired at different spatial scales by satellite-borne, unmanned airborne vehicles (UAVs)
and handheld sensors [11,12]. Depending on their distance from the target, these sensors
can be classified as large-scale distal devices or proximal devices.

Large-scale remote sensing often uses non-imaging multi- and hyperspectral sensors
to rapidly analyze large plots of land. These sensors detect major crop symptoms and,
thus, can indirectly detect the presence of pests. There are currently only a few studies that
explore the use of imaging methods for mapping infested areas with low-resolution [13].
In this process, vegetation indices are usually computed from the reflection of specific
wavelengths. For instance, the normalized difference vegetation index (NDVI) [14], as
well as other similar indicators [15–19], have been used to assess plant health and, there-
fore, indirectly asses crop infestation, since symptoms such as leaf yellowness caused by
sap-sucking insects are known to impact photosynthesis. Following this, a recent study
used a hyperspectral radiometer to detect soybean aphid-induced stress and introduce
treated/non-treated classes based on the economic threshold [19]. Nevertheless, the effec-
tiveness of detection is variable and the interpretations that can be extracted from these
measures are limited. Indeed, plants responses are complex (e.g., chlorophyll dynamics [20])
and it can be difficult to distinguish spectral changes induced by pests from confounding
factors, such as diseases, nutritional deficiencies [21], and water stress. Moreover, large-
scale sensors tend to have lower spatial resolution than proximal sensors, which reduces
the specificity and sensitivity of the detection [22].

Proximal remote sensing enables high-resolution monitoring of diseases and pest
infestations down to the scale of individual plants and leaves [23]. It also allows for the
identification, quantification, and localization of the pest itself and its specific symptoms.
To achieve this, most studies use digital image analysis and machine learning classifiers to
detect and count pests on both sticky traps [24,25] and in the field [26,27], and can even
localize them on plants regardless of their density or color (with high accuracy) [28,29].
The classification of digital images of insects with complex backgrounds relied on the
following various methods: multi-level learning features [27]; a combination of support
vector machines (SVMs), maximally stable extremal regions (MSER), and the histogram of
oriented gradients (HOG) [28]; and convolutional neural networks (CNNs) [26,29]. Digital
color imaging is easy to use and provides copious amounts of information regarding pests,
symptoms, and spatial distributions. Nevertheless, this technique has its limits as colors
and shapes can become mixed up; its efficiency strongly depends on the image quality
and the distance and orientation of the device [11,30]. One solution would be to couple
spatial and spectral resolutions with spectral sensors such as hyperspectral imaging (HSI)
systems [30–32]. A hyperspectral image is a hypercube composed of two spatial axes
and one spectral axis at high resolution, providing a light spectrum with full wavelength
information for each pixel of the image. Thus, hyperspectral images contain a large amount
of information (≈1 Gb) making it possible to analyze a complex environment with minor
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components using machine learning approaches suitable for this type of data [30]. In
this context, previous studies successfully used HSI analysis to classify leaves and plants
as non-infected or infected by various diseases [33,34] or aphids [32,35]. These studies,
respectively, used SVM [33] and 3D–2D hybrid CNN (Y-Net) [34] models on leaf patches, as
well as CNN, achieving results similar to SVM [32], and least-squares SVM (LS-SVM) [35]
for hyperspectral image classification. Other methods aim at detecting the pests themselves
as well as their symptoms on crops, such as larvae [36,37] or leaf miners over time and
across different fertilizer regimes [38]. Back-propagation neural network (BPNN) and
partial least squares discriminant analysis (PLS-DA) models were developed based on
full wavelengths or a selection of effective wavelengths to classify leaves and Pieris rapae
larvae [36]. Although all models showed high accuracy, the BPNN models worked slightly
better (but with considerably long computation times), and the models based on a selection
of wavelengths had slightly weaker performances. Detecting insects on host plants can be
challenging because background data can vary depending on the plants organs and their
health. Thus, another study used LS-SVM and PLS-DA with full wavelengths or simply
the most significant ones to detect infections on mulberry leaves based on five classes
of samples: leaf vein, healthy mesophyll, slight damage, serious damage, and Diaphania
pyloalis larva [37]. The LS-SVM model showed better results while using full wavelengths
or specific selections displayed similar results to distinguish the five classes. Finally, a
recent study considered the interaction between crop infestation and agricultural practices
using SVM algorithms and detailed hyperspectral profiles to accurately diagnose leaf
miner infestation over time and across fertilizer regimes [38]. The conclusions highlight
the limitations of using a selection of specific wavelengths for detecting pest infestation in
complex environments. However, no previous work has addressed the localization and
counting of aphids on hyperspectral images.

The aim of this study is to introduce an automated, non-destructive machine learning-
based method to detect, localize, and quantify aphid infestation on hyperspectral images. To
train the machine learning model, we built a large aphid HSI database since no such dataset
was readily available. The database developed in this work contains over 160 images
captured in a controlled environment. These images feature three distinct aphid lines
that vary in color, shape, and developmental stage and are shown either on leaves or on
white backgrounds. Previous works have mainly framed the pest detection problem as
a binary or multi-class classification task [36–38]. Nevertheless, this formalism requires
representative examples for all classes in the training dataset. Consequently, when binary
or multi-class classifiers are applied to datasets suffering from ill-defined classes (such as
under-sampled, absent, or imbalanced), they tend to misclassify testing samples and exhibit
poor generalization capabilities. The aforementioned database contains representative
examples of the positive class (i.e., aphids), but the background images captured under
controlled conditions are not likely to be representative of negative examples (i.e., not
aphids) in real-world conditions. Therefore, in this study, the aphid detection task was
framed as a one-class classification problem, which aims to learn how to identify aphids
from positive examples only. One-class classification is an important research domain in the
fields of data mining and pattern recognition. Among the one-class techniques proposed
so far, One-Class SVM has been successfully applied in various domains, including disease
diagnosis, anomaly detection, and novelty detection [39]. In addition, SVMs have been
used successfully to classify hyperspectral spectra in agricultural data [32,33,38]. In this
work, we trained a One-Class SVM to classify each pixel’s spectrum as arising from an
aphid or not, then we used a Laplacian of Gaussian (LoG) blob detection to localize aphids
in a given space and quantify them. The model proposed in this article exhibits high-quality
evaluation scores on validation and test data, which suggests that this system could be a
promising tool for aphid detection in the field.
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2. Materials and Methods
2.1. Data Acquisition
2.1.1. Insects and Plants

The aphids used in this study are from parthenogenetic females from field-originated
lines. The three aphid lines have different colors and sizes. This diversity provides a
broad spectral database to develop an automated aphid detection program (Figure 1).
Acyrthosiphon pisum lines LL01 (green) and YR2 (pink) were maintained on young broad
bean plants (Vicia faba, L. cv. Aquadulce) and Rhopalosiphum padi line LR01 (black, two to
three times smaller than A. pisum) on wheat seedlings (Triticum aestivum [L.] cv. Orvantis).
Aphids and their host plants have been reared in controlled conditions in a phytotron at
20 ◦C ± 1 ◦C and 60% RH ± 5% with a 16 h photoperiod.

Organic seeds of V. faba and T. aestivum were supplied by Graines-Voltz®(Loire-
Authion, France) and Nature et Progrès®(Alès, France), respectively. The seeds were
germinated in a commercial peat substrate Florentaise®TRH400 (Saint-Mars-du-Désert,
France). The collection of plant material in this manuscript complies with relevant insti-
tutional, national, and international guidelines and can be obtained from various seed
companies worldwide.

The sampling of synchronized aphids was performed as described previously [40–42]
to create a spectral signature database of the three aphid lines at 9 developmental stages:
nymphs N1, N2, N3, N4 (1, 2, 5, 7 days old, respectively); wingless adults A9, A13, A15
(9, 13, 15 days old, respectively) during the reproductive period and A23 (23 days old)
during the senescent period, and winged adults, AW (Figure 1). Finally, in order to test the
detection program under challenging conditions, a group of A. pisum LL01 (green) nymphs
N1 (first instar) were placed on a V. faba leaf.

Remote Sens. 2023, 1, 0 4 of 22

2. Materials and Methods
2.1. Data Acquisition
2.1.1. Insects and plants

The aphids used in this study are from parthenogenetic females from field-originated
lines. The three aphid lines have different colors and sizes. This diversity provides a
broad spectral database to develop an automated aphid detection program (Figure 1).
Acyrthosiphon pisum lines LL01 (green) and YR2 (pink) were maintained on young broad
bean plants (Vicia faba, L. cv. Aquadulce) and Rhopalosiphum padi line LR01 (black, two to
three times smaller than A. pisum) on wheat seedlings (Triticum aestivum [L.] cv. Orvantis).
Aphids and their host plants have been reared in controlled conditions in a phytotron at
20 ◦C ± 1 ◦C and 60% RH ± 5% with a 16 h photoperiod.

Organic seeds of V. faba and T. aestivum were supplied by Graines-Voltz® (Loire-
Authion, France) and Nature et Progrès® (Alès, France), respectively. The seeds were
germinated in a commercial peat substrate Florentaise® TRH400 (Saint-Mars-du-Désert,
France). The collection of plant material in this manuscript complies with relevant insti-
tutional, national, and international guidelines and can be obtained from various seed
companies worldwide.

The sampling of synchronized aphids was performed as described previously [40–42]
to create a spectral signature database of the three aphid lines at 9 developmental stages:
nymphs N1, N2, N3, N4 (1, 2, 5, 7 days old, respectively); wingless adults A9, A13, A15
(9, 13, 15 days old, respectively) during the reproductive period and A23 (23 days old)
during the senescent period, and winged adults, AW (Figure 1). Finally, in order to test the
detection program under challenging conditions, a group of A. pisum LL01 (green) nymphs
N1 (first instar) were placed on a V. faba leaf.

Figure 1. Developmental stages of the three aphid lines used in this work. These aphid lines have
different colors and sizes. The database consists of images of living aphids from the three lines at
nine developmental stages with three biological replicates under two different conditions (aphids on
a neutral background or their host plant leaf), providing over 160 hyperspectral images. Adapted
from Gaetani et al. [43].

2.1.2. Image Acquisition

Hyperspectral images of the three aphid lines at the nine developmental stages previ-
ously mentioned (three biological replicates each) were taken under two different condi-
tions: aphids on a white neutral background or on their host plant leaf, providing over 160
images in total. All the images produced in this work are publicly available at Peignier et

Figure 1. Developmental stages of the three aphid lines used in this work. These aphid lines have
different colors and sizes. The database consists of images of living aphids from the three lines at
nine developmental stages with three biological replicates under two different conditions (aphids on
a neutral background or their host plant leaf), providing over 160 hyperspectral images. Adapted
from Gaetani et al. [43].
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2.1.2. Image Acquisition

Hyperspectral images of the three aphid lines at the nine developmental stages pre-
viously mentioned (three biological replicates each) were taken under two different con-
ditions: aphids on a white neutral background or on their host plant leaf, providing
over 160 images in total. All the images produced in this work are publicly available at
Peignier et al. [44]. The images were acquired using a pushbroom HSI system (Figure 2a)
consisting of an HSI camera Specim FX10 and a halogen lighting mounted on a Specim
LabScanner 40 × 20 cm (Specim, Spectral Imaging, Ltd., Oulu, Finland). Specim’s LUMO
Scanner Software controls the HSI system on a computer. The camera has a visible NIR
(VNIR) spectral range of 400–1000 nm and a mean spectral resolution of 5.5 nm (224 bands).
Thus, it is possible to place an aphid on the moving plate of the Labscanner, and record a
hyperspectral image with a camera line of 1024 spatial pixels and a spectral data acquisi-
tion along this line with a maximum frame rate of 327 frames per second (fps) full-frame
(Figure 2b). During hyperspectral measurements, the HSI system was placed in a controlled
environment, in a black room with only LabScanner halogen lamps as the light source.
It is possible to apply filters to reduce high levels of stochastic noise in hyperspectral
images [38]. However, it was not necessary for these images and, therefore, we kept all
spectral data for further analysis. Each hyperspectral image was taken with two extra im-
ages for reflectance calibration, where the dark current reference was recorded by closing an
internal camera shutter, and the white reference was recorded on a Teflon white calibration
bar with standard reflectance of 99%. Then, we normalized the raw data using dark and
white references to display light reflectance spectra between 0 (minimum reflectance) and
1 (maximum reflectance). Since we knew that the reduction of spectral information can
limit pest detection in complex environments [36,38], we relied on full wavelengths light
reflectance spectra to develop the automated detection program based on three aphid lines
with varying colors and sizes.
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Figure 2. Pushbroom HSI (a) for hyperspectral image acquisition, combining the spatial and spectral
dimensions (b). The spatial X and Y axes and the spectral Z axis form a hypercube.

2.2. Training Dataset Annotation

The detection of aphids in hyperspectral images could have been framed as a binary
classification task. However, since the images were captured under controlled conditions,
examples corresponding to the negative class would not be representative of negative
examples in real conditions. Therefore, we decided to frame the problem as a one-class
classification task, which learns to identify aphids only from positive examples. To train
such a classifier, we elaborated a one-class training dataset using principal component
analysis (PCA) [45] and the K-means clustering algorithm [46]. These techniques are
traditionally known to perform reliably for labeling and classification of hyperspectral
images [30,33,36,47]. Thus, in order to capture each aphid’s spectrum, given its small size
with respect to the entire image, we focused on the aphid’s surrounding area. Then, we
applied a PCA on the zoomed image pixel spectra, computed the percentage of variance
carried by each principal component (PC), and visualized the zoomed images projected
on the most important PCs. These steps allowed us to select the number of PCs to be
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2.2. Training Dataset Annotation

The detection of aphids in hyperspectral images could have been framed as a binary
classification task. However, since the images were captured under controlled conditions,
examples corresponding to the negative class would not be representative of negative
examples in real conditions. Therefore, we decided to frame the problem as a one-class
classification task, which learns to identify aphids only from positive examples. To train
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such a classifier, we elaborated a one-class training dataset using principal component
analysis (PCA) [45] and the K-means clustering algorithm [46]. These techniques are
traditionally known to perform reliably for labeling and classification of hyperspectral
images [30,33,36,47]. Thus, in order to capture each aphid’s spectrum, given its small size
with respect to the entire image, we focused on the aphid’s surrounding area. Then, we
applied a PCA on the zoomed image pixel spectra, computed the percentage of variance
carried by each principal component (PC), and visualized the zoomed images projected
on the most important PCs. These steps allowed us to select the number of PCs to be
kept for the remaining steps. Afterward, we applied the K-means clustering algorithm
to the pixels of the zoomed image, projected into the first PCs space, to capture a single
cluster that gathered the aphid’s pixels. The number of clusters was adjusted for each
image. Finally, we computed the average spectrum of the pixels corresponding to the
aphid’s cluster and stored it in a positive examples dataset. To evaluate the method, we
also collected negative examples from our controlled experiment. To do so, we removed
the aphid’s pixels from the entire image and ran a K-means clustering on the full image to
extract 50 clusters that summarize the given image. Then, the mean spectra of each cluster
were stored in a negative example dataset. For further analysis, we also stored, for each
aphid’s spectrum, its corresponding line and stage. For the negative examples, we labeled
the aphid’s surrounding area cluster spectrum as either a leaf or a background.

This computer-assisted hyperspectral image-training set annotation was achieved
using a Jupyter Notebook script [48], relying on scikit-learn [49], Pandas [50], Numpy [51],
Matplotlib [52], Seaborn [53], and Spectral [54] Python libraries. The notebook script
for the training dataset annotation is available online in a dedicated GitLab repository
https://gitlab.com/bf2i/ocsvm-hyperaphidvision (last updated on 22 March 2023).

2.3. One-Class SVM Aphid Classifier

The One-Class SVM algorithm is an extension of the well-known Support Vector
Machine method designed for outlier detection [55]. The One-Class SVM only receives
samples from one class and learns a decision function that returns a positive value for
instances lying in a small region of the feature space that captures most training samples,
and a negative value elsewhere. To do so, One-Class SVM maps the data points into a
new feature space defined by a corresponding kernel and then learns a maximum margin
hyperplane that separates the training instances from the origin in the kernel feature space.
Once the One-Class SVM is trained, each new point is classified depending on the side of
the hyperplane where it falls. A point falling on the side where most training examples
lay is classified as a normal or positive sample, while a point falling on the other side of the
hyperplane is classified as an outlier or a negative sample.

More formally, let X = {xi ∈ X , ∀i ∈ {1, · · · , N}} be a dataset with N samples from a
set X . In this article, each x ∈ X represents a reflection spectrum measured along D different
wavelengths, and then X ∈ RD; the training set X is composed of the average reflection
spectrum of an aphid’s pixels that were standardized to have zero mean and unit standard
deviation. Let Φ : X → F be a function that maps the input space to a possibly infinite,
feature space, such that for any pair of samples

(
xi, xj

)
∈ X 2, the dot product in space F can

be computed using a kernel function K : X 2 → R+ as
〈
Φ(xi), Φ

(
xj
)〉

= K
(
xi, xj

)
. Then, as

stated by Schölkopf et al. [55], the algorithm aims to learn a maximum margin hyperplane to
separate the positive examples dataset from the origin, by minimizing the objective function
formalized in Equation (1).

min
w∈F ,{ξi∈R ∀i∈{1,...,N}},ρ∈R

1
2
‖ w ‖2 +

1
vN

N

∑
i=1

ξi − ρ

∀i ∈ {1, . . . , N}subjectto :〈w, Φ(xi)〉 ≥ ρ− ξi, ξi ≥ 0

(1)

where ν ∈ [0, 1] is a parameter that controls the trade-off between the maximization of the
margin (i.e., minimization of ‖ w ‖2), and the minimization of the sum of nonzero-slack

https://gitlab.com/bf2i/ocsvm-hyperaphidvision
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variables, ξi denotes a positive slack variable associated with sample xi, w is the normal
vector to the separating hyperplane, and ρ is the intercept. As aforementioned, One-Class
SVM classifies each new data point x ∈ X as positive or negative depending on the side of
the hyperplane where it lays. More formally, let f : X → {−1, 1} be the decision function,
such that f (x) = sgn(〈w, Φ(xi)〉 − ρ) is positive if x lays on the same side as most training
examples, and negative otherwise. In practice, the previous objective is derived in the dual
problem formalized in Equation (2).

min
{αi∈R ∀i∈{1,...,N}}

1
2

N

∑
i=1

N

∑
j=1

αiαjK
(
xi, xj

)
∀i ∈ {1, · · · , N}subjectto :0 ≤ αi ≤

1
νN

and
N

∑
i=1

αi = 1

(2)

The aforementioned decision function is also modified according to the dual problem,
as stated in Equation (3).

f (x) = sgn
(

N
∑

i=1
αiK(xi, x)− ρ

)
(3)

Based on this equation, it is useful to derive a simple score function s : X → R , which
assigns a high output to normal data points and a low output to outliers, as formalized in
Equation (4).

s(x) =
N
∑

i=1
αiK(xi, x) (4)

Given the dual problem and the derived decision function, the separating hyper-
plane is never computed explicitly, and the data samples are never mapped into feature
space F . Instead, the problem is addressed using the kernel function K and ∀i, αi > 0
the nonzero Lagrange multiplier coefficients assigned to the training samples denoted
as support vectors. In this work, we used the well-known radial basis function (RBF)
kernel [55] K

(
xi, xj

)
= e−γ‖xi−xj‖2

, with γ ∈ R+ being a parameter of the RBF kernel. To
tune the two major parameters of the algorithm, namely the trade-off parameter ν and
the kernel parameter γ, we explored a large grid of pairs of parameters, as detailed in the
dedicated section below. In practice, we used the One-Class SVM implementation avail-
able in the scikit-learn Python library [49]. For the sake of reproducibility, the method’s
implementations, the training dataset, and the pre-trained model are available online
in a dedicated GitLab repository https://gitlab.com/bf2i/ocsvm-hyperaphidvision (last
updated on 22 March 2023).

2.3.1. Evaluation Procedure

We assessed the performance of the One-Class SVM using a binary classification task
evaluation protocol. Even though only positive examples, i.e., aphid spectra, were used to
train the algorithm, we used the negative samples collected from the hyperspectral images
to evaluate the performance of the algorithm, as described above. Since 99% of the data
samples belong to the negative class and only 1% to the positive aphid class, our learning
task is under imbalanced conditions. Therefore, we chose standard evaluation measures
for binary classification that are suitable under unbalanced conditions, namely the F1
score, Recall, Precision, and the area under the Precision–Recall curve (AUPR), as formally
defined in the appendix (Appendix A). Finally, we used a 10-fold stratified cross-validation
procedure to compute such evaluation measures for different validation sets.

2.3.2. One-Class SVM Hyperparameters Exploration

To select the best parameters for the One-Class SVM algorithm, and simultaneously
assess the sensitivity of the algorithm with respect to its main parameters, we applied the

https://gitlab.com/bf2i/ocsvm-hyperaphidvision
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assessment procedure, as defined in the section below, for different parameter values. As
aforementioned, the One-Class SVM algorithm has two major hyperparameters, namely γ
(the kernel coefficient) and ν (the trade-off coefficient). Interestingly, according to [55], ν
simultaneously defines an upper bound for the fraction of training errors (i.e., a fraction of
outliers within the training set), and a lower bound for the fraction of support vectors.

Parameter γ determines the inverse of the radius of influence of each training instance
selected as a support vector, on the classification of other samples. In general, SVMs
are sensitive to parameter γ: large values of γ imply a very small region of influence of
each support vector, while small values of γ imply that all support vectors influence the
classification of any other sample. Therefore, high γ may lead to overfitting, while low γ
will likely lead to highly constrained and under-fitted models.

To define a rather large parameter exploration grid, we tested the possible combina-
tions between γ ∈ {1e− 10, 1e− 9, 1e− 8, 1e− 7, 1e− 6, 1e− 5, 1e− 4, 1e− 3, 1e− 2, 1e− 1},
and ν ∈ {0.5, 0.4, 0.3, 0.2, 0.1, 0.01, 0.001}.

2.3.3. Blobs Detection

In order to detect aphids in a new image, we simply applied the One-Class SVM
score function, defined in Equation (4), to each standardized hyperspectral pixel spectrum
of the image, obtaining a matrix of scores with the same 2D shape as the hyperspectral
image. This score matrix, once normalized between 0 and 1, can be seen as a grayscale
image, where light pixels represent high One-Class SVM scores and dark pixels represent
low One-Class SVM scores. To detect individual aphids in each One-Class SVM score’s
image and then estimate their frequencies, we applied an algorithm to detect image blobs,
i.e., regions sharing properties that differ from surrounding areas, e.g., bright spots on
a dark background. According to Han and Uyyanonvara [56], different blob detection
methods have been proposed so far in the literature, but three techniques stand out in
terms of usefulness, namely Laplacian of Gaussian (LoG), difference of Gaussian (DoG),
and determinant of Hessian (DoH). Among these techniques, LoG [57] is recognized as
more accurate than DoG and DoH. Given an input image, this method applies a Gaussian
kernel convolution with a standard deviation σ. Then, it applies the Laplacian operator on
the convolved image, which results in strong positive (respectively, negative) outputs for
dark (respectively, bright) blobs of radius r =

√
2σ; consequently, the coordinates of local

optima in the LoG-transformed image are output as blob locations.
In practice, we used the skimage.feature.blob_log function from the scikit-image

Python library [58]. This function applies the LoG method for a number num_sigma of
successively increasing values for the Gaussian kernel standard deviation σ, between a
minimal σ (min_sigma) and a maximal σ (max_sigma), in order to detect blobs with different
sizes. The function outputs local optima with a LoG output higher than a given threshold,
and such that its area does not overlap by a fraction greater than a threshold overlap with
a larger blob.

Basically, we set min_sigma=3, max_sigma=20, and num_sigma=10, to search blobs
with different diameters between 5 and more than 12 pixels, which corresponds to the
size of aphids on the hyperspectral images that were captured in this work. Notice that
modifications in the image resolution would require adapting this parameter accordingly.
Moreover, we used a high overlapping threshold of overlap=0.9 to detect agglomerated
aphids, removing small blobs only when more than 90% of their area overlaps with a larger
blob. Finally, we set a rather low threshold=0.01 to detect as many blobs as possible and
reduce the risk of false negatives. Nevertheless, depending on the application, it may be
necessary to increase the threshold to decrease the risk of false positives instead.

2.3.4. Comparisons with Alternative Schemes

In order to assess the scheme proposed in this article, we compared its performance
with respect to alternative schemes that rely on random forest (RF) [59] or a multilayer
perceptron neural network (NN) [60], to classify each pixel spectrum as arising from an
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aphid or not, following a binary classification formalism. The main parameter for the RF
classifier is the number of trees. In this study, we set a large number of decision trees equal
to 500 to ensure better performance for the method. Regarding the architecture of the NN,
we included two hidden layers, so the NN would be able to represent an arbitrary decision
boundary [61]. We set the number of neurons in the first hidden layer to 224 neurons (i.e.,
D/2) and the number of neurons in the second hidden layer to 112 neurons (i.e., D/4),
i.e., between their respective input and output layers, as suggested in [61]. In both layers,
the ReLU activation function was used. In practice, the scikit-learn [49] implementations
were used for both methods. Since the training dataset (for each hyperspectral image)
contains 1 aphid spectrum and 50 background spectra, the training dataset is strongly
imbalanced. Then, in order to cope with this problem, we also applied two imbalance
correction techniques from the imbalanced-learn Python library [62], namely the synthetic
minority over-sampling technique (SMOTE) [63] and ClusterCentroids (CC), a prototype
generation under-sampling technique based on K-means [46]. In total, six alternative
schemes were tested, combining RF and NN with SMOTE, CC, or no imbalance correction.
All computations were executed on a 2.9 GHz Intel Core i9 CPU running macOS BigSur
11.2.3, using only one CPU core.

3. Results
3.1. HSI Database and Dataset Analysis

We first analyzed the spectral signatures of the different developmental stages within
each aphid line, lying on a leaf or a white background (Figure 3a–c). For each aphid line,
the shape of spectral signatures of different developmental stages is rather similar, but
some differences were observed in the overall level of light reflectance. The nymphal stages
reflect more light than the adult stages. Moreover, winged adults tend to reflect more light
than wingless ones.

Between the two backgrounds, aphids reflect much more of the visible part of the light
(400–700 nm) on a white background than on a leaf, with the latter potentially absorbing
a part of the light transmitted by the aphid (Figure 3a–c). In addition, the shapes of the
spectral signatures of aphids laying on a white background or on a leaf are different,
probably due to an interaction between aphids and leaves.
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area (500–570 nm) while the A. pisum YR2 ones reflect the red-light area (600–700 nm) and R.
padi reflects the visible parts of the light equally, which could be explained by their different
colors. These specific reflectances are less obvious on a leaf background, but they are still
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aphid lines strongly reflect NIR, each in a different way, notably with a higher reflectance
between 700 and 800 nm for the YR2 line.
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(a) White–dark normalized spectra of A. pisum LL01 (green aphids).
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(b) White–dark normalized spectra of A. pisum YR2 (pink aphids).
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(c) White–dark normalized spectra of R. padi LR01 (black aphids).
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(d) Z-score and white–dark normalized spectra of A. pisum LL01 (green
aphids).
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(e) Z-score and white–dark normalized spectra of A. pisum YR2 (pink aphids).
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(f) Z-score and white–dark normalized spectra of R. padi LR01 (black aphids).

Figure 3. Normalized light reflectance spectra of the three aphid lines before (a–c) and after (d–f)
Z-score standardization. All aphid stages, on a white background or a leaf, are represented. Spec-
tral signatures differ between aphid lines and neutral and leaf backgrounds. Differences in light
reflectance between nymphal and adult stages are reduced by the Z-score application.

These different spectral signatures can, therefore, be used to potentially detect aphids
on leaves with a One-Class SVM classifier. To this end, we applied a Z-score standard-
ization of the spectral dataset (Figure 3d–f), which allowed to reduce the light reflectance
differences between the different developmental stages and have a synthesis of the spec-
tral signatures of aphids according to their lines and backgrounds used for the following
One-Class SVM classification.

3.2. One-Class SVM Assessment and Sensitivity Analysis

Figure 4 depicts the average validation performance scores of the One-Class SVM
method in terms of Precision, Recall, F1, and AUPR, for a 10-fold cross-validation pro-
cedure, over different combinations of parameters γ and ν. This figure allows assessing
the sensitivity of the methods proposed in this article on the main parameters, as well as
justifying the parameter setting.

In general, the performance of the algorithm tends to increase when γ increases since
the model is more flexible and less prone to underfitting. Nevertheless, when γ is too high
(i.e., γ ≥ 10−1), the performance of the model in the validation set abruptly drops, which is

Figure 3. Normalized light reflectance spectra of the three aphid lines before (a–c) and after (d–f)
Z-score standardization. All aphid stages, on a white background or a leaf, are represented. Spec-
tral signatures differ between aphid lines and neutral and leaf backgrounds. Differences in light
reflectance between nymphal and adult stages are reduced by the Z-score application.

Concerning differences between aphid lines (Figure 3a–c), on a white background,
aphids reflect some specific ranges differently. A. pisum LL01 aphids reflect the green light
area (500–570 nm) while the A. pisum YR2 ones reflect the red-light area (600–700 nm) and R.
padi reflects the visible parts of the light equally, which could be explained by their different
colors. These specific reflectances are less obvious on a leaf background, but they are still
visible, especially with the YR2 line, which reflects the red light area. Finally, the three
aphid lines strongly reflect NIR, each in a different way, notably with a higher reflectance
between 700 and 800 nm for the YR2 line.

These different spectral signatures can, therefore, be used to potentially detect aphids
on leaves with a One-Class SVM classifier. To this end, we applied a Z-score standard-
ization of the spectral dataset (Figure 3d–f), which allowed to reduce the light reflectance
differences between the different developmental stages and have a synthesis of the spec-
tral signatures of aphids according to their lines and backgrounds used for the following
One-Class SVM classification.



Remote Sens. 2023, 15, 2103 12 of 22

3.2. One-Class SVM Assessment and Sensitivity Analysis

Figure 4 depicts the average validation performance scores of the One-Class SVM
method in terms of Precision, Recall, F1, and AUPR, for a 10-fold cross-validation pro-
cedure, over different combinations of parameters γ and ν. This figure allows assessing
the sensitivity of the methods proposed in this article on the main parameters, as well as
justifying the parameter setting.
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likely due to overfitting. Moreover, for suitable ranges of γ between 10−5 and 10−2, the
parameter ν tends to increase the Precision of the algorithm while reducing its Recall. This
is because ν controls the fraction of training instances that can be considered as errors,
enabling the location of a more conservative hyperplane with a larger margin, which tends
to reduce the risk of false positives, improving its Precision, while increasing the risk of
false negatives, degrading its Recall.
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Figure 4. Average Precision, Recall, F1, AUPR, relative number of support vectors, and training
runtime for 10-fold cross-validation scores over different combinations of parameters γ and ν. Better
results are obtained for γ = 10−2 and ν = 10−2.

Both parameters also control the fraction of training examples used as support vectors
by the algorithm, as shown in Figure 4e. The number of support vectors is mainly controlled
by ν for values of γ ≤ 10−2. In this case, the fraction of examples taken as support vectors
is almost equal to ν. When γ ≥ 10−1, the fraction of examples used as support vectors is
significantly higher, and almost all of the 143 objects for each cross-validation training set
are taken as support vectors for γ = 1. A higher number of support vectors retained also
leads to higher runtimes, as reported in Figure 4f.

Figure 4. Average Precision, Recall, F1, AUPR, relative number of support vectors, and training
runtime for 10-fold cross-validation scores over different combinations of parameters γ and ν. Better
results are obtained for γ = 10−2 and ν = 10−2.
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In general, the performance of the algorithm tends to increase when γ increases since
the model is more flexible and less prone to underfitting. Nevertheless, when γ is too high
(i.e., γ ≥ 10−1), the performance of the model in the validation set abruptly drops, which is
likely due to overfitting. Moreover, for suitable ranges of γ between 10−5 and 10−2, the
parameter ν tends to increase the Precision of the algorithm while reducing its Recall. This
is because ν controls the fraction of training instances that can be considered as errors,
enabling the location of a more conservative hyperplane with a larger margin, which tends
to reduce the risk of false positives, improving its Precision, while increasing the risk of
false negatives, degrading its Recall.

Both parameters also control the fraction of training examples used as support vectors
by the algorithm, as shown in Figure 4e. The number of support vectors is mainly controlled
by ν for values of γ ≤ 10−2. In this case, the fraction of examples taken as support vectors
is almost equal to ν. When γ ≥ 10−1, the fraction of examples used as support vectors is
significantly higher, and almost all of the 143 objects for each cross-validation training set
are taken as support vectors for γ = 1. A higher number of support vectors retained also
leads to higher runtimes, as reported in Figure 4f.

The different evaluation measures are higher than 0.9 for low values of ν between 10−3

and 10−1, and large enough values of γ, between 10−4 and 10−2. Considering the different
evaluation measures, suitable results were obtained for γ = 10−2 and ν = 10−2, namely
to a Precision = 0.98, Recall = 0.91, F1 = 0.94, and AUPR = 0.98. Moreover, with this
parameter setting, only 8% of the training samples were taken as support vectors, which
controls the complexity of the model, limiting the risks of overfitting, and reducing both
fit and prediction runtimes. In the following, we present the results obtained by a model
trained with γ = 10−2 and ν = 10−2 parameters.

3.3. Model Inspection

To deepen our understanding of the One-Class SVM model’s decision function, we
compared, for each spectrum, its One-Class SVM score and its provenance class. The
score histogram depicted in Figure 5a shows that the score distribution forms three clearly
distinguishable clusters. The cluster with the highest scores above 0.495 corresponds to
aphids spectra, the intermediate cluster with scores between 0.4 and 0.49 corresponds to
leaf spectra, and finally, the cluster with the lowest scores, mostly below 0.1, corresponds
to other spectra such as the background or other objects. Only two spectra from other
objects and one leaf spectrum have a score higher than the One-Class SVM offset threshold
(i.e., 0.495), while twelve aphid spectra were selected as support vectors to define the
decision boundary.

Figure 5b,c depicts spectra having scores higher than 0.1 in the two first PCA compo-
nent planes, which capture 77.48% of the dataset variance. Figure 5b represents the scores
assigned by the One-Class SVM, as well as the aphid spectra selected as support vectors.
Figure 5c represents a fine-grained provenance class for each spectrum, including leaves,
other pixels such as the background, and the aphid type, whether it was on a leaf or a
white background. In addition, Figure 6a,b, represents the standardized average top-scored
spectra for each one of the previous classes, surrounded by a 68% confidence interval,
respectively, on a white background or on a leaf. These results show that the background of
the aphid has an important influence on the measures, as already suggested by the dataset
analysis made in Figure 3. Indeed, the aphid spectra captured on leaves (Figure 6b) have
more similarities between them, and are more similar to the spectra of a leaf than the aphid
spectra measured on a white background (Figure 6a). Moreover, in the first two principal
component planes (Figure 5c), the separation between other kinds of pixels and aphid
ones is better than the separation between aphids and leaves. However, despite the similar-
ity between aphid and leaf spectra, the One-Class SVM algorithm successfully learned to
distinguish aphids from such other classes as shown in Figure 5b.
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few support vectors are needed to discriminate aphid spectra.

Figure 5. One-Class SVM score distribution for aphids, leaves, and other kinds of spectra, with a
clear separation between aphids and others for the threshold set at 0.495. PCA representation of
highly-scored spectra, different aphid lines on different backgrounds forming distinct clusters, and a
few support vectors are needed to discriminate aphid spectra.
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Figure 5b,c depicts spectra having scores higher than 0.1 in the two first PCA compo-
nent planes, which capture 77.48% of the dataset variance. Figure 5b represents the scores
assigned by the One-Class SVM, as well as the aphid spectra selected as support vectors.
Figure 5c represents a fine-grained provenance class for each spectrum, including leaves,
other pixels such as the background, and the aphid type, whether it was on a leaf or a
white background. In addition, Figure 6a,b, represents the standardized average top-scored
spectra for each one of the previous classes, surrounded by a 68% confidence interval,
respectively, on a white background or on a leaf. These results show that the background of
the aphid has an important influence on the measures, as already suggested by the dataset
analysis made in Figure 3. Indeed, the aphid spectra captured on leaves (Figure 6b) have
more similarities between them, and are more similar to the spectra of a leaf than the aphid
spectra measured on a white background (Figure 6a). Moreover, in the first two principal
component planes (Figure 5c), the separation between other kinds of pixels and aphid ones
is better than the separation between aphids and leaves. However, despite the similarity
between aphid and leaf spectra, the One-Class SVM algorithm successfully learned to
distinguish aphids from such other classes as shown in Figure 5b.
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(a) Standardized spectra of aphid lines on a white back-
ground, with scores higher than 0.1.
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(b) Standardized spectra of aphid lines on leaves, with
scores higher than 0.1.

Figure 6. Z-score standardized average light reflectance spectra of the three aphid lines, including all
aphid stages. Aphid spectral signatures are different between lines and seem to overlap with leaf
spectral signatures.

3.4. Full Detection System Assessment

To assess the aphid detection system based on One-Class SVM and LoG blob detection,
we ran the method on three new challenging images. Two images contained a variable
number of A. pisum LL01 aphids at stage N1 on a white background and a broad bean leaf,
respectively, and a third image contained a single R. padi LR01 aphid at stage A9 on a wheat
leaf with other objects in the background. The scores assigned by the One-Class SVM to
each pixel of the aforementioned images are represented in Figure 7.

On a white background, the only pixels that have a nonzero score are those associated
with aphids, while on a leaf, given the spectrum similarity between aphids and leaves,
the One-Class SVM also assigns a relatively high score to leaf pixels. Nevertheless, the
scores assigned to leaf pixels remain lower than those assigned to aphids on the leaf, and
the decision function of the One-Class SVM only retains aphid pixels as belonging to the
positive class.

Regarding the LoG application on the One-Class SVM score image, Figure 8 represents
an RGB reconstruction of the hyperspectral images; aphids that could be detected by the
LoG method are localized using red bounding boxes of 35 pixels, centered around each
detected blob, using the Matplotlib library [52]. The LoG blob detector caught the presence
of 26 aphid blobs on the image with a group of aphids on a white background, 33 on the
image with a group of aphids on a leaf background, and 1 on the image with a single aphid
on a complex background.

Figure 6. Z-score standardized average light reflectance spectra of the three aphid lines, including all
aphid stages. Aphid spectral signatures are different between lines and seem to overlap with leaf
spectral signatures.



Remote Sens. 2023, 15, 2103 15 of 22

3.4. Full Detection System Assessment

To assess the aphid detection system based on One-Class SVM and LoG blob detection,
we ran the method on three new challenging images. Two images contained a variable
number of A. pisum LL01 aphids at stage N1 on a white background and a broad bean leaf,
respectively, and a third image contained a single R. padi LR01 aphid at stage A9 on a wheat
leaf with other objects in the background. The scores assigned by the One-Class SVM to
each pixel of the aforementioned images are represented in Figure 7.
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Figure 7. Aphid score for all pixels classified as arising from aphids, assigned by each scheme
(represented in each row), on three challenging images. The two first images represent a group of A.
pisum LL01 aphids at stage N1 on a white background (column 1) or on a broad bean leaf (column 2),
and the third image represents a single R. padi LR01 aphid on a wheat leaf with a complex background
(column 3).

Figure 7. Aphid score for all pixels classified as arising from aphids, assigned by each scheme
(represented in each row), on three challenging images. The two first images represent a group
of A. pisum LL01 aphids at stage N1 on a white background (column 1) or on a broad bean leaf
(column 2), and the third image represents a single R. padi LR01 aphid on a wheat leaf with a
complex background (column 3).
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On a white background, the only pixels that have a nonzero score are those associated
with aphids, while on a leaf, given the spectrum similarity between aphids and leaves,
the One-Class SVM also assigns a relatively high score to leaf pixels. Nevertheless, the
scores assigned to leaf pixels remain lower than those assigned to aphids on the leaf, and
the decision function of the One-Class SVM only retains aphid pixels as belonging to the
positive class.

Regarding the LoG application on the One-Class SVM score image, Figure 8 represents
an RGB reconstruction of the hyperspectral images; aphids that could be detected by the
LoG method are localized using red bounding boxes of 35 pixels, centered around each
detected blob, using the Matplotlib library [52]. The LoG blob detector caught the presence
of 26 aphid blobs on the image with a group of aphids on a white background, 33 on the
image with a group of aphids on a leaf background, and 1 on the image with a single aphid
on a complex background.
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Figure 8. Aphids detected by the LoG method (red bounding boxes), on score images obtained using
each scheme (represented in each row), on three challenging images. The first two images represent a
group of A. pisum LL01 aphids at stage N1 on a white background (column 1) or on a broad bean
leaf (column 2), and the third image represents a single R. padi LR01 aphid on a wheat leaf with a
complex background (column 3).

Figure 8. Aphids detected by the LoG method (red bounding boxes), on score images obtained using
each scheme (represented in each row), on three challenging images. The first two images represent a
group of A. pisum LL01 aphids at stage N1 on a white background (column 1) or on a broad bean
leaf (column 2), and the third image represents a single R. padi LR01 aphid on a wheat leaf with a
complex background (column 3).
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The system did not output false negatives in the three cases, and only a few false
positives were output from the right border of the broad bean leaf. This border, unlike
the others, presents some irregularities since it was lacerated. Therefore, depending on
the application, the requirements, and the conditions, it could be necessary to incorporate
solutions to reduce the risk of possible false positives.

Regarding runtimes, the scoring of a hyperspectral image with 448 wavelengths
and 950,272 pixels took on average 2.57 ± 0.016 s, which corresponds to an average of
2.7 microseconds per hyperspectral pixel. The execution of the LoG blob detection took, on
average, 1.85 ± 0.018 s.

3.5. Comparison with Alternative Schemes

The One-Class SVM system presented in this article was compared to six alternative
schemes relying on RF or NN classifiers, and possibly incorporating an imbalance correction
technique (i.e., SMOTE, CC, or no correction) as described in Section 2.3.4. The average
Precision, Recall, F1, and AUPR scores, as well as the training runtimes obtained by each
scheme under 10-fold cross-validation, are reported in Table 1. In general, the different
pipelines tend to present rather similar and high-quality results. In terms of Precision, the
only two methods that exhibit lower results are RF•CC and NN•CC (equal to 0.727 for
RF and 0.846 for NN, respectively); thus, these methods are more prone to detecting
false positives. In terms of Recall, all methods exhibit rather good quality results, but the
One-Class SVM depicts the lowest Recall, and is, thus, prone to making more false negative
detections. However, its Recall = 0.917 is sufficient to detect most of the positive examples
in the dataset. In terms of F1 scores, the different methods exhibit rather comparable
results, only the RF•CC scheme depicts clearly lower results (i.e., 0.839). In terms of
AUPR, all methods exhibit comparable and high-quality results. Finally, the One-Class
SVM system clearly outperforms the other methods in terms of runtimes, as it is more
than 100 times faster than the second fastest method, RF•CC. Despite the aforementioned
differences, in terms of test quality scores, most schemes exhibit rather similar performances,
which suggests that the training pipeline is underspecified [64]. Underspecification is a
common problem in machine learning pipelines [64]; models have similar results on
the training/validation dataset but behave differently once deployed, often exhibiting
instability and poor performance. Therefore, it was particularly important to assess the
system under the challenging scenarios described in Section 3.4. The aphid scores obtained
by the six other alternative schemes are represented in Figure 7 and the LoG blob predictions
on such score images are represented in Figure 8. Both results clearly show that the
other six alternative schemes predict a very high number of false positives and, thus,
exhibit poor generalization capabilities, while the One-Class SVM method exhibits suitable
generalization capabilities.

Table 1. Average 10-fold cross-validation of Precision, Recall, F1, and AUPR scores and the training
time obtained by the One-Class SVM (OC-SVM), the random forest classifier with no imbalance
correction (RF), with SMOTE imbalance correction (RF•SMOTE), and with CC imbalance correction
(RF•CC), the multilayer perceptron with no imbalance correction (NN), with SMOTE imbalance
correction (NN•SMOTE), and with CC imbalance correction (NN•CC).

Method Precision Recall F1 AUPR Train Time (s)

OC-SVM 0.973 0.917 0.943 0.983 0.008
RF 0.954 0.988 0.969 0.995 26.801
RF•SMOTE 0.963 0.974 0.968 0.988 50.947
RF•CC 0.727 1.000 0.839 0.994 1.402
NN 0.983 0.975 0.978 0.994 11.725
NN•SMOTE 0.971 0.994 0.982 0.998 27.005
NN•CC 0.846 1.000 0.910 0.985 1.660
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4. Discussion

In this study, we provided a method to detect aphids on hyperspectral images based
on a One-Class SVM. To do so, an essential step was the production of a large database com-
posed of 160 hyperspectral images, including the three aphid lines, A. pisum LL01 (green),
A. pisum YR2 (pink), and R. padi LR01 (black, 2 to 3 times smaller) at nine developmental
stages with three biological replicates, in two different conditions: aphids on a neutral
white background or on their host plant leaf.

The dataset analysis first revealed that aphids at different developmental stages have
overall the same spectral profile, but the nymphal stages reflected more light than adults,
and winged adults reflected more light than wingless ones. Our hypothesis is that de-
veloping embryos and higher fat body content in the adult wingless morphs densify the
aphids’ body and increase their light absorption compared to nymphs, which have not yet
developed embryos, or adult winged aphids, which contain very few embryos [65]. These
differences have been reduced with Z-score standardization to obtain aphid’s average
spectral signatures according to their line and background.

The three aphid lines exhibit different responses to specific ranges of visible light. A.
pisum LL01 reflects the green light area, A. pisum YR2 reflects the red light area, and R. padi
reflects all visible light equally. These particular reflectances explain why A. pisum LL01
appears green, A. pisum YR2 appears pink, and R. padi appears dark (a mix of all colors
equally reflected) to human eyes. All lines strongly reflect NIR in different ways, with the
YR2 line exhibiting higher reflectance between 700 and 800 nm. The literature on insect
infrared properties is limited, but it has been observed that high levels of NIR reflectance
are widespread among insects living on leaves [66], likely for adaptive camouflage, with the
latter also reflecting NIR strongly [67]. Furthermore, reflectance between 700 and 800 nm
is particularly prominent in red insects such as the pink A. pisum line (YR2), compared
to the green (A. pisum LL01) or dark (R. padi) lines [66]. According to the literature, the
basis of infrared reflectance is not yet well understood, but some approaches suggest
that NIR reflectance may be due to structural properties, including the organization and
pigmentation of cuticles and internal tissues [66,67].

We also discovered that the aphid background has a significant influence on aphid
spectral signatures. By comparing the spectral signatures of aphids on a white background
versus a leaf, we observed that the presence of the leaf reduces aphid light reflectance and
results in a reflectance peak in the green light area. On one hand, light not absorbed by the
aphid and transmitted through its body is likely to be reflected by the white background
and transmitted again through the aphid to be finally captured by HSI. On the other
hand, light transmitted through the aphid body is probably partially absorbed by the leaf,
mainly the blue and red lights used for photosynthesis by chlorophyll a and b, while the
remaining light, especially the green light, is reflected by the leaf and transmitted through
the aphid [67].

These different spectral signatures have, thus, been used to detect aphids with success
on a challenging background, such as leaves, with a One-Class SVM classifier. A joint
best parameter selection and sensitivity analysis was conducted for the One-Class SVM
algorithm with respect to its main parameters, namely γ (the kernel coefficient) and ν (the
trade-off coefficient). Under controlled conditions, this system allows detecting aphids
with a Precision of 0.98, a Recall of 0.91, an F1 score of 0.94, and an AUPR of 0.98. Moreover,
the One-Class SVM manages to distinguish diverse aphid spectra, from background leaf
spectra, despite the similarities between such spectra, which suggests that it could be
applied to more realistic conditions, such as in the field, and could be coupled with other
innovative strategies, such as laser-based technologies [43], to detect and neutralize crop
pest insects.

In addition, applying a simple blob detection system such as LoG to the One-Class
SVM scores was sufficient to locate and count aphids on a leaf or neutral background, even
when they were densely packed together, which is considered a particularly challenging
configuration [28,29]. This simple procedure results in only a few false positives when ap-
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plied to lacerated leaves, while alternative methods based on random forest and multilayer
perceptron binary classifiers reveal a higher number of false positive detections. Future
research aimed at deploying such a system in the fields could include: (i) applying more
sophisticated shape recognition to the One-Class SVM score image to count aphids in real
conditions and (ii) acquiring a more complex training database that includes beneficial
insects to avoid false positive detections.

Here, we focused on optimizing the detection of various aphids on different back-
grounds using full wavelength information. Our detection system displayed high accuracy
and good speed. The speed of our detection system is fast enough to run periodic monitor-
ing of fixed areas, such as identifying and counting insects on sticky traps [24,25]. However,
to analyze a video stream on a robotic engine, further studies should be conducted in
order to reduce runtimes [68]. Future works could evaluate the possibility of reducing
the selection of wavelengths to increase the detection speed [36] while maintaining high
accuracy and good sensitivity in complex environments.

5. Conclusions

In summary, this work collected the first aphid hyperspectral signature database in
controlled conditions and used this information to develop an efficient automatic system for
identifying, quantifying, and localizing the spatial distribution of aphids on leaf surfaces.
Further studies to extend the database, improve shape recognition, and manage runtimes
on moving robots could enhance the system’s capabilities, making it beneficial for IPM and
targeted treatments in the field.
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Appendix A

Metrics Definitions

In the context of binary classification, samples belong to two categories, i.e., positive
and negative. In this article, the positive class corresponds to aphids, and the negative class
corresponds to any other source. Depending on the outcome of a classifier, four possible
scenarios exist for each sample: (i) true positive (TP): the classifier correctly predicts a
positive sample; (ii) false negative (FN): the method fails to retrieve a positive sample;
(iii) false positive (FP): the method predicts a negative sample as a positive; and (iv) true
negative (TN): the method correctly predicts a negative sample.

In this context, the Recall of a classifier is simply the fraction of positive samples
retrieved by the classifiers, i.e., Recall = TP

TP+FN . The Precision of a classifier is the fraction

https://doi.org/10.15454/IS11ZH
https://gitlab.com/bf2i/ocsvm-hyperaphidvision
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of true positive samples among the samples predicted as positive by the classifier, i.e.,
Precision = TP

FP+TP .
A model exhibiting high Recall and low Precision tends to predict many samples as

positive, including truly positive samples, but most of its predictions tend to be incorrect.
Conversely, a model exhibiting high Precision and low Recall predicts few positive samples,
but most of them are correctly predicted. Ideally, a model should exhibit both high Precision
and high Recall, and both measures should be considered while evaluating a model.

In order to consider both measures simultaneously, two important techniques have
been proposed so far, namely the F1 score and the area under the Precision–Recall curve
(AUPR), as defined hereafter. The F1 score of a classifier is the harmonic mean of its
Precision and its Recall, i.e., F1 = 2× Precision×Recall

Precision+Recall . The so-called Precision-Recall curve
aims to represent the Precision obtained by a model, as a function of its Recall, for different
decision thresholds for the binary classification task. This curve represents the trade-off
between both metrics. Computing the area under the curve aims to assess both measures
simultaneously, as high scores for both metrics result in a high AUPR score. These four
measures are particularly useful when the dataset exhibits a strong class imbalance, as
portrayed in this article.
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