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Abstract

In this paper, we focus on the topics of mis-
information and racial hoaxes from a per-
spective derived from both social psychol-
ogy and computational linguistics. In partic-
ular, we consider the specific case of anti-
immigrant feeling as a first case study for ad-
dressing racial stereotypes. We describe the
first corpus-based study for multilingual racial
stereotype identification in social media con-
versational threads. Our contributions are: (i)
a multilingual corpus of racial hoaxes, (ii)
a set of common guidelines for the annota-
tion of racial stereotypes in social media texts,
and a multi-layered, fine-grained scheme, psy-
chologically grounded on the work by Fiske
et al., including not only stereotype presence,
but also contextuality, implicitness, and forms
of discredit, (iii) a multilingual dataset in Ital-
ian, Spanish, and French annotated follow-
ing the aforementioned guidelines, and cross-
lingual comparative analyses taking into ac-
count racial hoaxes and stereotypes in on-
line discussions. The analysis and results show
the usefulness of our methodology and re-
sources, shedding light on how racial hoaxes
are spread, and enable the identification of
negative stereotypes that reinforce them.

1 Introduction

Racial Hoaxes (RHs) are “a communicative act
oriented to spread fallacious information against
a social group” (Russell, 1998). As social media
have become a dominant means of communica-
tion, investigating them is crucial for tackling the
spread of RHs. We approach this task combining

* The first three authors contributed equally.

psychological and computational linguistics meth-
ods with a multilingual, cross-cultural perspective
(Italian, Spanish, and French).

In particular, RHs can contribute to the diffu-
sion of stereotypes about people belonging to the
outgroup, i.e., a social group with features that dif-
fer from the ingroup (Rooduijn et al., 2021) and
are, thus, more vulnerable. Even common, naive
users are as likely to become spreaders of RHs as
malicious users (Papapicco et al., 2022). In this
paper, we cover a specific theme: anti-immigrant
stereotypes. The discursive construction of immi-
grants and refugees in user interaction on social
media has been studied by Ekman (2019), who has
shown how racial expressions and overt racism are
becoming increasingly normalized, thus leading to
prejudices and racial stereotypes and, eventually,
even harmful acts.

Overall, the attention to these topics is rela-
tively new in the NLP community, and thus, there
is still a meaningful lack of annotated resources
for the development of automatic tools to detect
stereotypes and related phenomena. Among the
few research contributions in this direction, San-
guinetti et al. (2020) organized the second edi-
tion of HaSpeeDe at EVALITA 2020, asking par-
ticipants to automatically detect hate speech and
stereotypes in Italian tweets and headlines. Sim-
ilarly, in the DETESTS shared task at IberLEF
2022, Ariza-Casabona et al. (2022) proposed a
10-label classification task for the identification
of stereotypes in Spanish; and finally, during
IROSTEREO at PAN/CLEF 2022, Ortega-Bueno
et al. (2022) proposed an author profiling task re-
garding stereotype spreaders and studied the link
with irony in English. Recently, for French, Chiril
et al. (2021) investigated how to improve gender
hate speech classification by leveraging stereotype
detection based on multitask architectures.
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However, such related works only focus on
monolingual contents, without considering multi-
lingual settings from which cross-cultural differ-
ences and similarities in the expression of stereo-
types can emerge. Furthermore, most of the re-
lated work limits the scope of investigation to
the mere presence/absence of stereotypes in a sin-
gle text, without diving into the finer-grained fea-
tures that arise from psychological studies (Allport
et al., 1954; Fiske et al., 2007; Cuddy et al., 2008),
and without taking into account their propagation
in social media conversational threads. Consid-
ering the gaps in current related work, we pro-
pose a cross-cultural, and multilingual perspective
for studying racial hoaxes and stereotypes. In this
work, our original contributions are:

• A Multilingual Racial Hoaxes Corpus that
was manually created, extracting fake news
about migration and racial content from fact-
checking web sites. The list of hoaxes has
been employed as the core knowledge-base
for extracting texts from social media that
spread RHs and the reactions to them.1

• A methodology that makes it possible to col-
lect a full conversational thread, with replies
and comments that are written under the post
spreading the main racial hoax.

• A multi-layered annotation scheme for the
annotation of racial stereotypes in social me-
dia texts, which allows us to study how
the presence of a racial hoax interacts
with the surrounding textual context. The
scheme, based on psychological work by
Fiske (1998), includes four layers: (a) stereo-
type presence, (b) contextuality, (c) implicit-
ness and (d) forms of discredit.

• A multilingual dataset annotated according to
this scheme. For this first study, we chose
to retrieve data in languages that are spoken
in three countries on the maritime coast of
the Mediterranean basin, where migration is
widespread and has been made a particular is-
sue in local politics: Italy, Spain and France.2

1By ‘reactions’ we refer to replies and comments to the
main thread that is spreading a racial hoax.

1To guarantee anonymity and protect the privacy of Twit-
ter users, throughout this paper, instead of using direct quo-
tations from the tweets, we only provide their English trans-
lations and/or adaptations.

2The annotated dataset will be available for research pur-

• Qualitative and quantitative analyses from
a comparative perspective of the three lan-
guage subsets, focusing in particular on
the interactions between the topics of RHs,
stereotypes and discredit in conversations.

2 Related Work

2.1 RH and stereotypes in Psychology

Hoaxes are a form of ‘misinformation’ that aims
to disseminate false information with the inten-
tion of making it viral in social media (Wardle and
Derakhshan, 2018). In particular, ‘Racial Hoaxes’
are fallacious discursive acts that contribute to the
spread of information against a social group be-
cause of race, religion or origin, such as ‘immi-
grants’ (Cerase and Santoro, 2018).

From a psychological point of view, RHs have
become an important object of study since, firstly,
they help to spread misinformation by attack-
ing, discrediting and damaging immigrants’ im-
age; secondly, they can increase the formation of
people’s prejudices and stereotypes towards the
outgroup (Fiske, 1998). In fact, while the stereo-
type is the cognitive nucleus of prejudice, which
contains a set of beliefs and social images; prej-
udice is a preconceived attitude that is based on
common voices and opinions. RHs, therefore, ap-
pear to install a stereotype facilitating a catego-
rization in which there is a generalization through
a label referring to an entire group, e.g., ‘all immi-
grants are thieves’ (Allport et al., 1954).

The manifestations of stereotypes can range
from a more explicit to a more implicit expression.
It is possible, in fact, to distinguish an EXPLICIT

stereotype content when identifying a direct asso-
ciation between immigrants and a particular qual-
ity, e.g., ‘immigrants bring us diseases’ (Fiske
and Taylor, 2013). IMPLICIT stereotypes can be
expressed through evaluative utterances and fig-
ures of speech such as metaphors, humor, and
irony. For instance, Schmeisser-Nieto et al. (2022)
present criteria to identify and annotate implicit
stereotypes focusing on immigration.

2.2 Stereotypes in Computational Linguistics

The computational linguistics community has only
recently focused on modeling stereotypes in order
to automatically recognize them, e.g., within po-
litical debates (Sánchez-Junquera et al., 2021a) or

poses upon request, together with the complete set of annota-
tion guidelines.
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social media (Sanguinetti et al., 2020; Chiril et al.,
2021), but without considering the conversational
threads in which they occur, nor their reinforce-
ment or confirmation through RHs.

Recently, Sánchez-Junquera et al. (2021a) pro-
posed a taxonomy of stereotypes about immi-
grants and approached the problem of the auto-
matic classification of stereotypes in Spanish by
focusing on the narrative frames that spread the
stereotypes. Similarly, Fokkens et al. (2018) ap-
proached stereotype detection by extracting the
microportraits and Card et al. (2016) by extracting
stories about individuals from text. Beukeboom
and Burgers (2019) propose a framework which
looks at how stereotypes are shared through lan-
guage: bias in labels and bias in the description of
characteristics and behaviors.

Fraser et al. (2022) rely on the Stereotype Con-
tent Model (SCM) and present a computational
method to mine large datasets and then map sen-
tences to the two-dimensional plane of perceived
warmth and competence (Fiske et al., 2007).
Other common computational approaches in NLP
mainly focused on measuring and quantifying so-
cial bias towards different groups, especially using
techniques of word representation, such as word
embedding (Bolukbasi et al., 2016), transform-
ers (Card et al., 2016), techniques of natural lan-
guage inference (Dev et al., 2020) and masking
BERT for racial stereotype detection (Sánchez-
Junquera et al., 2021b). In this context, this mul-
tidisciplinary study on the stereotypes related to
RHs from a multilingual, cross-cultural perspec-
tive represents an interesting, novel opportunity
to understand the expression, perception, and re-
inforcement of stereotypes, stemming from RHs,
against immigrants in conversations on Twitter.

3 From Racial Hoaxes to Reactions

In order to collect reactions to racial hoaxes on so-
cial media, we first created the Multilingual Racial
Hoaxes Corpus (MRHC), a list of 239 RHs in three
languages: Italian, Spanish, and French. Given the
difficulty of spotting them automatically, we col-
lected the entries of the MRHC manually.

Depending on the language, different fact-
checking websites or newspapers commenting on
hoaxes were used as a source for manually ex-
tracting the MRHC between 2019 and 2021. For
instance, for Italian we used the debunking sites
bufale.net and butac.it; for Spanish mald

ita.es and newtral.es; and finally for French
factuel.afp.com and lemonde.fr/les-decod
eurs.

3.1 Topics of the MRHC

Inspired by the taxonomy of stereotypes pro-
posed in Sánchez-Junquera et al. (2021a); Ariza-
Casabona et al. (2022), we defined five macro cat-
egories of topics, in which immigrants are per-
ceived as threat by the society.

Table 1 contains some examples for each topic:
(a) Security for events related to citizen safety,
such as murder, sexual assault, fights, terrorist
attacks, theft, and public disorder; (b) Public
Health related to health issues that may poten-
tially affect the population, mainly infectious dis-
eases (e.g., COVID-19); (c) Migration Control
covers migratory flows, arrivals, disembarkation,
border control and the regulation of immigration;
(d) Benefits describe situations in which the out-
group (immigrants) receives more help, social as-
sistance and welfare benefits than the ingroup; (e)
Religion covers religious and cultural differences
of the out group that threaten the traditions of the
ingroup (even though terrorism and religion are
closely associated in RH, the former category has
been considered under the security topic), and fi-
nally, (f) Others includes RHs about other topics
not included in the previous categories.

In terms of a cross-cultural analysis, we ob-
served variations among the different types of
RHs. As shown in Table 2, the most common topic
of RHs in Italian is related to Security, account-
ing for 58.76% of the total, while in Spanish and
French, RHs are related to Benefits, accounting
for 29.16% and 50% respectively. Another rele-
vant result is that the topic Religion has no rep-
resentation in the Italian subset, which is also the
case of Public Health in the French subset.

3.2 Reactions to RHs

We started the collection procedure by retrieving
texts from Twitter that contained one of the RHs
from the MRHC, or texts that presented a high
similarity to one of those. We searched for texts
containing the same URL as the RH, or same title
of news of the RH on the debunking sites, or even
keywords extracted from the textual body of RH
by using the Twitter APIs v2 for Academia.3 In

3https://developer.twitter.com/en/docs/twitte
r-api/tools-and-libraries/v2
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Example Topic
Immigrants out of control: they flee and injure an officer Security

Migrant with Covid repatriated. And now 100 agents are in quarantine Public Health

The electoral roll increases because the Government nationalizes 200,000 "illegals" Migration Control

A foreign minor, 4,700C per month, your grandmother, 426C pension per month Benefits

In Aubervilliers, the sheep ready to be slaughtered for #Eid on their way to the butcher. ReligionMind boggling! #Ramadam

Table 1: Examples of different topics of RHs. All tweets were originally written either in Italian, Spanish or
French. They have been translated to English and adapted to ensure anonymity and guarantee privacy to users.

Language Benefit Security Migration Public Religion Others TotalControl Health
Italian 4.12% 58.76% 15.46% 20.62% 0.00% 1.03% 97
Spanish 29.16% 25.00% 16.66% 12.50% 13.88% 2.77% 72
French 50.00% 25.00% 19.44% 0.00% 5.56% 0.00% 70

Table 2: Percentages of Types of RHs in the three language subsets.

Figure 1 we show the full pipeline employed for
the collection of “reactions to racial hoaxes”.

Figure 1: Pipeline for the creation of the Multilingual
Racial Hoaxes Corpus (MRHC) and reactions to them.

As can be seen from the picture above, when a
racial hoax from the MRHC was found on Twit-
ter, we referred to it as the ‘Conversational Head’,
because it was the first text in the conversational
thread. Then, for each language, we retrieved all
the conversational heads and, in order to study the
conversational context, we further collected all the
direct replies, and the replies-to-replies.

After the collection and cleaning of data, we

obtained a total of 2,850 unique tweets stem-
ming from Conversational Heads for Italian, 4,751
tweets for Spanish, and 9,305 tweets for French.
In Table 3 we display the information on the three
subsets of the multilingual dataset. We show the
number of the original RHs that we searched for
on Twitter and from which we were able to extract
the Conversational Heads. In the other columns,
we display the number of direct replies, the num-
ber of replies-to-replies, and the total of reactions
(tweets). In many cases, we had to discard the
original RH because it did not originate a conver-
sational thread on Twitter but rather contained just
images, videos or recording from other platforms
that have not been commented on Twitter with tex-
tual content (see the difference between the num-
bers in the first two columns of Table 3).

4 Annotating Reactions to Racial Hoaxes

4.1 A Multi-layered Annotation Scheme

The annotation scheme designed for the multi-
lingual dataset is inspired by studies regarding
stereotypes in the psychological and linguistic lit-
erature (Fiske et al., 2007; Cuddy et al., 2008;
Sánchez-Junquera et al., 2021a). The outcome of
such research is a scheme that consists of four lay-
ers, organized in two levels:

1. The first level refers to the presence of
a racial stereotype as a binary category
(yes/no).

2. The second level can be annotated only if the
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Lang. Original
RHs

RHs found
on Twitter

Conversational
Heads

Direct
Replies

Replies to
Replies

Total of
Reactions

Italian 97 50 273 597 2,253 2,850
Spanish 72 24 353 85 4,313 4,751
French 70 36 36 3,927 5,378 9,305

Table 3: Number of RHs and details about conversational threads.

precedent level is annotated as yes, and it in-
cludes three categories:

(a) Contextuality. It encodes whether, in
order to understand the meaning of the
racial stereotype expressed, you need to
look through the context (such as Twit-
ter thread, the RH that triggered the con-
versation, URLs and images). It is anno-
tated as a binary category (yes/no).

(b) Implicitness. It encodes whether the
stereotype is expressed explicitly in the
message (i.e., a clear span of text where
lexical items can be selected) or whether
at least one inference needs to be made
for the stereotype to be understood). It
is annotated as a binary category (ex-
plicit/implicit).

(c) Forms of Discredit. It encodes the pre-
cise form in which the text spreads a
racial or anti-migration stereotype, at-
tributing a type of behavior to the dis-
criminated target. The values that can be
applied are six: Affective Competence
(AC), Attack to Benevolence (B), Com-
petence (C), Dominance Down (DD),
Dominance Up (DU) and Physical (P).

These six categories inspired by the Stereotype
Content Model proposed by Fiske (1998), can in
turn be encompassed in two: COMPETENCE (in-
cluding C, DD, P) and WARMTH (including AC,
B, DU). In the SCM, these macro-categories are
respectively referred to as “agency” and ‘commu-
nion”. For instance, Cuddy et al. (2008) show how,
depending on the emotion that is elicited primar-
ily by the form of discredit, different ways of sort-
ing and grouping could be admissible. Further-
more, they underline that the main dimensions of
COMPETENCE and WARMTH can be seen as a two-
dimensional array for sorting groups. This is an
ideal solution that includes at least four clusters
which significantly differ regarding warmth and
competence.

This motivates our strategy in which Compe-
tence (C) is grouped with Physical (P) (both forms
of discredit with HIGH COMPETENCE), and At-
tack to Benevolence (B) with Dominance Up (DU)
(both forms of discredit with LOW WARMTH), re-
sulting in the following four clusters for forms of
discredit: C+P, DD, B+DU, AC.4

4.2 Annotation and Agreement
The data were entirely annotated on locally
adapted versions of the LabelStudio5 open source
platform, in which the questions and labels of
the annotation scheme were translated into all the
three languages.

The Italian portion of the dataset was annotated
by two trained native speakers. Concerning the
main dimension of stereotype, they obtained an
inter-annotator agreement (IAA) of κ = 0.48, as
calculated by Cohen’s kappa coefficient (moder-
ate). The remaining disagreement was solved by a
third expert. The Spanish subset was annotated by
three annotators, two of whom are Linguistics stu-
dents trained for the task, along with a researcher.
The IAA was calculated by Fleiss’ Kappa coef-
ficient, resulting in κ = 0.76. The French sub-
set was annotated by a total of four annotators:
an expert and three Linguistics students. Due to
the larger quantity of data to annotate, most of the
subset was annotated separately by two annotators
(two sets of ∼ 4, 250 tweets). The rest was anno-
tated in three sets, each by two annotators, at dif-
ferent stages of the annotation process, to ensure
no degradation in IAA was occurring. The Co-
hen’s Kappa for the French stereotype annotations
is κ = 0.73.

Comparing the scores in the three subsets, it can
be noticed that in Italian the IAA is lower with re-
spect to those obtained in French and Spanish. Our
hypothesis to explain this is linked to the fact that,
in Italian conversational threads, the discussions
among users tends to shift quickly to other sub-

4Please note that the dataset has been annotated according
to the six forms of discredits and that this grouping has been
designed with a computational perspective in mind.

5https://labelstud.io/
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jects that are unrelated to RHs. We think that this
conversational drift in a large number of tweets
created doubt among the annotators and lowered
the overall IAA.

Figure 2: Triplet of tweets from a conversational
thread, with the decision tree of the annotation scheme.

We conclude this section with a commented
example. Figure 2 shows a Twitter conversa-
tional thread and the application of the annota-
tion scheme on it. By looking at the third tweet
of the triplet –in the blue box– it can be observed
how the user reinforces the stereotypical distinc-
tion between “us” and “them”, which highlights
the concept of the ingroup as different from the
outgroup. The anaphorically referenced “them” is
the group (outgroup) to which the immigrant cited
in the SOURCE RACIAL HOAX belongs, and for
this reason the text has been annotated as contain-
ing a racial stereotype.

In order to grasp the presence of the stereo-
type and understand its content, the annotator also
had to read the previous textual context (DIRECT

REPLY and SOURCE RACIAL HOAX), so the di-
mension of contextuality was annotated as posi-
tive. As for the implicitness dimension, the tweet
clearly states that “they do whatever they want”,
and because this sentence is a clear lexical expres-
sion of generalization, the stereotype is annotated
as explicit. Finally, according to what the user

wrote, the immigrant exercises a sort of forceful
dominion and displays aggressive behavior, break-
ing the law. For this reason, the text was annotated
as containing the form of discredit labelled Domi-
nance Up.

5 Cultural and Linguistic Analyses

In this section, we describe the comparative anal-
yses we performed to extract analogies and dif-
ferences in the expression of stereotypes and the
forms of discredit in the reactions to RHs among
the three subsets.

5.1 Quantitative Results

In Table 4 we report the distribution and per-
centage of each annotated dimension. As can be
seen, in the Italian and French data, stereotypes
are found more rarely than in the Spanish subset,
which contains about 30% of stereotypes. Another
commonality between the Italian and French sub-
sets is the distribution of contextuality and implic-
itness. In contrast, the Spanish subset contains a
higher percentage of explicit stereotypes. Finally,
the distribution of forms of discredit is similar in
the French and Spanish subsets. In these two sub-
sets, stereotypes are mainly concerned with the
provision of social and economic benefits by gov-
ernments (DD), as well as criminality, illegality
and fear of invasion (B+DU). In Italian, this last
form of discredit is present with a higher percent-
age, followed by discredit regarding the compe-
tences of immigrants and their physical attributes
(C+P).

In our dataset, the number of tweets contain-
ing stereotype is lower than in other datasets la-
belling the presence of this phenomenon (San-
guinetti et al., 2020; Ortega-Bueno et al., 2022).
Rather than a purposely balanced dataset created
in the context of shared tasks, our multilingual
dataset is a reflection of users’ reactions to RHs
in social media.

5.2 Stereotype, Discredit, and Types of RHs

In this section, we report some observations re-
garding the reactions to RHs retrieved from Twit-
ter in the three languages. For Italian, we were
able to retrieve a total of 67 RHs on Twitter from
the original 97 taken from fact-checking websites
(see Table 2). However, after the annotation pro-
cess and discussion, the gold dataset contains re-
actions to only 50 RHs. Those RHs that foster the
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Forms of Discredit

Language Tweets Stereotype Contextual Implicitness Agency Communion
yes no yes no explicit implicit C+P DD B+DU AC

Italian 2,850 234 2,616 177 57 95 138 71 40 176 12
8.21% 91.79% 75.64% 25.36% 40.60% 59.40% 23.75% 13.38% 58.86% 4.01%

Spanish 4,751 1,449 3,302 549 900 1,344 105 23 761 421 119
30.50% 69.50% 37.89% 62.11% 92.75% 7.25% 1.74% 57.48% 31.79% 8.99%

French 9,305 1,093 8,211 818 275 114 979 43 609 395 97
11.75% 88.25% 74.84% 25.16% 10.43% 89.57% 3.76% 53.23% 34.53% 8.48%

Table 4: Number of texts and label distribution for the categories annotated in the three language subsets. The
numbers in the last four columns do not sum up to the total of the tweets containing stereotype. Indeed, discredit
could be annotated with more than one label per tweet, and tweets could therefore be counted more than once.

Language Benefit Security Migration Public Religion OthersControl Health

Stereotype
Italian 0.21% 51.69% - 48.09% - -
Spanish 38.79% 20.01% 10.97% 0.07% 30.16% -
French 70.91% 9.70% 10.43% - 8.97% -

Table 5: Percentage co-occurrence of the presence of racial stereotypes and topic of the RH originally spread.

most stereotyped conversations are mainly nine,
describing immigrants as threats to public health
and security (see Table 5), as shown in the follow-
ing examples:

(1) Coronavirus spreads, Government goes to se-
cretly take illegal immigrants in Africa

(2) He kills an old Jewish woman at the cry of Allah
Akbar. Acquitted because he was drugged.

The special attention paid to these two topics
is also evident in the analysis of the most used
hashtags in the tweets labelled with the pres-
ence of negative stereotypes, such as: #Crimes-
Immigrants, #SALVINI, #PD, #M5S, #hospital-
ity. By using these hashtags, the users discuss the
adopted policies of hospitality and control of im-
migration of various political parties (#SALVINI,
#PD, #M5S), or depict immigrants as crimi-
nals (#CrimesImmigrants). The tweets containing
these hashtags tend to be labelled with the B+DU
form of discredit.

For Spanish, we were able to retrieve 24 RHs
on Twitter, out of the 72 RHs originally collected
from the fact-checking websites. The most preva-
lent topic within the Spanish context is related
to benefits and the “illegality” of the immigrant.
Those topics are associated directly to the forms
of discredit DD and B+DU. These topics are also
reflected in the use of hashtags such as: #StopIlle-
galImmigration or #Pensions.

Regarding French, from the 70 RHs identified
at the start on the fact-checking website, we ex-
tracted 36 instances published on Twitter. As men-
tioned in Section 3.2, in some cases, we discarded
the original RH because it did not originate a con-
versational Twitter thread or only contained im-
ages and videos without textual content. This was
common in all the three languages considered.

Overall, French RHs had two common themes:
attributing the role of victims to the representatives
of Western civilization and the role of perpetrator
to immigrants, as in Example (3) below; and point-
ing the finger at political decisions, real or fanta-
sized, which would favor migrant populations at
the expense of the “good French” such as farmers
and students, as in Example (4).

(3) Immigrants burn down a refugee center because
there’s not enough Nutella: [URL]

(4) An immigrant who has never paid taxes in France
receives 820 euros per month from the state, in the
meantime some farmers get only 360 euros, how do
you expect French people not to be angry?

The tweets similar to Example (3) are mainly as-
sociated with reactions containing B+DU types of
discredit (around 35% of the total) while those
similar to Example (4) are linked to DD (∼53%).

5.3 Contextuality and Implicitness
Focusing on the textual context, we analyzed how
the stereotypes are propagated from the starting

692



point of the conversations throughout the thread,
and if the context is needed to infer implicit forms
of stereotypes in the three languages.

In the Italian subset, the majority of the tweets
(87%) that are conversational heads (see Table 3)
contain negative stereotypes against immigrants.
However, even though a conversational head is
deemed stereotypical, it is not correct to assume
that all the tweets within its thread also contain
stereotypes. Indeed, only about 17% of direct
replies contain stereotypes and only 6% of the re-
maining threads are labelled with the presence of
stereotypes. This is due mainly to two factors: 1)
the tweets spreading fake news or offensiveness
tend to be deleted by Twitter; 2) some of the tweets
in the conversational threads tend to unveil the in-
accuracy of the hoax.

Similarly to what happens in the Italian con-
versations, in the French subset, all conversa-
tional heads contain stereotypes, while 14% of di-
rect replies and 10% of replies-to-replies contain
stereotypes. Indeed, the fact that the RHs were
debunked by fact-checking websites leads many
comments to be criticisms of the conversational
head, and this phenomenon is accentuated even
more when the RH is shared by accounts with
many followers. For the Spanish dataset, only
54% of conversational heads contain stereotypes,
with the vast majority of stereotypes contained in
replies, accounting for 90% of them.

Implicitness
Language χ2

Contextuality
Italian 45.954
Spanish 41.169
French 11.419

Table 6: Association between contextuality and im-
plecitenss. The χ2 tests are statically significant at
p < 0.001 for the three languages.

The results reported in Table 6 show a statically
significant association between the dimensions of
implicitness and contextuality. As defined in Sec-
tion 4, annotators labeled the necessity to use the
context to understand the message or infer the
presence of stereotypes. As expected, in the three
datasets, the inference of stereotypes is especially
facilitated by access to the textual context.

5.4 Lexical Analysis
To better understand the similarities and differ-

ences at the linguistic and cultural level between
the languages, we performed a linguistic analysis,
looking at the discriminative lexica used in texts
containing stereotypes and labeled with specific
forms of discredit. In particular, for all datasets,
we listed: the most relevant n-grams6 of the data
annotated with stereo = yes (comparing them with
the n-grams of the data annotated with stereo =
no), and the most relevant n-grams from the data
annotated with the four forms of discredit.

By looking at the resulting lists of words, we
noticed that, in Italian, the words extracted from
texts that do not contain stereotypes are related to
the emotional sphere (“feeling”, “feel ashamed”,
“hope”), in contrast to those extracted from texts
containing stereotypes, which are related mainly
to the negative actions of immigrants (“immi-
grant rape”, “kill”, “spit”). Regarding the various
forms of discredit, we observed interesting differ-
ences. In general, words such as “invasion”, “oc-
cupation” and “commanding” or expressions like
“walk in underwear” or “laugh in court” are typi-
cal in texts annotated with the labels grouped un-
der communion. In contrast, words such as “lux”,
“gratis”, “withdraw”, “euro”, “gene” or expres-
sions like “psychological disorder”, “return to pre-
history” are present in texts annotated with the la-
bels grouped under agency.

For the French subset, we noticed similar pat-
terns for the terms linked to instances containing
stereotypes, with links to violence (“knife”), but
also to school (“schooling”, “student”), which are
often brought up in instances labeled with dis-
credit under the agency group (more particularly,
DD), in claims that children of immigrants receive
disproportionate financial aid from the state. For
instances which do not contain stereotypes, we no-
tably find terms related to misinformation (“fake”,
“fake news”, “ridiculous”), which are often lev-
elled against tweets containing stereotypes linked
to racial hoaxes.

This underlines the polarization found in the re-
actions to RHs, by which one section of the users
oppose ideas embodied in the RH since they are
spread by a proven fake news, thereby avoiding
playing the game of attributing certain character-
istic to the population designated by the label of

6The n-grams are weighted using the TF-IDF measure on
normalized texts; the phase of preprocessing involved: the
deletion of all user mentions, stop-words, punctuation and
URLs, leaving only words that were lexically significant; the
tokenization, and the lemmatization with the SpaCy library.
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"immigrants"; while another section of the users
deliberately ignores the fact that the news has been
diverted to focus on the designation of immigrants
as the source of a problem. Immigrants are blamed
either by their mere presence, which would rep-
resent a competition for limited resources, or by
their acts, essentializing them as individuals all
alike, violent and imposing their foreign culture.

The Spanish dataset also present interesting
patterns in line with the topics of the grouped data.
Firstly, the most prevalent words from texts with
no stereotypes are related mainly to politics and
economy (“unemployment”, “reform”, “commu-
nist”), whereas texts containing stereotypes show
representative words used in RHs (“illegal immi-
grant”, “tradition”, “pay health care”). In relation
to the categories of discredit, the main characteris-
tic of communion is the perception of immigrants
as violent, but also as victims, a fact that we can
observe in the words like “invasion”, “security”,
“serious” on the negative view, and “poor”, “for-
eigner” and “right” on the patronizing view. On
the other hand, agency takes a rather derogatory
point of view of immigrants, which is displayed in
words such as “idiot”, “inferior race” and “dumb”.
The lexica in all languages reflect the stereotypes
used against immigrants and the different forms of
discredit.

6 Conclusion and Future Work

In this paper, we presented the first outcomes of
a study of the stereotypes that are spread through
racial hoaxes, with the aim of creating NLP re-
sources and tools to automatically detect them. In
order to address this challenging task, we started
with an examination of the psychological and
computational literature on fake news and stereo-
types. This helped us to build the MRHC, the first
multilingual corpus of racial hoaxes, which in-
cludes RHs in Italian, Spanish, and French, classi-
fied according to the topic of the news they spread.
We designed a multi-layered annotation scheme
for the annotation of racial stereotypes that takes
into consideration the conversational thread ex-
tracted from social media. We applied it for the
first time to a newly created multilingual dataset
of Twitter reactions to RHs. Thanks to the out-
comes of the annotation procedure, we were able
to perform cross-cultural and cross-language anal-
yses of these texts that are shaped in a Twitter con-
versational structure.

The results show that the presence of stereo-
type is, in general, lower within the RHs domain,
with respect to its percentage in other pre-existing
more general-purpose datasets (e.g., the ones de-
veloped within shared tasks). Other relevant find-
ings show that, even if the first source RH con-
tains a stereotype, in the following replies in the
conversational thread, the presence of stereotypes
decreases. Additionally, the dimension of implic-
itness was shown to be highly dependent on the di-
mension of contextuality in this domain. Content-
wise, from an observation of RHs’ topics, crossed
with a lexical analysis (counting the most relevant
tokens and expressions in each language subset),
the outcomes show how the presence of stereo-
types is linked to words that are typically grounded
within the specificities of a certain language or
culture. Finally, it can be observed that people who
continue to spread a stereotypical view, originated
in the source tweet and throughout the replies-to-
replies, typically use polarized expressions that are
in line with the original RH that generated the full
conversational thread.

Thanks to the resources and framework elabo-
rated in this study, it will be possible to investigate
the spread of racial stereotypes on social media in
a finer-grained way from a computational perspec-
tive and in a multilingual context. Furthermore,
these steps are essential for developing computa-
tional tools for the automatic detection and classi-
fication of racial stereotypes in real-life scenarios.

Limitations

In this work we presented, for the first time, a
multi-layered scheme for the annotation of racial
stereotypes in social media data in three differ-
ent languages and in conversational threads. This
work can, therefore, be considered pioneering and
its multi-layered annotation scheme might require
adaptation if applied to datasets with very differ-
ent characteristics. The Stereotype Content Model
inspired the annotation and analysis of stereo-
types, by providing a socio-psychological theoret-
ical framework. However, when being as faithful
as possible to it during the annotation process, a
computational setting can benefit from the integra-
tion of a more data-driven perspective.

Furthermore, the three subsets of the multilin-
gual dataset of “reactions to racial hoaxes” now
have very different sizes and present many unbal-
anced dimensions and high data sparsity. If in the
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future they will be used for computational tasks, as
it is intended, they should be made more balanced
and more inclusive in terms of data sources.

Finally, cultural and geographical differences
between the three languages of this study need to
be taken into account and investigated in a deeper
fashion, as it emerged that they are not trivial.
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