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Abstract

Warning: This paper includes messages that
may contain instances of vulgarity, degrading
terms, or hate speech, which may be offensive
or upsetting to some readers.

Hate speech has unfortunately become a signif-
icant phenomenon on social media platforms,
and it can cover various topics (misogyny, sex-
ism, racism, xenophobia, etc.) and targets (e.g.,
black people, women). Various hate speech de-
tection datasets have been proposed, some an-
notated for specific topics, and others for hate-
ful speech in general. In either case, they often
employ different annotation guidelines, which
can lead to inconsistencies, even in datasets
focusing on the same topics. This can cause
issues in models trying to generalize across
more data and more topics in order to improve
detection accuracy. In this paper, we propose,
for the first time, a topic-oriented approach to
study generalization across popular hate speech
datasets. We first perform a comparative analy-
sis of the performances of Transformer-based
models in capturing topic-generic and topic-
specific knowledge when trained on different
datasets. We then propose a novel, simple
yet effective approach to study more precisely
which topics are best captured in implicit mani-
festations of hate, showing that selecting com-
binations of datasets with better out-of-domain
topical coverage improves the reliability of au-
tomatic hate speech detection.

1 Introduction

On social media and other online communication
platforms, hate speech (HS hereafter) is found in
many forms, from textual harassment to threats,
targeting an individual or group (e.g., black peo-
ple, women), based on some characteristics, such
as race, color, ethnicity, gender, sexual orientation,
nationality, religion, etc, which we refer to as top-
ics. While the broad nature of these topics of HS is
generally understood (Erjavec and Kovačič, 2012),

determining whether a social media post is a man-
ifestation of HS (and if so, to which topic(s) it
belongs to) is not a trivial task for humans and au-
tomated machine-learning systems. Indeed, the lat-
ter often require large quantities of annotated data,
which in the case of HS, is made difficult due to (1)
the absence of a comprehensive definition of these
topics; but also, (2) the potential internal biases
and subjectivity present in annotators and/or anno-
tation guidelines employed to construct annotated
datasets (Schmidt and Wiegand, 2017; Fortuna and
Nunes, 2018; Vidgen et al., 2019; Fortuna et al.,
2020).

To palliate these issues, cross-dataset evalua-
tion has become an active line of research aiming
at studying the generalization capabilities of HS
detection systems to unseen data during training
(Talat et al., 2018; Ludwig et al., 2022; Toraman
et al., 2022). As data collection and annotation is
an expensive and time-consuming process, current
approaches use mixtures of existing HS detection
datasets to study generalization across different
social media platforms (Swamy et al., 2019; Salmi-
nen et al., 2020; Nejadgholi and Kiritchenko, 2020)
or across different manifestations of HS, often rely-
ing on one-to-many (train on one dataset/mixture,
test on others) experimental settings (Fortuna et al.,
2021; Talat et al., 2018; Chiril et al., 2022; Talat
et al., 2018; Karan and Šnajder, 2018). In most of
these, a unification scheme is proposed to adapt the
original datasets’ potentially fine-grained annota-
tions to a set of binary labels, which can often fail
to take into account the heterogeneity inherently
present across different encodings of HS (Vidgen
et al., 2019).

In addition, some datasets intentionally focus
only on some specific kinds of manifestations of
HS covering for example gender (e.g., misogyny,
sexism), ethnicity, religion or race (e.g., xenopho-
bia, anti-immigrants/refugees HS), i.e., they are
topic-specific, whereas others attempt to cast a
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wider net without specific sets of topics in mind,
i.e., they are topic-generic. In either case, varia-
tions will always exist, either due to the reasons
mentioned above, or due to shifts in the content
found on social media through time. All of these
may cause significant differences in the topics of
HS that classification models might learn to rec-
ognize, which ultimately might make them less
reliable, particularly in out-domain contexts (Yin
and Zubiaga, 2021).

Acknowledging these issues and being aware
of the noise that will invariably be introduced by
mixing together different datasets, we propose for
the first time to empirically study what modern
Transformer architectures can effectively learn to
generalize from existing datasets, in a unified set-
ting, with a focus on their topical nature. More
precisely: Do models learn similarly from topic-
generic datasets as from mixtures of topic-specific
datasets? Does this acquired knowledge generalize
to implicit expressions of HS, and if so, which finer-
grained HS topics are learned by these models?
Our contributions are:

(1) An in-depth analysis of the generalizability of
generic HS datasets, in which we show how using
mixtures of those could be effective to attain better
generalization across more topics.

(2) A similar analysis for topic-specific datasets,
for which we show successful generalization in-
domain, especially when using models fine-tuned
on mixtures of such corpora.

(3) A novel, simple yet effective approach to study
which finer-grained topics are best captured when
dealing with implicit expressions of HS. We show
that selecting mixtures of datasets with a better top-
ical coverage can improve the reliability of models
for out-of-domain applications.

2 Related Work

A number of previous works have studied general-
izability of HS detection datasets and models, with
different focuses: for example, Fortuna et al. (2020)
and Fortuna et al. (2021) have analyzed the compat-
ibility of many HS datasets (including some used
in this study), both in terms of their properties (ori-
gin of data, annotated phenomena, class definitions,
etc.) and empirically with intra- and inter-dataset
generalization experiments. They conclude that
model choice, intra-dataset performance, and the
type of phenomenon being classified, are the most

important factor that determine generalization. In
particular, they conclude that phenomena like toxic-
ity, abuse, or offensiveness that are often lexicalized
are easier to generalize than hate speech, something
which was also confirmed and discussed in other
works (Nejadgholi and Kiritchenko, 2020; Yin and
Zubiaga, 2021). In this paper, we are interested
in the topic-oriented nature of HS specifically, and
thus discard these former classes from our study.

Alternative solutions have recently been pro-
posed to handle unseen topics by building new
target-oriented datasets from scratch, such as the
HateXplain dataset (Ludwig et al., 2022), with
an additional labeling of the target topics of hate
(Race, Religion, and Origin). While such linguis-
tic resources are valuable for the research commu-
nity, we believe existing larger datasets could be
successfully exploited for generalization, as mix-
tures of datasets, as shown for example by Fortuna
et al. (2018), Salminen et al. (2020), and Chiril
et al. (2022), or, in a different fashion, by multitask
HS detection systems or domain adaptation tech-
niques (Talat et al., 2018; Kapil and Ekbal, 2020;
Safi Samghabadi et al., 2020). In this paper, we
continue this line of research by proposing for the
first time, as far as we know, models able to gen-
eralize across topic generic vs. specific datasets
as well as predict fine-grained manifestations in
implicit hate messages. This is particularity chal-
lenging as these manifestations are more difficult
to generalize due to their limited lexical features
(ElSherief et al., 2021; Qian et al., 2019).

To this end, we rely on Transformer models like
BERT that have been shown to be able to gen-
eralize better overall than previous architectures
(Swamy et al., 2019). In particular, we experiment
with both existing BERT-like models, some pre-
adapted to the domain of HS, as well as T5 (Raffel
et al., 2020), a text-to-text architecture that has
never been used in a generalizability study.

3 Datasets

We experiment with six popular and freely avail-
able English tweets corpora (or English subsets
thereof) from previous studies. We first present
the datasets and how they were used in a com-
mon experimental setting. We then provide some
discussions on the compatibility of these datasets,
and how this may impact the generalization perfor-
mances in our experiments.
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3.1 Topic Generic vs. Topic Specific Datasets

The first two datasets are topic-generic while the
other four are topic-specific, as follows.
Davidson (Davidson et al., 2017). It contains En-
glish tweets annotated into hate speech, offensive,
and neither, with the intent of helping to distin-
guish between messages simply containing offen-
sive terms, from those actually manifesting HS.
Founta. We make use of the dataset released by
(Kallumadi et al., 2020) which is an updated ver-
sion of the dataset initially proposed by Founta
et al. (2018) and annotated for four types mutually
exclusive of abusive behaviors: abusive, hateful,
spam and normal.
IberEval (Fersini et al., 2018b) and Evalita
(Fersini et al., 2018a) are part of the Automatic
Misogyny Identification (AMI) shared task which
aims at identifying tweets that convey hate or prej-
udice against women while categorizing different
forms of misogynous behavior. We only use the
main binary layer of annotation (i.e., presence vs.
absence of misogyny).
HatEval (Basile et al., 2019) also known as
SemEval-2019 Task 5, is a topic-specific HS detec-
tion dataset with tweets targeting immigrants and
women, and annotated with three different binary
layers of annotation: hateful/non-hateful, target-
ing a group/individual, aggressive/non-aggressive.
Note that most of the tweets that target women in
this dataset were derived from the AMI corpora
(IberEval and Evalita).
Waseem (Talat and Hovy, 2016). It contains
tweets targeting gender minorities, instances of
racism, and tweets that were judged to be neither
sexist nor racist.

We frame all the datasets used here as binary
HS classification tasks, with the labels “hate-
ful” (also referred to as the positive class) for
instances containing some manifestation of hate
speech, and “normal” for those containing none.
Hence, for Founta and Davidson we filter out
retweets/duplicates (keeping only the source tweets
and their annotations) and only keep the hate-
ful/hate speech and normal classes, and similarly,
for the different topic-specific datasets, we unify
the specific hate classes (misogyny, sexism, racism)
with hateful, and the respective negative classes
with normal.

To allow a more granular and topic-level anal-
ysis of results, we split all multi-targets topic-
specific datasets into separate training, validation,

and testing sets, according to the topics. Therefore,
we split HatEval into its two topics subsets (i.e.,
HatEvalwomen and HatEvalimmigrants) and Waseem
into Waseemsexism and Waseemracism. However, in
this last dataset, because only one negative class is
provided, and corresponds to both the absence of
sexism and racism, we choose to duplicate it and
use it as the negative class for both subsets.

When not explicitly provided, we use a 75%-
20%-5% train-test-validation split ratio. Table 1
further details how datasets have been mixed to
train our models.

3.2 Issues with Dataset Compatibility

Because we also manipulate mixtures of these cor-
pora, the effective hateful and non-hateful classes
will contain instances annotated within different
contexts and labelling guidelines. For example, the
Evalita and IberEval datasets are annotated only
for the presence of misogyny, and not other man-
ifestations of HS. This makes their negative (i.e.,
non-misogyny) class inconsistent with, say, the neg-
ative class from a topic-generic dataset, which is
not ideal.

Aside from re-annotating all these datasets un-
der a unified and consistent annotation schema, the
issues that may arise as part of these simplifications
cannot be circumvented, and should thus be taken
into account as a fixed parameter in our experi-
ments. These issues have been broadly acknowl-
edged in the relevant literature (Schmidt and Wie-
gand, 2017; Fortuna and Nunes, 2018; van Aken
et al., 2018). As noted by Malmasi and Zampieri
(2018) and Poletto et al. (2021), the distinctions
between offense, abuse, and HS, are not always
clear-cut, which can cause issues in generalization
experiments, due to the former’s in theory more
lexical nature (Vidgen et al., 2019; Fortuna et al.,
2020).

Furthermore, as noted by Madukwe et al. (2020),
even when using relatively similar definitions for
these phenomena, a number of other parameters
may affect the compatibility, consistency, and com-
parability between HS detection datasets, from bi-
ases introduced in the annotations, differences in
preprocessing steps (e.g., anonymization, emojis,
URLs, etc.), to issues of class balance and unspeci-
fied train-test-validation splits.

We are aware that mixing the datasets may ef-
fectively introduce various kinds of noise in the
training and evaluation data, but we consider it
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Topic Dataset Abbrev. Total Size Pos. Size Ratio Train Val. Test

Topic-Generic
Davidson Gene Davi 5590 1430 25.58% 4293 179 1118
Founta Gene Fnt 57355 4119 7.18% 44048 1836 11471

Topic-Specific
(Gender)

Evalita Gndr Evit 5000 2245 44.90% 3839 161 1000
HatEvalwomen Gndr HatE 6472 2845 43.96% 4500 500 1472
IberEval Gndr Iber 3977 1851 46.54% 3120 131 726
Waseemsexism Gndr Wasm 14531 3216 22.13% 11159 465 2907

Topic-Specific
(Race)

HatEvalimmigrants Race HatE 6499 2617 40.27% 4500 500 1499
Waseemracism Race Wasm 13272 1957 14.75% 10192 425 2655

Mixtures

Topic-Generic Mixture Gene Mixt Davidson + Founta

Gender Topic Mixture Gndr Mixt Evalita + HatEvalwomen + IberEval + Waseemsexism
Race Topic Mixture Race Mixt HatEvalimmigrants + Waseemracism
Topic-Specific Mixture Spec Mixt Topic Gender Mixture + Topic Race Mixture

Table 1: Overview of the datasets used to train models in this study.

to be part of the experimental settings, especially
since these kinds of issues would likely as well be
encountered in end-user applications dealing with
raw unfiltered data.

4 Models

To study how different pre-trained models and ar-
chitectures may differ in how they capture HS in
various settings, we choose five pre-trained Trans-
formers from the literature. Among them, the last
three have been adapted to the domain of HS detec-
tion, either through pretraining or pre-finetuning,
on data related directly or indirectly to HS detec-
tion. For the experiments, we relied on the Hugging
Face transformers library (Wolf et al., 2020).

RoBERTa-base (Liu et al., 2019) is an optimized
BERT-like (Devlin et al., 2019) encoder Trans-
former commonly used for various NLP classifica-
tion tasks, including HS detection.

T5-base is the 220 million parameters pretrained
variant of the T5 architecture, initially proposed by
Raffel et al. (2020). It differs from BERT-like en-
coder Transformers in that it is a text-to-text model,
for which classification tasks are reframed as text
generation, with the output labels used in their tex-
tual form (in our case, “normal” and “hateful”),
and as this particular variant was also pretrained
on various supervised tasks (sentiment analysis,
natural language inference, and question answer-
ing, etc.), a task prefix is traditionally prepended to
the input text, which for our fine-tuning, we fix to

“hate speech: ”.

fBERT (Sarkar et al., 2021) and HateBERT
(Caselli et al., 2021) are two models derived from

BERT, retrained with a Masked Language Mod-
elling (MLM) objective on over 1.4 million social
media offensive posts from the SOLID dataset, and
Reddit Abusive Language English dataset (RAL-
E), respectively.

ToxDectRoBERTa was proposed by Zhou et al.
(2021), and is a RoBERTa-large model, finetuned
on Founta, with the hateful and abusive classes
merged into a single toxic class. The authors use
the methods proposed by Clark et al. (2019) and
Swayamdipta et al. (2020) to attempt to avoid
dataset bias issues, such as spurious correlations
between particular lexical and dialectical markers
(such as those found in African American English)
with the toxic class.

5 Cross-Topics Generalization

We first study the differences in generalizability be-
tween topic-generic and topic-specific datasets and
their potential mixtures, in a cross-dataset/mixture
setting: in each individual experiment, one of
the previously described models is trained on one
dataset/mixture and tested on all individual test sets.
For technical details on the experimental parame-
ters used in this study, see Appendix A.

To measure improvements or deteriorations in
performances in the generalization experiments, Ta-
ble 2 presents an intra-dataset evaluation, in which
models are simply trained and tested on the same
datasets, for the sake of comparison. In the remain-
der of this section, we report macro F1 scores on
all test sets (see Table 1 for abbreviations), with
the best scores for each test set highlighted in bold.
Scores are gradient-colored for legibility.
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Dataset \ Model T5-base RoBERTa-base ToxDectRoBERTa fBERT HateBERT

Gene Davi 92.70 93.30 93.78 92.46 93.14
Gene Fnt 81.08 80.84 85.92 80.98 79.41

Gndr Evit 67.00 69.58 67.37 73.12 71.02
Gndr HatE 46.29 56.88 51.65 64.28 59.11
Gndr Iber 84.86 88.76 83.89 84.55 86.41
Gndr Wasm 85.81 87.11 86.27 86.28 86.05

Race HatE 38.73 38.24 40.75 41.72 38.53
Race Wasm 87.03 86.27 86.29 87.53 86.37

Table 2: Results of intra-dataset evaluations (training and testing on the same dataset’s train and test sets).

5.1 Learning from Topic-Generic Datasets

We investigate here how well knowledge can trans-
fer from topic-generic to topic-specific datasets.
We thus train each of the five chosen models on the
Davidson (Gene Davi) and Founta (Gene Fnta)
train sets, as well as on a mixture of the two (Gene
Mixt), then evaluate those models on every individ-
ual test set.

Table 3 presents the results of these evaluations,
in terms of macro F1 score. Observing the results,
firstly, we can notice that Davidson and Founta
generalize relatively well to each other, with rel-
atively small deteriorations in F1 scores (∼ −10
F1) compared to the intra-dataset models (see Ta-
ble 2), in the favor of Davidson → Founta for
our 5 models. When used as a mixture of datasets
(Gene Mixt), we observe very small improvements
for 3 of our five models and very small deteriora-
tions (∼ ±1 F1) for the rest (RoBERTa-base and
ToxDectRoBERTa), which would tend to indicate
a good compatibility between these two datasets,
or at the very least, some high overlap in the topic-
generic HS knowledge extracted by Transformer
models across these two datasets.

Looking then at the evaluation results obtained
on the topic-specific test sets, we can make a num-
ber of observations: first, we note quite significant
deteriorations compared to the intra-dataset models
for all datasets, except for both HatEval subsets,
in particular HatEvalimmigrants, for which all three
topic-generic datasets/mixture yield significant im-
provements (from ∼ +3 F1 up to ∼ +27 F1). We
believe this to be due to a significant distribution
shift between the HatEval train and test set, which
would explain why the models perform so poorly
in the intra-dataset setting, while using different
training sets appears to significantly improve per-
formance.

For the other datasets, the least significant de-
teriorations can be found for Evalita, while the
greatest ones are found for Waseemsexism, which
may indicate an overall low overlap in the types
of manifestations of HS found in the topic-generic
and topic-specific datasets explored here. How-
ever, in most cases, the use of the topic-generic
mixture (Gene Mixt) appears to be beneficial, in
that it tends to attenuate the worst deteriorations
found in models trained on Davidson or Founta
individually. This may indicate that using mixtures
of topic-generic training datasets may be beneficial
when trying to detect HS instances where the topic
is not necessarily known.

5.2 Learning from Topic-Specific Datasets

We similarly trained HS classifiers, this time on the
remaining 6 topic-specific datasets, separated into
the Race and Gender topics (see Table 1). Table
4 presents the results (in a form similar to Table
3), however, for space reasons and as they are the
focus of our study, we only present the results for
the gender and race topics mixtures (Gndr Mixt,
and Race Mixt respectively), as well as the mixture
of both (Spec Mixt). See Table A in Appendices
for more detailed results.

Observing the results, we can first see that, simi-
larly to the previous experiments, training on these
three mixtures of topic-specific datasets does not
seem to generalize too well back onto the topic-
generic datasets, with even greater deteriorations
in F1 scores compared to the intra-dataset setting
(cf. Table 2). This is the most pronounced for Race
Mixt, which is the smaller of the two one-topic
mixtures. Even more prominently than for topic-
generic mixture discussed previously (Gene Mixt),
we find that the topic-specific mixture (Spec Mixt),
which combines both the Gender and Race topics,
yields significantly lesser deteriorations than ei-
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Model T5-base RoBERTa-base ToxDectRoBERTa fBERT HateBERT

Test
Train Gene

Davi
Gene
Fnta

Gene
Mixt

Gene
Davi

Gene
Fnta

Gene
Mixt

Gene
Davi

Gene
Fnta

Gene
Mixt

Gene
Davi

Gene
Fnta

Gene
Mixt

Gene
Davi

Gene
Fnta

Gene
Mixt

Gene Davi 92.70 82.64 93.92 93.30 82.50 91.60 93.78 84.73 90.96 92.46 85.59 92.92 93.14 85.43 93.42
Gene Fnt 73.02 81.08 81.41 74.50 80.84 80.49 81.42 85.92 84.70 76.47 80.98 81.37 73.02 79.41 80.32

Gndr Evit 63.29 58.07 61.79 60.68 58.51 56.97 62.10 54.25 60.20 61.44 57.00 62.16 63.92 56.74 59.99
Gndr HatE 42.21 42.90 54.60 46.39 55.17 49.45 40.30 39.81 52.35 38.25 49.75 45.83 44.46 55.76 56.31
Gndr Iber 57.76 74.22 59.48 60.50 62.96 68.89 64.14 73.00 67.83 60.34 71.43 63.74 60.12 67.11 65.24
Gndr Wasm 54.06 59.07 52.21 51.55 51.11 51.63 51.13 56.44 52.72 53.84 61.47 51.73 52.36 58.24 54.52

Race HatE 43.75 64.54 50.97 47.79 56.76 63.71 52.23 68.58 66.92 50.65 66.49 45.70 44.13 66.08 65.62
Race Wasm 56.66 72.73 73.69 56.89 75.52 70.72 69.92 73.47 73.45 70.16 72.33 70.01 63.01 72.81 73.28

Table 3: Results of learning from the two topic-generic datasets used here, Davidson (Gene Davi) and Founta (Gene
Fnta), as well as their mixture (Gene Mixt). Scores are gradient-colored for legibility.

Model T5-base RoBERTa-base ToxDectRoBERTa fBERT HateBERT

Test
Train Gndr

Mixt
Race
Mixt

Spec
Mixt

Gndr
Mixt

Race
Mixt

Spec
Mixt

Gndr
Mixt

Race
Mixt

Spec
Mixt

Gndr
Mixt

Race
Mixt

Spec
Mixt

Gndr
Mixt

Race
Mixt

Spec
Mixt

Gene Davi 61.72 50.23 68.33 62.20 47.75 68.22 65.04 62.26 67.13 68.38 51.78 72.60 62.67 56.10 68.75
Gene Fnt 58.61 57.44 62.09 57.60 54.14 61.17 62.92 60.92 63.24 60.46 55.14 59.93 57.91 58.11 63.36

Gndr Evit 82.90 36.42 84.78 86.33 35.92 86.89 85.40 42.15 85.58 88.59 38.58 87.37 87.96 38.95 86.80
Gndr HatE 47.83 36.82 54.58 52.69 37.02 53.65 50.80 48.80 58.53 54.80 36.71 58.44 55.33 42.57 49.06
Gndr Iber 93.31 40.84 93.17 92.12 38.66 92.84 92.32 40.84 92.30 92.55 39.42 92.55 92.85 39.42 92.86
Gndr Wasm 85.14 44.92 87.85 85.66 43.96 88.53 85.72 44.76 87.39 86.92 43.59 87.93 84.85 44.28 88.87

Race HatE 42.98 40.49 44.29 37.69 40.44 38.06 38.59 41.23 44.03 39.47 43.68 40.40 37.56 37.01 35.80
Race Wasm 46.49 86.76 85.39 46.30 85.90 88.00 48.12 87.05 85.46 48.58 86.25 89.17 46.66 86.42 88.37

Table 4: Results of learning from the mixtures of the gender topic-specific (Gndr Mixt) datasets (Evalita,
HateEvalwomen, IberEval, and Waseemsexism), race topic-specific (Race Mixt) datasets (HateEvalimmigrants, and
Waseemracism), and a mixture of both topics (Spec Mixt).

ther of the two individually: this intuitively makes
sense, as both separate topics can help cover dif-
ferent subsets of the topic-generic datasets, and
should also help in learning manifestations of hate
which exist at the intersection of both topics.

Looking at the scores obtained on the topic-
specific test sets, we can observe that, unlike in
the topic-generic generalization experiments, both
the one-topic mixtures and Spec Mixt appear to
yield improvements over the intra-dataset models,
for most of the models. For Gndr Mixt and Race
Mixt, the improvements are, as expected, mostly
found for the test sets of the datasets making up
the mixtures, but not always: for example, with the
T5-base model, training on Gndr Mixt appears to
yield improvements on Waseemracism (∼ +4 F1).
This seems to indicate a better ability to generalize
in-domain from mixtures of topic-specific datasets,
at least to other topic-specific datasets, but more
experiments with more topic-specific datasets, cov-

ering a wider range of topics, would be necessary
to determine whether this may also apply to topic-
generic datasets.

6 Finer-Grained Topics Analysis

To better understand which manifestations of HS
can be generalized to out-of-domain data, we
then perform a finer-grained analysis of the topics
learned by our models, by relying on an implicit
hate speech dataset, for which fine-grained target
annotations are available.

6.1 Implicit Hate Speech Dataset
IMPLICIT HATE CORPUS (which we refer to as
ElSherief, for brevity) corresponds to the dataset
proposed by ElSherief et al. (2021), which consists
of 21,480 English tweets annotated for (in a first
stage) the presence of implicit or explicit HS (or
neither), as mutually exclusive classes. Further, for
each of the tweets containing implicit HS, two an-
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notators supplied the targeted demographic groups
and the implied statement of the hateful messages,
both as free-form texts. In our experiments, we rely
on the 6,196 implicit hate instances and their tar-
get annotations, which we have manually grouped
into different sets of finer-grained topics of HS
(whose sizes are in Table 5): Islam, Black People,
Immigrants / Refugees, Beliefs / Religion, Gender,
LGBTQIA+, Unspecified Minorities, and National-
ity.

6.2 Results

To better show the observations that can be mainly
linked to training dataset/mixture selection, we
choose to present, in Table 5, the results of the
best performing non-domain adapted architecture
used here, T5-base. To this end, we rely on the pre-
viously mentioned trained T5-base models to ob-
tain binary HS predictions on the entire processed
ElSherief dataset, and compute the accuracy (as
the tested instances are by definition all from the
positive class) of the models for each of the finer-
grained topic-specific subsets described previously.

The first three results columns show the top-
ics learned by the models trained on the topic-
generic datasets, Davidson, Founta, and their
mixture (Gene Mixt). We observe that the model
trained on Founta alone yields the highest accu-
racy scores over a number of topics, except for the
Immigrants/Refugees, Unspecified Minorities, and
Gender topics. Due to the latter’s small size, and
higher degree of co-occurring kinds of HS mani-
festations (see Section 6.3), accuracies appear to
be relatively lower across the board, even for the
gender topic-specific datasets. Still, topic-generic
datasets, and their mixture, display fairly decent
generalization on average for most fine-grained
topics analyzed here, and represent a promising
avenue for future research aimed at constructing
effective out-of-domain generalization mixtures of
datasets.

The next group of three columns show the dif-
ferences in variety of finer-grained topics, between
the gender and the race topic, and this in spite of
fewer number of instances in the Race topic mix-
ture compared to Gender one. Training on both
topics combined (Spec Mixt) only yields improve-
ment in the Gender and LGBTQIA topics, while all
the other accuracies drop. This could be a sign that
the dual-topic mixture allows for the learning of
intersectional manifestations of HS between these

topics. Indeed, in the Gender group, we find that
22 out of the 58 instances also belong to one or
more other groups, and among those, 16 are in the
Muslims, Immigrants / Refugees, or both groups
(10 for Immigrants / Refugees and/or Black People
in LGBTQIA). As such, it appears that mixtures of
topic-specific datasets may prove useful in the gen-
eralization of intersectional HS detection, though
more research would be necessary to verify this for
other topics, and with more data.

The next two columns demonstrate how two
datasets annotated for similar topics can wildly
vary in which fine-grained topics they allow mod-
els to capture. Due to the significant differences in
data collection, annotation, and cultural/temporal
contexts, the HatEval and Waseem datasets result in
very different learned distributions of fine-grained
topics, with the latter almost exclusively covering
the Muslims topics, whereas the former yields a
more varied, and overall more performant on the
ElSherief dataset, out-of-domain generalization.

The final group of three columns further illus-
trates this point: Waseem yields significantly lower
performance on the Gender topic, and, if removed
from the Gender topic mixture (Gndr Mixt), im-
proves its overall accuracy. While removing the
entirety of a dataset might not be ideal, this shows
the importance of data selection for both in and out-
of-domain generalization, and we believe this kind
of analysis could be used to guide data selection,
for the purpose of constructing such mixtures of
datasets.

6.3 Error Analysis
To further investigate how these different models
behave on those out-of-domain instances, we per-
form and present an error analysis on a selection of
instances1 from some of the different finer-grained
topics.

We find that misclassifications are often due to
several factors, among which implicit expressions
of HS such as stereotypes, irony, or humor (as in
(1)), or the presence of multiple topics of HS used
in potentially ambiguous ways (2): is this instance
(ironically) Islamophobic, sexist, or both?

(1) what pronoun should we use to refer to
people who are transitioning into martians ?

(2) women are intellectually deficient, islam says

1These are examples taken from the ElSherief public
dataset which provides texts of the tweets (because of Twitter
otherwise having deleted a lot of them).
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Model T5-base

Test
Train Size Gene

Davi
Gene
Fnta

Gene
Mixt

Gndr
Mixt

Race
Mixt

Spec
Mixt

Race
HatE

Race
Wasm

Gndr
Iber

Gndr
Wasm

Gndr
Mixt\Wasm

All ES

Muslims 801 35.58 81.90 56.67 1.13 63.17 41.57 70.04 39.95 2.50 0.37 5.36 52.06 94.51
Black People 1391 78.43 78.58 54.71 2.80 34.94 23.22 52.41 2.44 3.16 0.93 9.78 50.75 88.79
Immigrants /
Refugees 1386 24.82 47.40 26.19 2.45 53.03 42.14 66.52 1.30 2.45 0.51 9.95 50.36 96.90

Beliefs /
Religion 652 63.03 76.99 53.53 1.68 35.74 28.53 51.69 6.74 2.76 0.16 6.44 53.99 93.25

Gender 58 31.03 41.38 24.14 32.76 17.24 46.55 25.86 5.17 44.83 12.07 46.55 48.28 96.55
LGBTQIA 87 43.68 63.22 33.33 3.45 12.64 21.84 37.93 0.00 12.64 2.30 14.94 32.18 88.51
Unsp.
Minorities 1147 79.42 66.61 40.45 1.22 23.45 12.55 44.90 2.01 1.48 0.17 6.02 38.10 85.44

Nationality 203 50.24 67.98 44.83 1.97 34.97 24.14 56.16 3.45 4.43 0.49 7.39 40.39 84.24

Table 5: Accuracy scores obtained by the T5-base models trained on the datasets and mixtures of datasets (columns),
evaluated on each of finer-grained topic of HS grouped from the ElSherief dataset (rows), with the number of
instances of each topic reported in the Size column. The best accuracies for each topic are highlighted in bold,
and the scores are gradient-colored for legibility. Gndr Mixt\Wasm corresponds to the Gender topic mixture (Gndr
Mixt), from which Waseemsexism has been removed. All corresponds to the mixture of all 8 individual datasets
(see Table 1). ES corresponds to baseline accuracy scores obtained from training a similar model on the ElSherief
dataset itself, for comparison.

in sahih bukhari 1:6:301. disagree? you are
islamophobe.

Both (3) and (4) were misclassified due to
the lack of context: neither of the two im-
plied statements provided by the annotators (i.e.,
Women are dumb/Muslims are repugnant and kill
gays/immigrants should be shot like rats) can be
reliably automatically inferred without more infor-
mation.

(3) oh honey. justoh, honey. bless your heart.

(4) maybe time to oil up the deer rifles, the ones
with the hd night scopes to keep the "vermin"
population down.

7 Conclusion and Perspectives

In this work, we have proposed a set of topic-
oriented analyses of the generalizability of HS
datasets. We have shown how topic-generic and
topic-specific datasets yield different degrees and
nature of generalization, both when used individ-
ually, or as mixtures of datasets. With the former,
we found that, while not very successful at general-
izing in-domain to topic-specific datasets, the use
of mixtures allows smoothing out individual weak-
nesses. With topic-specific datasets, we found that
generalization is possible, both for single-topic and
multi-topic mixtures. Through a finer-grain out-of-
domain generalization analysis, we showed how a
priori somewhat similar datasets can vary wildly in

the forms of implicit HS that can be learned from
them. Implicit expressions of hate, with few lex-
ical features, are more difficult to generalize, as
models can struggle to capture underlying hateful
intents in messages. Notably, one barrier to under-
standing more implicit manifestations of hate is the
lack of context for individual social media posts:
more conversational datasets could represent an in-
teresting avenue of research in that regard. These
are all important considerations for the purpose of
constructing more reliable automatic HS detection
systems, intended to function on raw, potentially
noisy, and never-seen-before data. In particular,
we found that topic-generic datasets like Founta
(Founta et al., 2018) appear promising for future
research on generalization-optimized mixtures of
datasets. Finally, concerning HS detection archi-
tectures, we found that, for BERT-like models, pre-
domain adapted variants generalize slightly better
than a more generic RoBERTa classifier, but yield
similar results to a generic text-to-text T5 architec-
ture, which seems promising for future research in
HS detection.

In future work, we will explore the use of these
approaches to guide data selection, by for example
employing the method proposed by Swayamdipta
et al. (2020), in order to construct mixtures of
HS datasets better suited to out-of-domain gener-
alization. Alternatively, Active Learning methods
have been shown to be successful in NLP (Ein-Dor

3502



et al., 2020), and could be used to palliate annotated
scarcity in HS detection: by using topic-oriented
analysis methods to detect difficult-to-predict top-
ics, better targeted additional annotations could be
acquired, to help improve the topical coverage of
automated systems.

Limitations

In this work, we acknowledge a number of issues
with the compatibility of HS datasets (cf. Sections
1, 2, and 3.2): namely, the phenomena annotated in
these datasets, even those labelled using similar or
equal terms, will, in theory and in practice, repre-
sent wildly different classes. While, unlike some
other previous works (Fortuna et al., 2020, 2021),
we do not merge initially distinct labels in datasets,
but instead only keep whole classes that correspond
to hate speech (excluding other forms of abuse, like
toxicity, offensiveness, etc.), using them in a unified
binarized setting is still bound to introduce signif-
icant amounts of noise in the training data, with
regards to the HS detection task. Most of these
issues are well documented, however, as complete
re-annotation of all relevant data would be a pro-
hibitively expensive enterprise, we believe there is
value in exploring alternative solutions that may
enable generalization despite these problems, us-
ing existing annotated datasets as they are currently
available. Additionally, the analyses presented in
this work are by no means comprehensive, both in
quantity and variety of datasets and models experi-
mented with. For example, some of the fined-grain
topic groups found in the ElSherief dataset are
not large enough to draw strong conclusions from
(namely, Gender and LGBTQIA): supplementing
these less represented topics with more data would
enable better insights into generalizability for these
kinds of HS manifestations.

Ethics Statement

The data that was used for conducting the experi-
ments is composed of text from the public domain
taken from datasets publicly available to the re-
search community. These corpora also conform
to the Twitter Developer Agreement and Policy
that allows unlimited distribution of the numeric
identification number of each tweet. The desire to
combat online HS and prevent the widespreading
of stereotypes cannot be done without automatic
moderation tools, at the risk of increasing cases of
algorithmic discrimination. However, the deploy-

ment of such algorithms should be done with care,
as algorithmic discrimination results from the in-
troduction of biases at the time of the design of the
system. These biases consist in the transposition
of general (often stereotyped) or statistical obser-
vations into systematic algorithmic conditions.
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A Experimental Parameters

In each cross-topic/cross-dataset experiment, we
train one of the classifiers models described in Sec-
tion 4 on either a specific dataset, or on a mixture of
datasets (see Table 1). For all models, we use the
Hugging Face transformer library’s implementa-
tion of the AdamW optimizer (Loshchilov and Hut-
ter, 2019), with the default 5× 10−5 learning rate
for all models, except for T5-base (1× 10−4) and
ToxDectRoBERTa (1 × 10−5), as recommended
by their respective authors. When possible us-
ing our available hardware (multiple Nvidia GTX
1080 Ti and RTX 2080 GPUs), we use “effec-
tive” batch sizes of 64 instances (either as proper
mini-batches, or by using gradient accumulation
alongside smaller mini-batch sizes). When us-
ing mixtures of datasets, batches are constructed
by sampling each component dataset proportion-
ally to its relative size, to avoid oversampling the
smaller datasets or subsampling the larger ones.
Models are trained for a maximum of 8 epochs,
with early stopping according to the validation
loss, and only the best model checkpoints are re-
tained, according to the validation macro F1 score.
Average runtimes vary between architectures and
datasets, with the BERT-like (fBERT, HateBERT,
and RoBERTa-base) taking the least time (less than
an hour on the largest mixture of datasets, All,
combining all 8 datasets detailed in Table 1), and
the longest being ToxDectRoBERTa, since it is
based on the RoBERTa-large architecture (approx-
imately 6 hours of training for the All mixture).
The smallest architectures in number of parameters
used in this study are those derived from BERT-
base, with ∼ 110 million parameters, followed by
RoBERTa-base (∼ 125 million parameters), T5-
base (220 million parameters), and finally ToxDec-
tRoBERTa, based on RoBERTa-large, with 355
million parameters. For data preprocessing, we
replace all emojis with their text form descriptions
using the Python emoji library, and replace all
“@” user mentions and URLs with the replacement
strings “[USER]” and “[URL]” respectively.
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Test
Train Gene

Davi
Gene
Fnta

Gndr
Evit

Gndr
HatE

Gndr
Iber

Gndr
Wasm

Gndr
HatE

Gndr
Wasm

T5-base
Gene Davi 92.70 82.64 69.32 68.79 63.34 61.80 59.51 43.28
Gene Fnt 73.02 81.08 59.82 59.52 59.16 54.58 60.22 51.77
Gndr Evit 63.29 58.07 67.00 78.40 66.89 58.00 52.97 34.62
Gndr HatE 42.21 42.90 44.55 46.29 34.09 49.62 54.28 36.58
Gndr Iber 57.76 74.22 93.46 92.02 84.86 74.15 79.59 37.90
Gndr Wasm 54.06 59.07 63.65 68.92 67.90 85.81 51.00 42.46
Race HatE 43.75 64.54 42.14 43.07 37.59 41.29 38.73 41.09
Race Wasm 56.66 72.73 49.59 48.05 46.68 47.67 66.64 87.03

ToxDectRoBERTa
Gene Davi 93.78 84.73 73.74 70.36 74.33 69.57 81.34 60.76
Gene Fnt 81.42 85.92 72.81 67.81 74.96 60.89 78.97 61.90
Gndr Evit 62.10 54.25 67.37 82.08 63.08 64.69 59.10 45.69
Gndr HatE 40.30 39.81 45.63 51.65 32.88 47.04 41.59 50.67
Gndr Iber 64.14 73.00 91.25 92.07 83.89 74.35 68.65 38.93
Gndr Wasm 51.13 56.44 67.74 68.82 67.69 86.27 49.40 43.95
Race HatE 52.23 68.58 57.57 53.00 47.86 37.04 40.75 63.48
Race Wasm 69.92 73.47 68.07 62.16 64.55 46.50 73.59 86.29

fBERT
Gene Davi 92.46 85.59 64.64 66.18 67.33 73.69 64.46 42.88
Gene Fnt 76.47 80.98 58.23 59.32 61.04 60.43 62.45 51.57
Gndr Evit 61.44 57.00 73.12 88.66 69.40 63.19 52.79 34.48
Gndr HatE 38.25 49.75 64.34 64.28 43.62 50.30 55.19 36.58
Gndr Iber 60.34 71.43 93.01 93.02 84.55 76.99 52.80 38.66
Gndr Wasm 53.84 61.47 67.03 64.38 72.60 86.28 47.52 42.99
Race HatE 50.65 66.49 39.31 39.74 37.56 38.95 41.72 39.73
Race Wasm 70.16 72.33 48.06 46.64 47.80 47.53 74.03 87.53

HateBERT
Gene Davi 93.14 85.43 63.89 65.02 60.67 70.70 61.63 45.68
Gene Fnt 73.02 79.41 57.88 58.19 57.47 59.74 59.25 52.59
Gndr Evit 63.92 56.74 71.02 87.98 68.99 64.06 47.37 34.71
Gndr HatE 44.46 55.76 53.70 59.11 50.95 59.43 53.59 36.58
Gndr Iber 60.12 67.11 92.70 92.71 86.41 68.08 63.74 37.90
Gndr Wasm 52.36 58.24 74.26 68.54 71.20 86.05 50.83 43.01
Race HatE 44.13 66.08 43.79 43.60 37.11 36.89 38.53 39.26
Race Wasm 63.01 72.81 49.96 47.77 48.03 45.92 71.60 86.37

RoBERTa-base
Gene Davi 93.30 82.50 66.12 64.43 63.00 68.02 67.35 46.57
Gene Fnt 74.50 80.84 59.21 56.56 58.06 55.65 61.92 53.28
Gndr Evit 60.68 58.51 69.58 86.77 60.53 63.18 45.80 35.92
Gndr HatE 46.39 55.17 50.27 56.88 42.64 47.22 53.31 36.96
Gndr Iber 60.50 62.96 92.43 92.61 88.76 65.55 74.30 37.90
Gndr Wasm 51.55 51.11 71.14 68.11 74.93 87.11 53.06 43.70
Race HatE 47.79 56.76 43.30 40.56 37.86 37.10 38.24 48.65
Race Wasm 56.89 75.52 49.67 47.58 49.08 46.87 70.09 86.27

Table A: Detailed results of learning from individual datasets (in terms of Macro F1-scores).
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