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Abstract

Absorption cross-sections of formaldehyde (CH2O) were measured at elevated temperatures near 3.6µm, a region of
strong intensity due to the overlapping QQ5 branch of the v1 band and the PQ7 branch of the v2+v4 combination band.
1,3,5-trioxane was shock-heated in an argon bath gas to produce controlled mixtures of formaldehyde over a range of
temperatures (900–1500 K) and pressures (0.4–4.8 atm). Spectrally-resolved absorption measurements of formaldehyde
were obtained using a rapidly-tunable distributed-feedback interband cascade laser scanned at 40 kHz over 2778.1–
2778.9 cm−1 behind reflected shock waves. The resulting absorption cross-sections were fit with functions reflecting the
temperature and pressure dependence of the targeted features, enabling spectral reconstruction at any temperature and
pressure within the range of the study. By exploiting the strong temperature and pressure sensitivity of the cross-sections,
it is demonstrated that CH2O concentration, temperature, and pressure can be inferred from a measured absorbance
spectrum. Cross-sections of common combustion species were also measured over the selected wavelength range to
validate that the region is largely free of narrow-band interference. Further, the multi-parameter spectral fitting method
is shown to correct for baseline interference and demonstrated in experiments involving transient gas properties.
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1. Introduction

Formaldehyde (CH2O, H2CO, HCHO), or methanal,
is an important molecule in biology, medicine, polymer
chemistry, atmospheric chemistry, combustion chemistry,
and astronomy. Spectroscopy of CH2O is relevant for re-
mote sensing of protostellar environments [1] and cometary
tails [2]. Most pertinent to the current work, CH2O is an
intermediate species in all hydrocarbon combustion, and
is particularly prominent in the oxidation regimes of next-
generation low-emission heat engines [3]. Thus, in-situ
spectroscopic measurements of CH2O are important to the
study of combustion systems and other high-temperature
environments [4]. Spectroscopic reference data at high-
temperature conditions are needed to enable such mea-
surements.

CH2O is a prolate asymmetric top molecule with C2v

molecular symmetry [5] and six vibrational modes which
render a rich and complex infrared spectrum. A myr-
iad of fundamental, overtone, and combination vibrational
bands comprise the dense infrared spectrum yielding sev-
eral regions of strong absorption. Of particular interest
for sensing applications has been the overlap of the C–H
symmetric and asymmetric stretch bands in the domain
of 3.4–3.6 µm, and the C–O stretch band near 5.7 µm.

∗Corresponding author
Email address: kuenningn@ucla.edu (Nicholas M. Kuenning)

Several researchers have probed select wavelengths in the
infrared absorption spectrum of CH2O for quantitative in-
situ measurement of species concentration at elevated tem-
peratures [6–10]. The spectral regions relevant to these
prior works are labeled in Fig. 1. A common challenge in
these works is locating regions of strong CH2O absorption
which have minimal interference from other species com-
mon to combustion, namely CH4 near 3.6 µm and H2O
near 5.7 µm. Observing Fig. 1, the region near 3.6 µm was
selected for this study due to very strong CH2O absorption
at elevated temperatures, while remaining largely free of
common combustion interferers. Figure 2 offers a closer
comparison of the the magnitude of CH2O absorbance rel-
ative to common interferers within the targeted spectral
region of this study. As shown, this domain involves over-
lapping Q-branches from the v1 (C–H symmetric stretch)
band and the v2+v4 (C–O stretch + H–C–H out-of-plane
vibration) combination band.

The number of infrared active vibrational modes of
CH2O inherently leads to a very large number of pos-
sible transitions, or lines, which can be difficult to fully
account for in line-by-line modeling. This challenge is ex-
acerbated at elevated temperatures when more high rota-
tional energy states are populated and more lines mean-
ingfully contribute to observed spectra. The population of
high rotational states at elevated temperature also increase
the likelihood of band overlap, as observed in the domain
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Figure 1: Formaldehyde, methane, and water absorbance plot between 3.4–3.8 µm and 5.5–5.9 µm. The water absorbance between 5.5–5.9 µm
has been scaled by a factor of 1/50. The spectral region studied in this work is highlighted in blue while the regions studied in similar works
are highlighted in purple.
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Figure 2: Absorbance plot of formaldehyde and potential interferers
within the spectral region relevant to this study. A stick plot of the
formaldehyde absorption bands is shown underneath the absorbance
feature.

near 3.6 µm. These factors, along with collisional effects
at elevated pressures, blend spectral transitions and com-
plicate modeling. Prior experimental and computational
spectroscopy studies have been performed to help build
formaldehyde line lists in databases such as HITRAN and
GEISA [11, 12]. Unfortunately, the HITRAN and GEISA
formaldehyde line lists are limited to relatively low-lying
rotational states populated at room temperature. The
AYTY line list (accessible through ExoMol) provides a
spectroscopic database for CH2O accounting for higher
energy states [13–15]. The line list includes many more
transitions and has improved agreement with data at el-
evated temperatures, as can be seen in Fig. 3. Despite
such improvement, residual disagreements with measured

cross-sections near 3.6µm remain significant, highlighting
the need for more experimental data to serve both as ref-
erence spectra for inferring molecular abundance and as
validation targets for further database and modeling im-
provement.

This paper describes two contributions related to formalde-
hyde spectroscopy: (1) a unique high-temperature dataset
of CH2O absorption cross-sections near 3.6µm, and (2)
a novel interference-immune sensing method for inferring
CH2O molecular abundance, temperature, and pressure si-
multaneously using tunable laser absorption spectroscopy
in combustion environments. Experimental methods in-
cluding the shock-heating apparatus (i.e. shock tube), gas
mixture preparation, and the rapid spectral-scanning opti-
cal setup are described. Resulting measurements of CH2O
cross-sections in an argon bath gas in the spectral domain
of 2778.1–2778.9 cm−1 at temperatures of 900–1500 K and
pressures of 0.4–4.8 atm are presented. Measured cross-
sections are fit using a linear regression, providing coeffi-
cients to reconstruct the cross-section at any temperature,
pressure, and wavenumber within the range of the study.
Using the established cross-section database, a method
is developed to infer temperature, pressure, and CH2O
mole fraction from the local spectral structure without
prior knowledge of baseline intensity, broadband absorp-
tion, path length, or mole fraction. Additional analysis is
performed to quantify the effect of common combustion
interferers and how such interference is mitigated. The
multi-parameter sensing method is demonstrated via mea-
surements during chemical kinetics experiments involving
CH2O formation. In aggregate, this work provides a basis
for robust and quantitative measurements of CH2O in dy-
namic, high-temperature environments and contributes to
the body of experimental reference data on formaldehyde
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spectroscopy.

2. Theory

2.1. Absorption Spectroscopy
Here we briefly describe the basic elements of spectro-

scopic theory used in this work to define terms and nota-
tion. Spectral absorbance, α(ν), associated with the target
species is calculated using the ratio of transmitted light
(It) to incident light (I0) as defined by the Beer-Lambert
law:

α(ν) = − ln

(
It
I0

)
ν

=

XabsPL
∑
j

Sj(T )ϕj(ν, T,∆νC(T, P,XY )) (1)

In Eq. 1, ν [cm−1] is the wavenumber, Xabs is the
mole fraction of the absorbing species, P [atm] is the pres-
sure, L [cm] is the path length, Sj [cm−2/atm] is the
linestrength of transition j, T [K] is the temperature, ϕj [cm]
is the lineshape function of transition j, and XY repre-
sents the dependence of the lineshape function on the gas
composition due to collisional broadening. The collisional
width of the line, ∆νC , is given by Eq. 2 in which γCH2O−Y

is the collisional broadening coefficient.
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Figure 3: Comparison among absorption cross-section (Top) and line
strengths Bottom) predicted using HITRAN and ExoMol databases.
Experimental data at T = 1120 K, p = 0.82 atm, and 1% CH2O in He
are included in the absorption cross-section plot. Simulations were
performed at the same conditions as the experiment. The HITRAN
simulation uses line-by-line He broadening coefficients provided in
HITRAN and the ExoMol simulation uses the average of the HI-
TRAN broadening coefficients within the simulated spectral range.

∆νC = P
∑
Y

XY 2γCH2O−Y (T ) (2)

Equation 1 is useful when comprehensive line-by-line
databases are available for the target species, and we use
this form of the Beer-Lambert law in Section 2.2 for per-
forming spectral simulations using the HITRAN and Ex-
oMol databases [11, 15]. However, line-by-line summation
is less tractable for larger molecules with a larger number
of energy states and associated transitions, for which com-
prehensive databases are lacking (especially at high tem-
perature conditions). Line-by-line summation is also chal-
lenging in spectral domains that are highly convoluted due
to line broadening and mixing between many neighbor-
ing transitions with overlapping lineshape distributions.
The absorption cross-section, σabs [m2/mol], represents an
aggregate of the linestrength and lineshape function at a
given wavenumber, temperature, and pressure. Equation 3
defines the absorption cross-section as a function of Sj

and ϕj multiplied by the universal gas constant R [8.314
J/mol·K], T , and a unit conversion factor:

σabs(ν, P, T,XY ) =

RT · 1

1013.25

∑
j

Sj(T )ϕj(ν, T,∆νC(T, P,XY )) (3)

The absorption cross-section provides a useful scaling pa-
rameter for wavelength-specific molecular absorptivity that
can be characterized as a function of temperature and
pressures when line-by-line parameters are not easily de-
convolved. Equation 4 shows a modified version of the
Beer-Lambert Law that is obtained by substituting Eq. 3
into Eq. 1, subverting the line-by-line summation to deter-
mine absorbance at a given condition from an absorption
cross-section.

α(ν) = XabsPLσabs(ν, P, T )/RT · 1013.25 (4)

2.2. Existing Spectral Databases
The HITRAN and ExoMol databases provide line-by-

line spectroscopic parameters associated with many CH2O
transitions near 3.6µm [11, 15], the targeted spectral re-
gion in this work. Line-by-line absorbance simulations re-
quire parameters that define transition-specific collisional
broadening, γCH2O−Y , which are partly captured in the
aforementioned databases. While the current HITRAN
database provides collisional broadening coefficients for
each line reported, the ExoMol database contains coeffi-
cients only for transitions associated with the lowest rota-
tional quantum numbers [16]. As a first-order comparison,
the average of the HITRAN collisional broadening coeffi-
cients of CH2O was employed to simulate the absorbance
using the linecenters, linestrengths, and lower state ener-
gies from the ExoMol database. Figure 3 compares the

3



predicted absorption cross-section near 3.6µm using line-
by-line simulations with each database assuming He as the
collision partner alongside an experimental measurement
of the CH2O absorption cross-section in a He bath gas.

The top of Fig. 3 shows that absorption simulations us-
ing parameters from the HITRAN database predict lower
absorption than simulations using parameters from the
ExoMol database, while both simulations predict a lower
overall absorption cross-section than is observed experi-
mentally. These disagreements can be better explained
by examining the underlying transitions. The bottom of
Fig. 3 includes a stick plot of the temperature-dependent
linestrengths calculated using each database. Within the
simulated region, the ExoMol database contains more lines
than the HITRAN database and generally predicts higher
linestrengths for lines shared between the two databases.
These differences lead to better agreement between the
ExoMol database and the experimentally measured cross-
sections in the region between ν = 2778.5 and 2778.9 cm−1.
In this region, the observed disagreement seen in Fig. 3
is likely due to inaccuracies in the assumed broadening
coefficients. Between ν = 2778.1 and 2778.5 cm−1, both
databases consistently underpredict absorbance suggesting
that both databases are either missing high-temperature
transitions and/or contain inaccurately low linestrengths
in that region. It should be further noted that poten-
tial line mixing at the bandhead of the PQ7 branch of
the v2+v4 combination band may also be responsible for
the local underprediction [17, 18]. Rather than attempt
to generate the presumed missing lines or characterize the
line mixing and broadening, we measure absorption cross-
sections over a range of temperatures and pressure to char-
acterize the absorptivity of this convoluted spectral region.

3. Experimental setup

The absorption spectra of CH2O near 3.6µm were ob-
tained using a tunable interband cascade laser scanned
over the wavelength domain of 2778.1–2778.9 cm−1. Mea-
surements at high-temperature were enabled by a shock
tube facility, depicted in Fig. 4. Hot CH2O was formed
by shock-heating mixtures containing 1,3,5-trioxane in ar-
gon. Absorption cross-section measurements were taken
over a range of conditions spanning temperatures from
900–1500 K and pressures from 0.4–4.8 atm. In this sec-
tion, we detail the experimental configuration, including
the high-enthalpy shock tube and optical hardware used
in this work, as well as the related preparation, measure-
ment, and analysis procedures.

3.1. Optical setup
High spectral-resolution investigation of the CH2O ab-

sorption features near 3.6µm was enabled by a continuous-
wave distributed feedback (DFB) interband cascade laser
(ICL) (Nanosystems and Technologies GmbH), used to
access the individual rovibrational transitions comprising
the overlapping QQ5 branch of the v1 (C-H symmetric
stretching) band and the PQ7 branch of the v2+v4 (C-
O stretch + H-C-H out-of-plane vibration) combination
band. The ICL can be tuned in wavenumber from 2775
to 2781 cm−1 and has a nominal output power of 8.3 mW
near 2778.5 cm−1. A 40 kHz triangle waveform of injec-
tion current was used to tune the ICL across a 1.03 cm−1

scan depth to resolve the entirety of the targeted spectral
features near 3.6 µm. The laser scan rate and waveform
provided an effective raw measurement rate of 80 kHz in-
cluding the up and down scans. This raw spectral mea-
surement rate could be down-sampled or averaged to im-
prove SNR (signal-to-noise ratio). The injection current
was modulated below the lasing threshold to mitigate the
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effects of thermal emission from the hot gases in the shock
tube.

The optical arrangement of the laser absorption sensor
on the high-enthalpy shock tube is shown in Fig. 4. The
transmitted laser radiation is passed through an optical iris
and a bandpass spectral filter (Andover, 3600±140 nm)
to minimize thermal emission before being focused onto
a thermo-electrically cooled photovoltaic (PV) detector
(VIGO System PVI-4TE-6-1). For each measurement of
transmitted intensity It, a corresponding background I0 is
recorded in the absence of a mixture to establish a baseline
for calculation in Eq. 4. The relative frequency of the laser
light is determined by placing a germanium etalon with a
free spectral range of 0.0241 cm−1 in the path of the beam
using an optical flip-mount. Additionally, shocks were run
in pure Ar to quantify the effect of beam steering on the
transmitted signal. Beam steering effects were generally
limited to the first laser scan period which was not used
in data analysis.

3.2. Wavenumber calibration
During the experiment, time-resolved absorbance data

is captured following the passage of the reflected shock.
Additional information is required to convert the time-
resolved data into spectrally-resolved data. First, the rel-
ative wavenumber of the scan is determined by placing
the aforementioned germanium etalon in the beam path
and recording the attenuated light. The temporal spac-
ing between peaks of constructive and destructive interfer-
ence provides a mapping between time and wavenumber
in the scan, provided that the free spectral range (FSR)
is known. FSR is a function of the length and index of
refraction of the etalon, each with its own uncertainty. In
this arrangement, the absolute wavenumber is unknown
and measurements cannot be reliably calibrated against
existing spectral databases for CH2O due to the signifi-
cant disagreement between simulations and measurements
is noted in Fig. 3. An independent reference is therefore
required to confirm the FSR and establish the absolute
wavenumber range captured in the scan.

The P branch of the ν2+ν4 combination band of methane
contains three strong room temperature transitions within
the spectral range of the scan. Two of the transitions are
grouped around ν = 2778.06 cm−1 and the other is located
at ν = 2778.64 cm−1; notably, all three lines can be ac-
cessed without changing the laser temperature or injection
current. The HITRAN database lists the uncertainties
of these linecenters as <0.01 cm−1. Methane data were
recorded before every test to account for day-to-day laser
drift; the FSR never deviated more than 0.05% and the
linecenter position never deviated more than 0.025 cm−1

over the course of the measurement campaign. Methane
measurements taken before and after the reflected shock
tests produced no noticeable change on the timescale of
hours. As such, we estimate a corresponding spectral po-
sition uncertainty of <0.01 cm−1.

3.3. Mixture preparation
At room temperature, formaldehyde is not sufficiently

stable at substantial enough quantities to be used directly
in test mixtures of interest. Thus, we required a molecule
to serve as the formaldehyde source. 1,3,5-trioxane read-
ily decomposes into three formaldehyde molecules at ele-
vated temperatures and has a sufficient vapor pressure to
be used in test gas preparation. However, due to its rela-
tively low vapor pressure at room temperature and polar-
ity, 1,3,5-trioxane may condense onto or adsorb into the
walls of vessels that it occupies. The corresponding change
in gas concentration (within a diluted mixture) depends
on many factors, including the respective gas system vol-
umes, metal type/surface roughness, and partial pressure
of 1,3,5-trioxane [19]. Common methods for handling ad-
sorbing molecules in shock tube experiments are: 1) Pas-
sivate the shock tube walls by filling the tube with the
adsorbing molecule, promptly vacuum this mixture and
then re-fill with a mixture of the desired concentration; 2)
heat the shock tube walls to reduce adsorption and raise
the vapor pressure; and 3) allow the molecule to partially
adsorb and then measure the resulting concentration im-
mediately before the shock [20].

For this study, we used a combination of passivation
and direct measurement of trioxane concentration just prior
to the shock tube experiment. Due to a lack of an ex-
isting database for trioxane absorption in this region, we
performed a room-temperature spectroscopic study of tri-
oxane using a small optical gas cell with a longitudinal
path length of 26.34 cm. In this trioxane cross-section
study, the small diameter gas cell was connected to a gas
delivery manifold, itself connected to vacuum pumps and
a borosilicate glass flask containing the crystalline 1,3,5-
trioxane. The trioxane absorption measurements were per-
formed over the length of the gas cell as opposed to tra-
versely, as in the shock tube configuration. This configu-
ration allowed for an initial fill with pure trioxane followed
by back-filling the gas cell with argon to achieve a target
concentration percentage without concern for longitudinal
variation that could distort the measurement. The inte-
grated absorption from the initial pure trioxane gas sam-
ple was used to calibrate the gas mixture concentration.
The gas pressure in the cell was monitored using a ca-
pacitance manometer (MKS Baratron 627D). Absorption
cross-sections were recorded over a range of experimen-
tally relevant pressures (10 to 250 Torr) for a mixture of
0.5% trioxane. This concentration was selected to pro-
vide sufficient absorbance in the 10.32 cm path length of
the shock tube while also minimizing the amount of tri-
oxane in the mixture to mitigate the temperature drop
associated with endothermic dissociation after the shock.
The trioxane cross-sections are reported in Appendix A.
With well-characterized cross-sections of trioxane at rele-
vant concentrations, the shock tube test mixture compo-
sition could be readily determined before each experiment
despite some inherent procedural variability.
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3.4. Shock tube experiments
A high-enthalpy shock tube was used to generate high

temperatures (>800 K) via near-instantaneous shock heat-
ing of test gases with diluted 1,3,5-trioxane. The trioxane
is shock-heated to produce targeted quantities of formalde-
hyde, as has been successfully performed by others previ-
ously [6, 8–10]. The shock tube facility used is described
in prior works by the authors [17, 18, 21], and is shown
in Fig. 4. The driven and driver sections of the shock
tube are connected to vacuum pumps, an agitated mix-
ing tank, and a gas delivery manifold used to barometri-
cally prepare the mixtures for the experimental measure-
ments. Mixtures of 1,3,5-trioxane and argon are prepared
in the agitated mixing tank and allowed to mix for a min-
imum of 30 minutes. Before filling each mixture into the
shock tube, the separate gas cell was filled with methane
and data were recorded to determine both the absolute
wavenumber range of the experiment and FSR, as de-
scribed in Section 3.2. For each test, the gas cell was then
removed from the beam path and the shock tube was sub-
sequently filled with 1,3,5-trioxane mixture and allowed to
passivate over 5 minutes to avoid a substantial change in
composition between the trioxane measurement and shock.
One minute before each shock, the attenuated laser light
from the 1,3,5-trioxane was recorded to later infer the ini-
tial (pre-shock) gaseous trioxane concentration from the
trioxane cross-section database (Appendix A).

The test section of the shock tube has an internal di-
ameter of 10.32 cm, defining the path length L in Eq. 4.
Interchangeable ports holding a dynamic pressure trans-
ducer (Kistler 601B1) and optical windows circumscribe
the test section 2 cm from the shock tube end wall, as
shown in Fig. 4. The pressure transducer records the pres-
sure time history of the incident and reflected shock wave
through a charge amplifier (Kistler Type 5018A), and five
piezoelectric sensors (Dynasen CA-1135) record the time
of arrival of the incident shock wave, from which the in-
cident shock velocity and reflected shock test conditions
are determined using normal-shock relations [22]. When
accounting for vibrational relaxation, the uncertainties in
reflected shock temperature T5 and pressure P5 are typ-
ically about 1–2% [23]. Accounting for the uncertainty
in T5 and the uncertainty due to the dissociation of 1,3,5-
trioxane into CH2O gives a temperature uncertainty of 3%.
Example raw voltage data from the detector and trans-
ducer charge amplifier, shown in the top of Fig. 4, were
recorded at 10 MHz using a Tektronix MS044 acquisition
module, triggered to record by the time-of-arrival sensors.

Spectrally-resolved CH2O absorption measurements at
40 kHz were performed in the shock tube for a reflected
shock temperature (T5) range of 900–1500 K and a re-
flected shock pressure (P5) range of 0.4–4.8 atm using
scanned-wavelength techniques. Upon shock heating, 1,3,5-
trioxane rapidly dissociates into formaldehyde [6]; the rate
at which this occurs limits the accessible thermodynamic
conditions for this study. For reflected shocks at 1 atm and

at temperatures below ∼900 K, the trioxane does not com-
plete dissociation before the end of the achievable test time
for this shock tube configuration (≲ 2 ms). Conversely, at
1 atm and above 1500 K, the formaldehyde completely dis-
sociated before a single full scan was complete, providing
insufficient data to produce a reliable cross-section.

3.5. Methyl methacrylate experiments
The cross-sections measured in this work were used to

determine the time-resolved concentration of CH2O during
the decomposition of methyl methacrylate (MMA) behind
reflected shock waves. These experiments were performed
as part of the work by Sanders et al. [24] and are described
briefly here for context in the sensing demonstration.

Mixtures of approximately 3% methyl methacrylate di-
luted in an Ar bath gas were barometrically prepared in
an agitated mixing tank with its pressure monitored by
a capacitance manometer (MKS Baratron 627D). Liquid
MMA was evaporated from the aforementioned glass flask
and added to the mixing tank before being agitated with
the Ar bath gas for a minimum of 20 minutes. To avoid
loss of MMA concentration to the walls of the experiment,
the mixing tank and shock tube were filled with pure MMA
and MMA diluted in Ar, respectively, before being quickly
vacuumed and filled to the desired pressure. The remain-
ing procedure of running shocks and collecting data was
identical to the procedure described in Section. 3.4.

4. Results and discussion

4.1. Formaldehyde cross-sections
A total of 33 tests were run at varied temperature and

pressure conditions within the targeted range. Sample
data across two isobars at 0.9 atm and 2.2 atm, along with
an isotherm at 1200 K, are shown in the top half of Fig. 5.
Four wavelengths labeled λ1–λ4 were chosen to illustrate
the pressure and temperature dependence. These four
points consist of the spectra’s left wing at 2778.11 cm−1,
left peak at 2778.34 cm−1, middle dip at 2778.41 cm−1

and right peak at 2778.51 cm−1. The trends at the cho-
sen wavelengths are displayed in the bottom half of Fig. 5.
These specific wavelengths are discussed in the subsequent
text to highlight the variation of temperature and pres-
sure dependence within the targeted spectra. It should
be noted that the entire spectra (including all these wave-
lengths) are captured within every scan period, and that
the full spectra (not individual wavelengths) are used to
infer gas properties.

The left wing of the spectra (λ1) exhibits minimal de-
pendence on temperature and pressure relative to the over-
all spectra. Within the spectral region, there is no non-
absorbing region to serve as a reference point to which
non-ideal effects on the spectra from emission, mechani-
cal vibrations and broadband interferers can be corrected.
In lieu of a non-absorbing region, λ1 serves as a refer-
ence that maintains a relatively constant value across a
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Figure 5: Cross-sections of CH2O along an isobar at 0.9 atm (Top-left), an isobar at 2.2 atm (Top-middle) and an isotherm at 1200 K
(Top-right). The cross-sections given at each temperature and pressure represent an average of the cross-sections collected for a single test.
The trends of cross-sections as a function of temperature (Bottom-left and Bottom-middle) and pressure (Bottom-right) at four wavelengths
of interest are shown.

wide temperature and pressure range. This insensitivity
to pressure and temperature can be attributed to a col-
lection of blended lines with a range of lower-state en-
ergies that effectively offset differences in temperature-
dependence when aggregated. At higher pressures, the
lines under the central feature between 2778.3–2778.5 cm−1

begin to broaden, thus increasing their influence on λ1.
This results in a slight linear dependence with tempera-
ture and pressure that is most pronounced in the 2.2 atm
isobar and 1200 K isotherm of Fig. 5.

The wavelengths λ2–λ4 are noted for their proximity
near the peak(s) of the absorption cross-section through-
out the range of measured temperatures and pressures.
Figure 5 shows that, despite the overall spectral absorbance
decrease with temperature, λ2 and λ4 remain consistently
close to the highest cross-section peak values. Given the
greater temperature sensitivity of λ4 compared to that of
λ2, the ratio of the absorbance at these wavelengths could
be used to infer temperature (see Section 4.3). An increase
of pressure broadens the lines near λ2 and λ4, smooth-

ing the peaks and valleys of the spectra in the 1200 K
isotherm of Fig. 5. The absorption intensity is spread over
a wider range of wavenumbers, increasing the cross-section
in the wings and decreasing the cross-section between λ2

and λ4. As the cross-sections at λ2 and λ4 decrease with
pressure, their broadened absorbance is summed near λ3,
resulting in λ3 becoming the wavelength with the highest
cross-section as the pressure approaches 5 atm.

All cross-section measurements were fit by a multi-
parameter linear regression of logarithmic temperature and
pressure terms with predictors given in Eq. 5, similar to
other works [10]. The integrated absorption cross-section
from 2778.1–2778.8 cm−1 was fit using Eq. 6. The coeffi-
cients for Eq. 5 are included as supplementary material.

σ(P, T, ν) = b1(ν) + b2(ν) ln(T ) + b3(ν) ln(P )+

b4(ν) ln(T ) ln(P ) + b5(ν) ln(T )
2
+

b6(ν) ln(P )
2
+ b7(ν) ln(T )

3
+ b8(ν) ln(P )

3 (5)
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A =

∫ 2778.8 cm−1

2778.1 cm−1

σ(P, T, ν)dν = a1 + a2 lnT + a3P (6)

Figure 5 shows the spectra’s complex dependence on
temperature and pressure, requiring the higher order terms
of Eq. 5 to sufficiently account for the convoluted effects of
line broadening and the reduction of cross-section strength
with increasing temperature. The cross-section at each
wavenumber is a summation of many lines, each of which
have line strengths dependent on temperature and lower-
state energy. Each line’s contribution to the cross-section
at a given wavenumber is dependent on the proximity of
its line center to the given wavenumber and the line width
(which is a function of the collisional and Doppler broaden-
ing). The effects of temperature and pressure in this spec-
tral region are convoluted because as the transition’s line
widths broaden or narrow, the relative contribution of each
individual line to the cross-section at a given wavenum-
ber is impacted. Across the measured spectral range, the
integrated cross-sectional area is expected to decrease as
temperature increases due to the spread of internal en-
ergy across additional modes or states not captured in the
target spectral domain, decreasing the state populations
for these particular lines of interest. However, integrating
over the available spectral domain reduces the pressure de-
pendence, enabling the more simple fit function shown in
Eq. 6. A slight pressure dependence remains because as
lines broaden past the bounds of integration of Eq. 6, their
contribution to the integrated cross-section is not captured
in the integral. If Eq. 6 were to be integrated from ν = 0
to ∞, there would be no expected pressure dependence.

Fitting Eq. 6 to the measured integrated cross-section
areas provides the contour in the bottom plot of Fig. 6.
The maximum residual between the contour predicted by
fitting Eq. 6 and the measured integrated cross-section
areas is 6%. The source of this disagreement is likely
from the uncertainty in the initial concentration of 1,3,5-
trioxane; this is consistent with the ∼5% uncertainty of
the trioxane cross-section database found in Appendix A.
This small uncertainty in integrated cross-section area is
reduced by scaling the measured cross-sections such that
their integrated areas lie on the contour predicted by fit-
ting Eq. 6. Reported b coefficients of Eq. 5 account for this
area scaling. Example plots of the predicted cross-section
at λ2 and λ4, along with the predicted area A, are plotted
alongside measurement points in Fig. 6.

An estimate of the uncertainty of the cross-section database
interpolation is obtained empirically by testing data against
the model. This approach involves removing one temper-
ature and pressure condition from the database to cre-
ate a reduced database. This reduced database is fit with
Eq. 5 to obtain the b coefficients of the reduced database,
breduced. The cross-section of the removed temperature
and pressure condition is compared to the cross-section
predicted by plugging breduced into Eq. 5 and the resid-
ual across the entire spectra is calculated. This process is
performed on points within the interior of the conditions

Figure 6: Outputs of Eq. 5 at two wavelengths of interest (Top and
Middle) and Eq. 6 (Bottom) plotted against temperature and pres-
sure. Black dots show points where measurements were taken.

map (points not touching a red line in Fig. A.12) and the
maximum residual across all interior tests and wavenum-
bers is 10%. Edge points are not considered since the re-
maining database must be extrapolated to reconstruct the
edge points, biasing the uncertainty upwards. While the
maximum residual is 10%, the average residual across all
wavenumbers of the interior points is < 2%, reflecting the
fact that the majority of conditions have an uncertainty
significantly below 10%. This 10%-uncertainty is reflected
in the error bars of the bottom three plots of Fig. 5.
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Figure 7: Detection limits of formaldehyde given in parts per million
(ppm) for the path length of this study (L = 10.32 cm)

Detection limits of formaldehyde are determined by
converting the cross-sections to absorbance at each tem-
perature and pressure at the shock tube path length. The
noise amplitude of absorbance in the scan is ∆α = 0.0025,
by setting a maximum tolerable mole fraction uncertainty
of 10%, the limit of detection is found and shown in Fig. 7.
Note these detection limits are for a single scan period and
do not account for the benefits of averaging.

4.2. Spectral interference
The wavelength region of this study was selected, in

part, because of the minimal interference expected from
common combustion species. Some simple combustion
species, including CO and CO2, have mature line lists and
are predicted to not interfere in this region. More complex
molecules, including many common combustion interme-
diates and some product species, tend to have less reliable
predictability with regard to absorption spectra at high
temperatures. To verify that the selected wavelength re-
gion was indeed largely free of narrow-band interference as
predicted, cross-section measurements were taken of com-
mon combustion species that could be potential interfer-
ers.

Figure 8 shows cross-section measurements of formalde-
hyde (CH2O) plotted alongside those of acetaldehyde (CH3CHO),
methane (CH4), ethylene (C2H4) and water (H2O). Mea-
surements were performed at ∼1000 K and ∼1500 K to
evaluate both the high and low end of the CH2O database.
Except for H2O, all species listed above had measurable
cross-sections within the spectral region. Fortunately, the
spectra of these interfering species were largely flat, rep-
resenting broadband absorbance that can be subtracted
out by fitting the entire spectrum of the formaldehyde
cross-sections to adjust the reference baseline magnitude
(see next section). Methane was the only species mea-
sured that has a distinguishable spectral feature (i.e. dif-
ferential absorption) in this region, with a peak around
2778.46 cm−1. With regards to this potential interference,
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Figure 8: Plot of formaldehyde cross-sections and common combus-
tion interferes at 1000 K (Left) and 1500 K (Right).

the wavelengths λ1–λ4 notably avoid the influence of this
methane peak. These spectrally-resolved absorbance mea-
surements for various interfering species can be advanta-
geous in data post-processing for removing absorbance not
attributed to CH2O and identifying species that may be
responsible for such baseline absorption.

Spectral interference from common combustion species
in the target wavelength domain can be compared to that
of Wang et al. [6] at 3.45µm and Ding et al [8]. at 5.6µm,
both of which also aimed for high-temperature sensing.
The magnitude of CH2O absorption cross-sections reported
by Wang et al. at 3.45µm were approximately 25–40%
lower than the values reported in this work (see again
Fig. 1). There is minimal interference from H2O and a
comparable interference from both CH4 and CH3CHO. De-
spite being a similar magnitude, the spectral features of
the CH4 spectra at 3.45µm have a maximum peak to val-
ley cross-section of approximately 1.5 m2/mol whereas the
maximum peak to valley cross-section of the CH4 spectra
at 3.6µm is 0.6 m2/mol (i.e. the CH4 spectra at 3.6µm is
flatter). The work by Ding et al. reports cross-sections of
approximately the same magnitude as this work. There
is minimal interference from both H2O and CH4 within
the spectral region utilized by Ding et al; the CH3CHO
interference is comparable to that reported in this work.
Notably, both prior works leverage fixed wavelength laser
absorption spectroscopy. This contrasts the spectrally-
resolved approach employed here, which has numerous ad-
vantages as detailed in the following section.

4.3. Multi-parameter interference-immune sensing
In some combustion environments relevant to formalde-

hyde sensing, the temperature and/or pressure is unknown—
both of which are prerequisites to accurately utilizing cross-
sections. While unknown parameters could be left to ap-
proximation or independent measurement, here we show
that the thermodynamic sensitivity of the spectrally-resolved
measurement can be exploited to infer temperature and
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pressure. Notably, this method relies solely on the shape
or structure of the spectra, regardless of magnitude, mean-
ing that both temperature and pressure could be extracted
with no knowledge of path length or mole fraction.

Temperature and pressure can be inferred from the
absorption cross-section by accounting for the spectrally-
resolved sensitivity to pressure and temperature, as de-
scribed here. Equation 7 gives the Taylor expansion of the
cross-section about some guessed temperature and pres-
sure (T0 and p0). The cross-section at this guessed point
is given by σ0 when T0 and p0 are input to Eq. 5.

σ(T, p)− σ0 =
∂σ0

∂T
(T − T0)+

∂σ0

∂p
(p− p0) + H.O.T. (7)

Equation 7 states that taking the difference between a
measured cross-section, σ, and a cross-section generated at
some guessed temperature and pressure, σ0, yields a dis-
agreement approximately proportional to both the spec-
tra’s first derivative with respect to temperature and pres-
sure and the difference between the guessed (T0, p0) and
true (T, p) temperature and pressure of the two spectra.
For example, if we measured the 893 K condition shown
in the top left of Fig. 5 and estimated the temperature
to be 1295 K, the difference between the measured spec-
tra and the estimated spectra generated from the cross-
sectional database would be high at λ2–λ4 but relatively
low near the edge of the region at λ1. The larger disagree-
ment between λ2–λ4 reflects the much steeper derivative
of cross-section area with respect to temperature in this
spectral region, as seen in the top subplot of Fig. 9. Log-
ically, decreasing the overestimated temperature towards
the true value would decrease the disagreement across the
entire wavenumber range. Thus, as subsequent guesses
converge, the residual between the measured and guessed
cross-section will monotonically decrease.

To generalize Eq. 7 to measured absorbance, rather
than absorption cross-section, we can use the relation in
Eq. 8, where the integrated cross-section and absorbance
areas Aσ and Aα are given by Aσ =

∫ ν1

ν1
σ(ν)dν and Aα =∫ ν1

ν1
α(ν)dν.

σ(ν)

Aσ
=

α(ν)

Aα
(8)

Normalizing both sides of Eq. 7 by σ0 · Aσ and substitut-
ing in the relation from Eq. 8 results in Eq. 9. The in-
tegrated cross-section area, Aσ, is approximated as Aσ ≈∫ ν1

ν1
σ0(ν)dν since σ(T, p) is unknown. This approxima-

tion becomes increasingly accurate as the estimated tem-
perature and pressure approach the true values. From
Eq. 9, we define the sensitivity of the cross-sections with
respect to temperature and pressure as 1

σ0

∂σ0

∂T and 1
σ0

∂σ0

∂p
respectively—sample sensitivities are plotted in Fig. 9. Di-
viding the sensitivities by Aσ provides the normalized sen-
sitivities 1

Aσσ0

∂σ0

∂T and 1
Aσσ0

∂σ0

∂p .

α

Aασ0
− 1

Aσ
=

1

Aσσ0

∂σ0

∂T
(T − T0)+

1

Aσσ0

∂σ0

∂p
(p− p0) + H.O.T. (9)

Equation 9 can then be used to iteratively solve for tem-
perature and pressure as follows:

1. Make an initial guess for T0 and p0.
2. Calculate σ0, Aσ, ∂σ0

∂T and ∂σ0

∂p based on the initial
guess.

3. Determine the slope, mT , of the best fit line of α
Aασ0

−
1
Aσ

plotted against 1
Aσσ0

∂σ0

∂T .
4. Determine the slope, mp, of the best fit line of α

Aασ0
−

1
Aσ

plotted against 1
Aσσ0

∂σ0

∂p (example plots are shown
in the left column of Fig. 10).

5. Solve for temperature and pressure using the fact
that T = T0 +mT and p = p0 +mp.

6. Plug in the solution as the updated guess at step 2
and repeat until values converge; the best fit lines in
the left column of Fig. 10 show the slope of the line
is zero when the values have converged.

Temperature could also be inferred by simply consider-
ing the ratio of absorbance of two select wavelengths within
the spectral domain, similar to relatively well-established
two-color thermometry methods [25]. However, the result-
ing uncertainty and noise of the two-color method (for any
combination of two specific wavelengths in this region) was
found to be higher than fitting the entire spectrum. Utiliz-
ing the entire spectral domain, with varying temperature
dependence throughout, is analogous to utilizing a multi-
tude of line intensities with varying lower state energy in a
multi-line Boltzmann regression to achieve a higher effec-
tive sensitivity (or lower uncertainty) over a wider range
of conditions [26]. Similarly, previous works have utilized
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Figure 10: Measurements of the decomposition of 0.57% 1,3,5-trioxane in Ar (Top half) and 3% methyl methacrylate in Ar (Bottom half)
after the passage of a reflected shock. (Left) Normalized residual between the guessed cross-section and the measured absorbance plotted
against the normalized first derivative of the cross-section with respect to temperature or pressure. A linear fit of the plotted points is shown
in red. (Middle) Reconstructed absorbance of a single scan using the cross-section database at the temperature and pressure inferred from
the plots in the left column. (Right) Inferred CH2O mole fraction, temperature, and pressure for the entire test compared to known values
where available.

the collision width of individual transitions to infer pres-
sure [27]. The present method extends this approach to
spectra with many blended lines that cannot be easily de-
convoluted for traditional line fitting and associated anal-
ysis.

The multi-parameter spectral fitting procedure was ap-
plied as described above to a high SNR trioxane decompo-
sition test in the top half of Fig. 10. To exhibit the range
of the method, a methyl methacrylate (MMA) decomposi-
tion test is shown in the bottom half of Fig. 10 with a much
lower concentration of CH2O than 1,3,5-trioxane decompo-
sition and thus serving as an independent and lower SNR
case. In the MMA experiments, two additional effects are
present that can be addressed in post-processing. First,
the non-zero baseline resulted in both artificially high and
low absorbance values, leading to non-physical values of
temperature and pressure. Second, the lower signal-to-

noise ratio caused several outliers in the plot of α
Aασ0

− 1
Aσ

vs. 1
Aσσ0

∂σ0

∂T and 1
Aσσ0

∂σ0

∂p which can bias the slope of the
line (mT ,mp) when weighted equally with other points.
To mitigate the erroneous influence of non-zero baselines
and low SNR when fitting the CH2O absorbance, some
additional post-processing steps must be included.

Accounting for a non-zero baseline requires the ab-
sorbance in Eq. 9 to be modified to include a baseline
term, αbaseline, such that α = αmeasured + αbaseline. We
use a linear approximation to represent the non-zero base-
line, given by αbaseline = a · ν + b. The procedure de-
fined by steps 1–6 can then be performed inside of a least-
squares minimization function in which the slope, a, and
intercept, b, of the linear baseline are floated. An ini-
tial guess of the baseline can be formulated by noting
the cross-section of the left wing (λ1) is approximately
5 m2/mol across the temperature and pressure range i.e.
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αbaseline = 5Aα

Aσ
− αmeasured(λ1). An example of a fitted

baseline and the resulting baseline-subtracted spectra from
an MMA decomposition experiment can be found in the
center bottom row subplot of Fig. 10. As noted in Sec-
tion 4.2, the spectral interference from most species is in-
variant over the target spectral domain, justifying the use
of a linear baseline. Experiments with elevated CH4 con-
centrations may require additional processing steps due to
the narrow-band interference of CH4 between λ3−λ4. The
influence of the narrow-band interference between λ3 − λ4

can be minimized by excluding the region from the fit or
by simultaneously fitting the CH4 concentration.

Low SNR absorbance tests result in data points with
higher uncertainty and potentially skewed results. This
poses an issue when performing linear fits on the plots
of α

Aασ0
− 1

Aσ
vs. the normalized sensitivities of temper-

ature and pressure as these outlier points can bias the
slope of the line. The wings of the spectra have the low-
est absorbance, and thus SNR, leading to the highest un-
certainty points across the spectral range. The plot of

α
Aασ0

− 1
Aσ

vs. 1
Aσσ0

∂σ0

∂T shows that points of higher uncer-
tainty are generally less sensitive (normalized sensitivity
values closer to 0). This follows from Fig. 9 where we see
that the wings of the spectra have the lowest sensitivity.
Unlike with temperature, Fig. 9 shows that the points most
sensitive to pressure are more evenly distributed through-
out the spectral range resulting in the uncertainty, as rep-
resented by error bar magnitude, being more evenly dis-
tributed throughout the points of the plot of α

Aασ0
− 1

Aσ
vs.

1
Aσσ0

∂σ0

∂p . Therefore, we fit the data using a least-squares
algorithm adjusted with error bars [28], which provided
a more accurate temperature and pressure measurement
from low SNR signals. The error bars of the leftmost plots
of Fig. 10 are the combined effects of the uncertainty due
to noise in the absorbance signal and the uncertainty due
to truncating the higher order terms (H.O.T.) of Eq. 9
added together in quadrature. A conservative value of ab-
sorbance noise in this experiment is ∆α = 0.0025 and the
higher order terms are approximated with Eq. 10. At high
signal-to-noise ratios (top half of Fig.10), the higher order
terms dominate the error bars; however, at low signal-to
noise ratios (bottom half of Fig.10), the absorbance noise
dominates.

H.O.T ≈ 1

2Aσσ0

∂2σ0

∂T 2
(T − T0)

2+

1

2Aσσ0

∂2σ0

∂p2
(p− p0)

2+

1

Aσσ0

∂2σ0

∂p∂T
(T − T0)(p− p0) (10)

These error bars represent the relative weighting of those
individual points in the least-squares algorithm and are
not meant to capture the spread of nearby data points.
It should be noted that this approach can be similarly
employed to effectively exclude or minimize certain regions

of the spectra that may include differential absorption of
an interferer, such as the aforementioned methane line.

The right column of Fig. 10 shows time-resolved mea-
surements of CH2O mole fraction, temperature, and pres-
sure for trioxane decomposition and MMA decomposition
experiments. In the trioxane test, the mole fraction of
CH2O rapidly rises from zero as the trioxane dissociates
before plateauing at the expected amount – three times
the initial mole fraction of trioxane. As the initial concen-
tration of trioxane is low (0.57%), only a small tempera-
ture drop occurs beyond the post-reflected shock temper-
ature. The pressure inferred from the CH2O spectra was
relatively consistent with the pressure transducer (Kistler)
measurement throughout the test. After 3.75 ms, the re-
flected shock interacts with the contact surface creating an
increase in pressure, which is seen in both the spectrally in-
ferred pressure and the pressure transducer measurement.
This pressure increase coincides with a temperature in-
crease, which leads to further CH2O dissociation as can
be seen in the respective plot above. In the MMA decom-
position test, we observe rapid dissociation of the MMA
near 1350 K. At the first measurement point, the mole
fraction of CH2O has already reached 0.4%. During the
MMA dissociation, here observed from the rise in CH2O
mole fraction, the temperature drops more significantly
from the post-reflected shock temperature than seen in the
trioxane test; this is expected as the initial MMA concen-
tration (3%) is much higher than that of trioxane (0.57%)
in the respective tests. After the initial decomposition pe-
riod and associated temperature drop, the temperature re-
mains relatively constant. The temperature inferred from
CH2O shows good agreement with CO thermometry data
obtained with the method utilized by Sanders et al. applied
to MMA decomposition [24]. As with the trioxane test,
we observe good agreement between the measured pres-
sure transducer and CH2O spectrally inferred pressures,
as both remain nearly constant throughout the test time.
It should be noted that the time-histories of pressure and
temperature inferred from the CH2O spectra were used to
calculate the CH2O mole fraction. The results of these
tests demonstrate that pressure, temperature, and CH2O
mole fraction can all be simultaneously measured using the
absorption cross-section database developed in this work.

As demonstrated, spectrally-resolved data attained at
time-scales relevant to combustion offer significant advan-
tages in CH2O sensing. Previous studies targeting CH2O
absorption have generally employed fixed-wavelength mea-
surements and cross-section correlations at two or three
wavelengths to recover species concentration at high mea-
surement rates. In such works, the time-dependent experi-
ment of interest is repeated for each time-resolved absorp-
tion measurement at “online” and “offline” wavelengths.
This strategy has been readily employed for multiple rea-
sons, including to avoid complex detailed modeling of the
high-temperature broadband CH2O spectra and to account
for potential broadband interference from other combus-
tion species. In any case, the fixed-wavelength online/offline
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approach requires running multiple experiments at each
desired condition, thus relying on a high level of test re-
peatability and independent measurements of cross-section
scaling parameters (such as pressure and temperature) to
accurately recover molecular abundance. As such, this
well-established approach generally precludes application
for true real-time sensing of CH2O in dynamic environ-
ments without multiplexing multiple light sources. In con-
trast, the work presented here details a spectrally-resolved
sensing method that leverages knowledge of pressure- and
temperature-dependent spectral structure to enable robust,
interference-immune, and time-resolved sensing of formalde-
hyde in environments with transient gas properties.

5. Conclusion

Absorption cross-sections of CH2O were measured near
3.6µm, a spectral domain of strong absorptivity associated
with the overlapping QQ5 branch of the v1 band and the
PQ7 branch of the v2+v4 combination band. Formalde-
hyde cross-sections were attained over a range of combustion-
relevant pressures (0.4–4.8 atm) and temperatures (900–
1500 K). This spectral region is favorable for sensing ap-
plications due to minimal interference from other relevant
combustion species and high absorption intensity that en-
ables detection limits in the tens of ppm (at ∼10 cm path
length) over a wide range of conditions. While the cross-
section magnitudes near 3.6µm are comparable to other in-
frared peaks used for high-temperature sensing, the rapid-
tuning (40 kHz) and spectrally-resolved sensing approach
combined with the strong local spectral dependence on
temperature and pressure enable more robust and efficient
data collection and processing relative to fixed-wavelength
methods previously used for formaldehyde chemical kinet-
ics studies. A novel spectral fitting method is introduced
to infer the temperature and pressure from the normalized
spectra, whereafter mole fraction can be quantitatively de-
termined without independent measurements or estimates
of these properties and baseline interference can be re-
jected. In aggregate, this work provides a novel data set
of high-temperature CH2O absorption cross-sections that
may serve as modeling targets in an important infrared
region and presents a new approach for multi-parameter
sensing from localized cross-sections with complex temper-
ature and pressure dependence.
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Appendix A. Trioxane cross-sectional database

Measured absorption cross-sections of 1,3,5-trioxane are
shown in Fig. A.11. The spectra at low pressures (between
11 and 65 Torr) contain many peaks and valleys that ex-
hibit strong sensitivity to pressure. Around the largest
peak (2778.62 cm−1), the pressure sensitivity is around
−0.11 m2 · mol−1/Torr. Above 65 Torr, only one to two
stronger peaks are present and the spectral dependence
on pressure is significantly lessened. The sensitivity at
2778.62 cm−1 is −0.007 m2 ·mol−1/Torr in the 65–246 Torr
range. Preliminary measurements helped to identify the
pressure sensitivity of the spectra which informed the tar-
geted pressure spacing for subsequent tests.
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Figure A.11: Sample cross-sections of 0.5% 1,3,5-trioxane in 99.5%
argon

900 1000 1100 1200 1300 1400 1500

Temperature, T [K]

0

1

2

3

4

5

P
re

s
s
u

re
, 
p
 [
a

tm
]

1.

2.

3.

4.

5.

6.

Database bounds

Figure A.12: Plot of temperatures and pressure at which database
measurements were taken. Black boxes labeled 1–6 bound regions
where data is shown in Fig. A.13. The region in which the database
can be used without extrapolation is bounded in red.

To ensure the pressure dependency was sufficiently cap-
tured, one data point would be removed from the database
and the measured spectra would be compared to the pre-
dicted spectra produced from interpolating between the
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Figure A.13: Plot of all cross-section measurements made in this study. The cross-sections given at each temperature and pressure represent
an average of the cross-sections collected for a single test. Tests of similar conditions are grouped as noted in Fig. A.12.

nearest experimental conditions. We then calculated the
spectrally-resolved disagreement between the interpolated
spectra and measured spectra. When the maximum dis-
agreement across the wavenumber range was < 5%, the
pressure spacing was considered adequate for this study.
This sets the maximum uncertainty of the trioxane database
as ∼5%. This method was used to provide an upper bound
of the uncertainty in the trioxane database—the true un-
certainty is likely lower when the removed data point is
reinserted in the database. Additionally, taking the max-
imum of the disagreement across the spectral range over-
estimates the overall uncertainty since the average of the
disagreement was consistently < 1%.

Appendix B. Supplementary Material

The supplementary material of this paper consists of
three files: H2CO_coefficients.csv, sig_fun.mat, and
H2CO_xsec.csv. H2CO_coefficients.csv is a comma-
separated values file of the coefficients obtained by fit-

ting Eq. 5 to the measured cross-sections. The first col-
umn is the wavenumber and the subsequent 8 columns are
the coefficients b1–b8. sig_fun.mat is Eq. 5 and takes
H2CO_coefficients.csv as an input along with temper-
ature and pressure to reconstruct the cross-section at that
point. It is important to note that sig_fun.mat can take
any temperature and pressure as an input but caution
should be exercised when using the database around or
outside the red outline in Fig. A.12, past which the data
will be extrapolated. H2CO_xsec.csv is a comma-separated
values file containing the measured cross-sections as a func-
tion of wavenumber and their corresponding temperature
and pressure. Figure A.13 shows a plot of all measure-
ments made. For readability, tests of similar conditions are
grouped together into the regions labeled 1–6 in Fig. A.12.
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