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Abstract  
In this work, the goal is to develop a model of conversation system that would be able to acquire 
knowledge on its own, learning in a dialogue with a person. The implementation of the project 
lies in an interdisciplinary area including didactics, linguistics and natural language processing, 
and, in our opinion, the results will have important theoretical and practical significance for 
each field of science. The idea of the project is creating the intelligence core for the Self-
Learning Conversational Agent (SLCA) that acquires knowledge through reinforcement 
learning using natural didactic models in the dialogue with a person in a natural language. The 
solution of the set tasks lies at the intersection of artificial intelligence and machine learning 
methods with linguistic methods of discourse analysis and text synthesis by means of a 
language of meanings. As a case-study we offer to consider learning a foreign language 
learning due to the challenges of rapid mastering it and improving and maintaining skills in its 
usage which are still unsolved.  
 
Keywords 1self-learning model, didactic models, natural language processing, computational 

semantics, semantic analysis, conversational agents 

1. Introduction 

Today in communication models in natural language far from all the available potential is being 
realized. Most software solutions use only a small part of the features of the natural language structure 
including semantics. They often ignore semantics and discourse in terms of creation of the 
communication process. In our opinion, the elaboration of linguistic support of computer systems using 
artificial intelligence, capable of building and understanding texts and speech in natural language, is an 
urgent task. 

The goal of the project is to develop a learning model of the Self-Learning Conversational Agent 
(SLCA) based on an extended improved methodology for learning language and evaluating its 
capabilities. 

A child first studies their native language in the process of natural language learning, i.e. in the 
dialogue with parents. Later they accumulate knowledge (meanings) and the ways to express it in the 
native language while communicating with teachers at school, friends, colleagues at work etc. After 
that, while studying a foreign language (or a specific domain language) they use the created knowledge 
base, giving only a different form of expression to the meanings existing in their head. That is why for 
creation of the basis for SLCA training we suggest to build such a model in which the meanings of 
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situations would be preserved and their form of expression would be chosen according to the needs of 
the user.  

It is suggested that solving the problem of constructing a cross-lingual transfer model enables the 
SLCA intelligence core to use the general concepts (meanings) regardless of the language, culture, or 
sphere of human activity, and in the process of further dialogue with a person it will be possible to learn  
certain forms of meaning expression in professional, age, social and other jargons, corresponding to the 
situations.  

The SLCA model must be bi-directional, i.e., it can both learn itself and subsequently train a human 
or another machine. It is supposed to improve considerably the process of gaining knowledge, as it is 
enough to confirm the correct use of an expression in a certain situation instead of repeating it regularly. 

Thus, it becomes possible to apply the SLCA model for any language in any sphere of human 
activity: robotics, manufacturing, medicine, psychology, education, social networks, e-commerce etc.  
In order to develop and practically implement such a system, it is necessary to solve the following tasks: 

1. To simulate the process of understanding the meaning of a statement in the context of a natural 
language by recreating situations in a dialogue in which the meaning of the same concept can change 
or be ambiguous; 
2. To construct an algorithm for teaching the correct choice of one or another form of expression 
in each dialogical situation; 
3. To transform the ‘meanings’ of situations in natural human language into an artificial 
metalanguage and store them in the knowledge base as a graph model; 
4. To teach the system a certain ‘natural language’ by the type of machine learning with 
reinforcement, which is the closest to natural didactic methods, in our opinion; 
5. To teach the system not only to formulate statements in a dialogue on a certain topic for a 
certain field of knowledge in natural language, but also to replenish the memorized scenarios with 
new situational contexts. 

This way, the solution of the set tasks will lie at the intersection of artificial intelligence and machine 
learning methods with linguistic methods of discourse analysis and text synthesis by means of a 
language of meanings represented in the form of a knowledge graph. 

We suggest testing the proposed dialogue-based learning model as well as its practical application 
to be conducted in the domain of foreign language learning, where: 

1. There is a lack of human and time resources for working out the multitude of possible 
contextual situations;  
2. It is possible to anticipate the context of the dialogue and hence use transformer models of 
machine learning. 
Therefore, a massive users’ interest and the challenges of rapid mastering a foreign language or 

improving it and maintaining skills in its usage are still unsolved. 
The rest of the paper is organised in the following way. The next section contains a brief overview 

of approaches for dialogue system creation. The state-of-the-art findings are discussed in the ‘related 
works’ section. Then we describe the fundamentals of the methodology for achieving the objectives 
and underline the main ideas. In the fifth section, we present our vision together with developed 
framework, and discuss the results in the final section. 

2. Background 

The need for data research arises not only in business in order to increase its profits, but also in the 
society and on the part of individual citizens to understand and justify socially significant decision-
making. The project BI4people (https://anr.fr/Project-ANR-19-CE23-0005) is created to help in solving 
those problems. The aim of BI4people is to bring the power of data analysis to the largest possible 
audience. However, the challenge is that the data analysis requires expert knowledge and available 
resources providing information in the special domain language. Collaborative analysis and decision-
making give an opportunity to achieve the goals by communicating and learning over a stakeholder 
group. Social networks, quizzes, brainstorms are tools for collaborative BI. So the main idea is to collect 
people in one virtual or real space and encourage them leave their comments or opinions for general 
purpose. Moreover, reusing another collaborator’s results or comments makes general decision-making 



too collaborative. In order to organize the collaborative session, we have to communicate in the same 
language in terms of understanding terminology and peculiarities of data analytics domain. It leads to 
the issue of virtual assistant creation. We think that Cross-Lingual Transfer Model is the best way to 
learn domain languages and can provide a real profit towards collaborative session handling. 

It should be mentioned that today chatbots are already widely used in various human activities: sales, 
support and marketing, etc. It is an excellent tool for handling many typical user queries, which saves 
staff’s time and significantly reduces the workload of human operators by automatic elimination of 
typical queries. However, there are many cases of negative experience of communication with a chatbot 
and the resultant reluctance to continue interaction. In general, a person’s refusal to have a dialogue 
with a chatbot can be explained by the following: 

• The chatbot’s automatic imposition of response scripts and the inability to solve the problem 
‘in a human way’; 

• The rapid learning of ‘bad words’ rather than normal statements. 
As a result, we need to have a tool for justification and verification of the expressions used by a 

chatbot. We can conclude that only communication with a domain expert (person to person) in each 
specific situation can provide reasoning for the application of certain forms of utterances in each context 
and while discussing lead to development and modification of the situations themselves as well as to 
creation of the necessary ‘fine-tuning’ of the chatbot. 

Among the best-known examples of successful dialogue systems there is GPT-3 by OpenAI and 
BERT by Google. Both are built on the Large Language Model (LLM), a natural language processing 
model that uses large amounts of text data to learn to predict the next words and phrases in a given text. 
These models are usually trained on large data sets such as text corpora from various sources such as 
books, news articles, web pages and social media, which significantly slows down or even blocks the 
process of system learning for low-resource languages, for example.   

In addition, although these systems are used for various tasks, such as text generation, machine 
translation, text classification and answering questions, such systems are not able to speculate or to 
reason by analogy, because they neither have the view of the world, nor maintain ‘a conversation about 
nothing’. So, for instance, in response to the sentence ‘I learnt in a different way...’ we only get an 
apology from the system, not a continuation of the human dialogue. 

 

 
Figure 1: An example of an unsuccessful human dialogue with ChatGPT-3 
 
Thus, the novelty of our system compared to the Large Language Model is the creation of a machine 

learning dialogue model that takes a human dialogue in its native natural language as its template and 
afterwards can be used as a simulator to teach a foreign natural language or its social or professional 
dialects to a human. 

3. Related Works 

Despite a large amount of research in the field of chatbot development, many questions have 
remained open so far. The analysis of publications on the topic [1-4] shows that current trends lie in the 
application of deep reinforcement learning. Compared to other methods, solutions based on 
reinforcement learning make it possible to increase the flexibility and adaptability of the dialogue [5, 
6], eliminate unwanted or offensive language [1, 2], maintain engagement [7, 8] etc. As the data of the 



majority of studies show, for example [6, 8, 9], quite good results are achieved, however, they all use 
pre-prepared large corpora of dialogues. The need for a large text corpus for training is a strong 
constraint for the implementation of models for low-resource languages or specific domains.  

In order not to be limited by the resources of a natural language, we suggest a hybrid combination 
of unsupervised cross-lingual representational learning [10, 11]   and supervised learning model through 
a human dialogue according to a language system model [12], in which, in addition to the structure and 
the substance, a subject has been introduced as an obligatory element of the natural language system 
capable to identify, interpret the structural-substantial properties and elements of the system, and 
perform operations with them according to certain rules and algorithms. This interpretation reflects the 
properties of natural language as the means of conveying information. Such properties include, first, 
substantive properties of a language because the language embodies ‘materially’ in information-
communication systems. A human being controlling the learning process, an already trained computer 
system, a neural network or anything like that can be a subject.  

We also offer to refer to the linguistic model of ‘Meaning-Text’, which represents language as a 
multilevel model of conversions of the meaning into the text and back, since this theory postulates a 
multilevel model of language. That means the one in which the construction of the text, based on a 
given meaning, does not occur directly, but through a series of transitions from one level of language 
to another. Each level is characterized by a set of its own units and rules of representation, as well as a 
set of rules for transition from this level of representation to the neighbouring ones.  

Priority in our work is given to the transition from the meaning to the text, i.e. the generation of new 
utterances within the proposed semantic field, as we believe that a description of the text interpretation 
process can be derived from discourse analysis [13]. We base on the theoretical assumption that the 
number of existing semantic units (semes) is smaller than the number of words described by them). 
Similarly, the number of semantic relations between semes is smaller than the number of relations 
between meanings of words in a phrase. This enables us to use the model of the metalanguage of 
meaning to preserve it and generate new texts [14, 15, 16]. 

The process of a dialogue synthesis focuses on reconstructing the underlying linguistic picture of 
the world, specific to each language, and pays special attention to the study of synonymic and 
periphrastic means of language [17], as well as the interpretation of complex meanings through simpler 
ones [18].  

Based on the state-of-the-art analysis we hypothesize that the advantages of the proposed approach 
will be: 

• Faster process of learning, unlike, for example, corpus models that require time to create 
large corpora of texts. 

• Easier ‘fine-tuning’ to a particular language or domain compared to global language models 
like GPT-3 or BERT, which will provide greater performance.  

• A clearer representation of the same meaning, existing as concepts in many languages, 
generated in different forms of utterances, which is characteristic of the natural speech we 
aim to recreate. 

• Reducing the number of examples which are needed to train the model by using transfer 
learning. 

4. Methods and Materials 

The peculiarity of the proposed teaching model is that it is self-studying in the process of a dialogue 
and is based on the experience of natural human learning of a foreign language (or a new professional 
domain). Let us consider the case study of learning a foreign language. We should emphasize that, for 
example, a 7-11 year old child, whose vocabulary has already been formed and is about 30 thousand 
lexical units, when learning a foreign language in a foreign language environment usually shows 
exponential growth during the first 6-10 months. Moreover, the smaller the child is, the easier the 
learning. Everyone starts speaking in the target language starting from 3d-6th month of being in a 
constant foreign dialogue, except adults who have already formed notions (concepts) and connections 
between them in another language. Therefore, the learning process of adults under the same conditions 
is much slower and depends more on the conscious desire and the time devoted to learning. However, 



if an adult is sufficiently motivated and open to learning and they cannot be around the teacher all the 
time to have a continuous dialogue, then this person requires a special tool like virtual dialogue assistant. 
This way it becomes an immediate task for self-learning conversational systems. 

4.1. Didactic approaches to natural language teaching 

Taking human learning in a natural foreign language as an example, among the many 
methodological approaches, two main ones should be highlighted, on which the work of our 
conversational model will be based: 

1. Communicative (speech-based) learning; 
2. Learning based on speech models (situations). 
In doing so, we must consider the peculiarities of the discourse in which the communication takes 

place, as well as the peculiarities of the language used. 
By discourse we mean speech as well as other processes of speech activity, such as text or dialogue. 

On this basis, by ‘meanings’ we mean the actual realisation of the meanings of words and expressions 
in a speech context, fixed at the level of language.  

Visually, this relationship can be represented as a three-dimensional space in which the word 
meanings, which are located in the plane XY and which convey the meaning of the lexeme only by 
getting into certain contexts and interacting with each other, are inextricably linked and interacting with 
each other Axis X represents the lexical meaning of the word, axis Y represents the grammatical 
meaning of the word, axis Z represents the syntactics of the word (lexeme meaning). 

 

 
Figure 2: Representation of the meanings in a semantic core 
 
At the same time, it is obvious that the semes as the minimal elements of meanings can be embedded 

in language both in the lexicon and in other levels of language, such as grammar: morphology and 
syntax. 

Thus, understanding language as a multilevel model implies that the generation of a speech process 
in a natural language based on a given meaning does not occur directly, but through a series of 
transitions from one formal level of representation to another: from the morphological (grammatical 
level), through the syntactic (text level) to the semantic (meaning level).  

Each level is characterised by a set of its own units and rules (models) of representation, as well as 
a set of rules of transition from this level of representation to neighbouring ones, which are supposed 
to be represented as knowledge graphs [16].  

Consequently, a self-studying conversational system can both store the analysed meanings derived 
from human dialogue and synthesise them itself.  

 



4.2. Metalanguage as a formal model of natural language processing 

As a semantic parser we propose to use a model of transforming the syntactic structure of a query 
into a semantic one by means of conceptual graphs, which will be stored in the knowledge base in the 
form of a formalized metalanguage of meanings. The conceptual graph is a way of semantic or, 
otherwise, conceptual representation of situations and knowledge in models of understanding of natural 
language. The nodes of the graph are those lexical units that express categories and concepts and relate 
to each other by formal and associative links. The orientation of the connections in the graph is always 
directed from the concepts of a higher level of generalization to the concepts that characterize them. 

We define an elementary meaning as a pair of connected neighbouring nodes in a graph. Such links 
are not always named, sometimes they only capture the fact of some interaction between two words 
(student - institute, oak - tree). The graph consists of a set of connected elementary meanings, which 
enter allowed combinations, revealing lexically active and passive valences of this or that word. The 
connected part of the graph that connects the two nodes forms a subgraph. 

The process of creating a semantic category begins with a so-called ‘key word’ being extracted from 
the core structure of the sentence and the semantic analyser is the final stage of the processing. Once 
the linguistic processor is completed, the analysed information is transferred to the indexing stage and 
the text synthesis algorithm is activated. 

Models that mimic human speech activity include grammatical correctness models, reflecting the 
ability to distinguish right from wrong in the language, and functional models, revealing the ability to 
relate speech content (content plan) to its form (expression plan). 

Let us consider an example of a functional model constructed by us based on the Meaning-Text 
theory (MTT), according to which language is represented as a means for its bearers to perform two 
intellectual operations:  

• Expressing one’s thoughts to the others, i.e. encoding the meanings (content) embedded in 
texts (text construction, synthesis);  

• Understanding others’ thoughts, i.e. performing the reverse operation of extracting 
meanings (content) from perceived texts (text understanding, analysis).  

A dialogue model can be thought of as a logical device imitating the above operations in their 
simplest manifestations related exclusively to knowledge of language (vocabulary and grammar). Such 
a model of some language is a complexly organised set of rules whose purely mechanical application 
should ideally provide: 

• A transition from a given utterance in a particular language to a formal description of its 
meaning, i.e. to its semantic representation or semantic record. 

• Transition from the given content, i.e. semantic representation, to the appropriate utterance 
in each language. 

Here is an example of the generation of several synonymous phrases, one of which is, for example: 
‘Orwell is confident that his activism in politics makes his works the best’. The semantic structure that 
sets the overall meaning of the phrases is shown in Fig. 3. 

The underlined word ‘confident’ means that this element of the semantic structure is 
communicatively dominant. The structure given can be realised in the following forms of phrases: 

1. Orwell does not doubt the positive impact of his political activism on the quality of his writing. 
2. Orwell has no doubt that the fact that he is politically active makes his works better. 
3. Orwell has no doubt that his political activism has a positive effect on the quality of his writings. 
4. Orwell is confident that his works are made better by his political activism. 
5. That the quality of his works is improved because of his political activity is not in any doubt to 

Orwell. 
6. Orwell is convinced that his political activities have a positive influence on his work. 
7. Orwell is convinced that the quality of his work is improved by his political activism. 
8. Orwell is convinced that his work is made better by his political engagement. 
 



 
 

Figure 3: Example of the semantic structure 
 
In our opinion, following the linguistic models of the MTT reveals most fully the phenomenon of 

language mastery, which implies the human ability:  
1. To choose language units (not only lexical) expressing a given content.  
2. To correctly combine language units with certain meanings.  
3. To rephrase statements with retaining their content (semantic invariant) and thereby not only to 

answer the question put, but to maintain the conversation, generating new statements within the 
given semantic field. 

Depending on which aspect of speech activity is modelled - listening or speaking - functional models 
are divided into analytic and synthetic ones. The complete analytic model of a particular language takes 
as ‘input’ a segment of a text (usually not less than an utterance) and gives as ‘output’ a semantic 
metalingual record (semantic representation) of it (i.e. its interpretation). The complete synthetic model 
of a language, being opposite to the complete analytical model, receives a semantic record (i.e. a 
representation of a fragment of meaning) as ‘input’ and as ‘output’ it gives a set of synonymous texts 
in this language representing the needed meaning. Analysis and synthesis models constitute an 
important component of the self-learning conversational system we are developing. 

4.3. Methodology for achieving the objectives 

From a linguistic point of view, the following methods are proposed to solve the tasks set: 
1. Discourse analysis and synthesis will be carried out from a pragmatic point of view, using the 

logical-semantic approach, which implies obtaining additional information to model the 
dialogue by transforming its sentences (identifying corollaries, presuppositions, synonymous 
constructions, etc.).  

2. The metalanguage of meanings is modelled using mathematical methods in the form of 
knowledge graphs (universal concepts and the relationships between them), using linguistic 
methods of simplification and paraphrasing. 

3. Learning experiments are carried out using didactic methods of foreign language teaching. 
Thus, the implementation of the project lies in the interdisciplinary field between didactics, 

linguistics, and machine processing of natural language and, in our opinion, the results will have 
important theoretical and practical significance for each direction. 

 
 



5. Results 

People realise that knowledge base can help in the decision-making process, avoid repeating 
mistakes and wasting time. When attempting to reuse knowledge, the lack of mechanisms to identify, 
find and recover reusable knowledge plays an important role. It can be concluded that the problem of 
reusage has three main causes. The first relates to the understanding of the context and the solution 
applied, the second relates to the content of the knowledge, and the last relates to the entire knowledge 
base system that is used. Dialogue does not exist outside a certain context. Understanding the context 
is based on the depth of knowledge one possesses. This allows them to correctly interpret the statements, 
follow the purpose of the conversation, maintain the topic, and make the right decisions. 

Conversational agents and chatbots training faces significant challenges due to the complexity of 
modelling in-depth knowledge. Such knowledge is accumulated over the course of a person’s life, and 
the form of its expression (speech, text) reflects their social status, education, age group, occupational 
specialisation to the same extent as the characteristics of the natural language they speak.  

It is generally recognised that knowledge can be explicit (it can be documented) or tacit (it requires 
face-to-face interaction to transfer it) and should be considered in the creation process.  

Knowledge graphs have been proved useful for building relationships between information sources 
by connecting objects of different types. This is especially useful for synthesising information using 
multimodal data, such as medical records consisting of X-rays and medical reports in the form of texts 
or tables. In artificial intelligence, a knowledge graph is usually represented by a set of triples such as 
subject-predicate-object or object-attribute-value. Many tools exist to obtain such triples and identify 
the entities that form them. 

All these features must be considered for creating the intelligence core of the Self-Learning 
Conversational Agent. This leads to a conceptual model of dialogue formation based on the triangle of 
‘meaning’ – ‘context’ – ‘expression’ (fig. 4).  

 

 
Figure 4: Conceptual model of the dialogue formation based on the triangle of ‘meaning’–‘context’–

‘expression’ 
 
The natural language construction, ‘expression’, can be defined as the representation of meaning in 

a particular context. The context determines the subset of expressions that are used in each piece of 
speech. Meanings are formed under the pressure of context and linguistic constructions. All this 
determines the relation of textual meanings, contexts and speech expressions that are used in the 
dialogue. This is a limitation of both purely linguistic approaches and machine learning techniques in 
terms of conversational model creation. 

The dialogue exists within a context and understanding that context is crucial for building knowledge 
from a conversation. To effectively gain knowledge from the context of a dialogue, the following 
strategies can be used. Firstly, to build knowledge from a dialogue, it is important to pay attention to 
the history of the conversation. It includes understanding what has been said before, what the current 
topic is, and how the conversation has progressed over time. Another important strategy for building 
knowledge from a dialogue is to identify and track key concepts and entities that are being discussed. 



This includes people, places, events, and ideas that are relevant to the conversation. By tracking these 
entities, you can gain a deeper understanding of the context of the dialogue and how it relates to broader 
knowledge domains. 

Overall, to build knowledge from the context of a dialogue, it is important to pay attention to the 
history of the conversation, identify and track key concepts and entities, use external knowledge 
sources, and consider the social context of the dialogue. There are several techniques that can be used 
to help the model reuse knowledge obtained in the dialogue, such as memory networks, knowledge 
bases, reinforcement learning, and hybrid approaches. A knowledge base can be used to store relevant 
information, such as facts or domain-specific knowledge. 

Capturing and saving the meaning of context over a dialogue requires a combination of NLP 
techniques, including contextual embeddings, attention mechanisms, memory mechanisms, and 
discourse analysis. By incorporating these techniques into the model architecture and training process, 
the model can better capture the nuances of language and generate more relevant and coherent 
responses. 

Here is a scheme to depict a general framework for a conversational agent (fig.5): 
 

 
Figure 5: A general framework for a conversational agent 

 
Let us consider each step. 

• User Input: This is the user’s input to the conversational agent, usually in the form of natural 
language text or speech. 

• Natural Language Understanding: This step involves processing the user input to extract 
meaning and relevant information. This typically involves techniques like named entity 
recognition, part-of-speech tagging and dependency parsing. 

• Dialogue State Tracking: The dialogue state tracking module uses the output of the natural 
language understanding module to update the current state of the conversation. This involves 
keeping track of relevant context and history of the conversation. 

• Dialogue Policy: The dialogue policy module decides what the conversational agent should 
say next, given the current state of the conversation. This typically involves using a machine 
learning algorithm, such as a reinforcement learning algorithm or a rule-based system, to 
choose the most appropriate response. 

• Natural Language Generation: This step involves generating a natural language response 
based on the output of the dialogue policy module. This typically involves techniques like 
text generation and text-to-speech conversion. 

• Response: This is the final output of the conversational agent, which is presented to the user 
as a natural language text or speech response. 

This framework provides a basic overview of the main components of a typical conversational agent. 
It is possible to build a conversational agent based on a transformer model. In fact, transformers have 
been used successfully in many natural languages processing applications, including chatbots and 
conversational agents. Compared to seq2seq models, transformers have several advantages, including 
the ability to handle longer input sequences and a more efficient training process. However, it is 
important to note that the choice of model architecture depends on the specific requirements of the 



application. While transformers may be better suited for some applications, seq2seq models can also be 
effective, especially when paired with reinforcement learning techniques. 

Transfer learning is a powerful technique for building conversational agents as it allows developers 
to leverage pre-trained language models to improve the performance of their models with less training 
data and computing resources. It is important to choose a pre-trained language model that is well-suited 
to the task and has been trained on a large amount of high-quality data. The next step is fine-tuning the 
language model. Once the language model has been fine-tuned, use it to train a dialogue generation 
model, such as a seq2seq model or transformer-based model. To further improve the performance of a 
conversational agent, reinforcement learning can be incorporated to optimize the dialogue generation 
model over time. Reinforcement learning can be used to optimize the model’s dialogue generation over 
time, based on user’s feedback. 

By using transfer learning to fine-tune a pre-trained language model and incorporating reinforcement 
learning to optimize the dialogue generation model, a powerful conversational agent can be created 
with relatively few training data and computing resources. However, it is important to note that building 
effective conversational agents is a complex and ongoing process that requires careful attention to users’ 
needs and their feedback. 

6. Discussion 

Capturing and saving the meaning of context over a dialogue is a complex task that requires a deep 
understanding of natural language processing techniques. One way to capture the meaning of context 
is to use contextual word embeddings, such as ELMo, BERT, or RoBERTa. By incorporating attention 
mechanisms, the model can better capture the meaning of context and generate more relevant responses. 
Memory mechanisms, such as memory networks or recurrent neural networks with external memory, 
allow the model to store and retrieve relevant information from previous turns in the dialogue.  

Discourse analysis techniques can be used to analyze the structure and flow of the dialogue and 
identify patterns and themes that are relevant to the context [21]. In the context of a conversational 
agent, discourse analysis can be used to analyse the structure and content of the conversation between 
the user and the agent. This can help to identify patterns in the conversation, understand how the 
conversation is progressing, and identify any issues or problems that may arise. Discourse analysis is 
an important tool for understanding how language is used in different contexts and can be a useful tool 
for building more effective and naturalistic conversational agents. 

Training a conversational agent requires a large amount of training data, ideally in the form of 
human-generated dialogues. The amount of training data required depends on several factors, including 
the complexity of the application, the number of dialogues turns, and the diversity of the conversation 
topics. Collecting large amounts of high-quality training data can be a time-consuming and expensive 
process, especially for specialized domains. Another limitation of training data is the potential for bias. 
Finally, it is worth noting that even with large amounts of training data, conversational agents may still 
struggle to handle certain types of inputs or respond appropriately in certain situations. This is because 
natural language is inherently ambiguous and context-dependent, and there may be many possible 
interpretations of a given input or response. 

7. Conclusion 

The dialogue does not exist outside a certain context and understanding that context is crucial for 
building knowledge from the dialogue. The dialogue can be used to build knowledge. The topic of the 
dialogue is a critical aspect of the context. By analysing the language and structure of the conversation, 
we can infer the topic being discussed and use that information to build knowledge about the subject 
matter. Dialogue often involves the discussion of different entities, such as people, places or things. By 
analysing the dialogue context, we can identify the relationships between these entities and use that 
information to build knowledge about how they are connected. Understanding the intents and goals of 
the speakers in the dialogue can provide important context for building knowledge. Dialogue often takes 
place within a specific cultural and social context. By analysing the language and structure of the 



conversation, we can identify these factors and use that information to build knowledge about the 
cultural and social context in which the dialogue is taking place. 

Thus, by analysing the context of the dialogue, we can extract a wealth of information that can be 
used to build knowledge about the subject matter being discussed and the broader context in which the 
conversation is taking place. This information can be used to improve dialogue systems, develop better 
natural language processing algorithms, and provide more accurate and relevant information to the 
users.  
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