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INVISCID WATER-WAVES AND INTERFACE MODELING

EMMANUEL DORMY AND CHRISTOPHE LACAVE

Abstract. We present a rigorous mathematical analysis of the modeling of inviscid
water waves. The free-surface is described as a parameterized curve. We present a
numerically stable algorithm which accounts for its evolution with time. The method is
shown to converge using approximate solutions, such as Stokes waves and Green-Naghdi
solitary waves. It is finally tested on a wave breaking problem, for which an odd-even
coupling suffise to achieve numerical convergence up to the splash without the need for
additional filtering.
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Figure 1. The domain being considered consists of D = TL×R , which is
decomposed in D = DF ∪DA ∪DB ∪ ΓS ∪ ΓB , where ΓS = DA ∩DF , and
ΓB = DF ∩ DB .
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1. Introduction

The study of water waves has a long mathematical history (Airy, Boussinesq, Cauchy,
Kelvin, Laplace, Navier, Rayleigh, Saint-Venant, Stokes, to cite only a few). It has been
studied in a variety of situations, probably the most complex of these being the wave
breaking problem. What happens when a waves overturns raises mathematical difficul-
ties. The water-air interface cannot be described as a graph any longer. A parametric
description of the interface and the tracking of its lagrangian evolution are needed.

We want to derive here a stable numerical strategy to solve for one-dimensional water
waves (i.e. in a 2D domain, or a 3D domain assuming independence in one horizontal
coordinate of space). We want to numerically approximate the Euler equations both in
the water and in the air without introducing artificial regularizing parameters. This is
particularly important is the case of loss of regularity of the interface. In order to study
the possible formation of singularity (e.g. [7]), it is necessary not to artificially regularize
the numerical approximation.

We consider a simple periodic domain D = TL×R see Fig. 1, and introduce two bound-
aries ΓS the free surface water-air, and ΓB the bottom. The domain is thus decomposed
in three subdomains DF the fluid domain, DA the air domain, DB below the bottom.

Since we want our mathematical approximation to be able to described an interface
which is not a graph (i.e. overtopping of water in the context of a breaking wave) we need
to be able to track it as a parametrized curve. Indeed, a description in the form h(x, y)
would develop a shock (discontinuity) as soon as the water wants to overtop.

The Euler equation needs to be considered both in the water (DF ) and in the air (DA).
At the water-bottom interface (ΓB) the normal component of velocity needs to vanish
(impermeability condition). Whereas at the water-air interface (ΓS) two quantities need
to be continuous across the interface: the normal velocity and the pressure. The later, for
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an inviscid fluid, being equivalent to the continuity of the normal component of the stress
tensor.

The velocity tangential to the interface is notably not continuous across ΓS . This results
in a localized distribution of vorticity along ΓS in the form of a vortex sheet.

Interface evolution methods aim at capturing the time evolution of the water-air inter-
face (ΓS) using solely the knowledge of this vorticity distribution. This results in having to
cope with singular integrals along the vortex sheet, but simplifies the problem numerically
in that neither the water domain (DF ), nor the air domain (DA), need to be meshed ;
as would be the case for example using a Finite-Element Method. Such approaches a
closer in spirit to a Boundary-Element Method used in three-dimensional problems (e.g.
[20, 21, 29, 30]).

A natural approach to follow the interface numerically is then to discretize the vortex
sheet using the so called ‘vortex method’. It introduces a Neumann to Dirichlet operator,
and the singular integral resolution is stable. In this approach, a finite but large number of
localized vortices is used to approximate a continuous vortex sheet. Such an approach has
been shown to be efficient for Euler flows in the full space [19] and for exterior domains [4].
In the former, the Euler equations conserves vorticity, whereas in the case of an exterior
domain, with a fixed boundary, the boundary can also be interpreted as a vortex sheet, for
which the vorticity distribution needs to be evaluated at all time to ensure impenetrability.
In the case of free surface flows, such as water waves, the vorticity along the ΓS surface
is also not preserved by the system, and its evolution in time needs to be traced in the
system describing the evolution of two Euler flows with two continuity conditions. This
approach has been pioneered in [6, 5] and further developed recently in [7, 3]. It is also a
useful description for mathematical proofs (e.g. [35, 14]).

An alternative description of the jump in tangential velocity stems from expressing
the velocity as a potential. This requires the additional assumption that both flows are
irrotational. The vortex sheet then translate in a discontinuity of the potential across
the interface ΓS yet with a continuous normal gradient. This approach is know as the
‘dipole method’ (it is equivalent to double layer potentials in potential theory). It was
also introduced earlier on for this problem, see [6].

The former method is lighter to derive and offers the possibility to account for Euler
flows with vorticity, whereas the later involves more analytical work and assumes an
irrotational flow. We will see however that the later has better convergence properties
for strongly non-linear configurations. In both cases, the spatial discretization in terms
of singular integrals is known to converge toward the Euler equation [4], see also [8] for a
study of the vortex method in the deep-water case.

The deep-water case is a trivial limit of the above description, in which the bottom
vortex sheet (distributed on ΓB) is sent to infinity. It is formally equivalent to simply
suppressing it, or setting its vorticity to zero.

A classical formulation of water waves is the celebrated Zakharov-Craig-Sulem descrip-
tion [36, 15]. While this description has proven extremely useful from a theoretical point
of view (e.g. [2, 25, 18]), it raises difficulties from a numerical point of view and his adap-
tation in the framework of singular integral formulations would be the subject of a future
work (see Remark 2.4 for a discussion).
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Our aim is to construct numerical schemes which can be used to guide mathematical
constructions on these problems. The goal of this article is thus to derive a formulation
of these methods in the most general case (bi-fluid or single fluid, including possibly a
non-flat bottom, including vorticity and mean currents). The resulting expressions are
thus non-trivial and in a first reading it may be advise to drop all terms associated to the
density of air (bi-fluid formulation), uniform or localized vorticity and circulation (mean
currents).

We therefore want to ensure that our numerical scheme converges in a realistic manner
(i.e. for parameters that can be achieved in practice) to the solution of the continuous
problem. We introduce in this work a regularization-free approach to solve for the water-
wave problem (i.e. without explicit filtering or any other regularization introducing extra
parameters to the problem). We verify conserved quantities at the discrete level. We
illustrate on simple test cases the numerical convergence to the approximate solutions
(e.g. Stokes waves, Green-Naghdi solitary waves). We also demonstrate stability and
convergence of our numerical solution for the wave-breaking problem.

Finally, we investigate the effects of regularization strategies on the solution and illus-
trate numerically how they can yield irrelevant solutions.

The free surface ΓS is initially parametrized by arclength from left to right: e ∈ [0, LS ]→
zS(e) = zS,1(e)+izS,2(e) . In the same way, the bottom ΓB is parametrized by e ∈ [0, LB]→
zB(e) = zB,1(e) + izB,2(e) .

It is useful to introduce the tangent vector τS = τS,1 + iτS,2 = |zS,e(e)|−1zS,e , which is
pointing to the right and the normal nS = nS,1 + inS,2 = −τS,2 + iτS,1 = iτS is pointing
out of the fluid domain. The same is done at the bottom with the normal now pointing
in the fluid domain.

It should be stressed that the arclength is not be preserved as the fluid surface ΓS
evolves, it is thus important to consider |ze| .

We introduce on any vector field u = (u1, u2) the following three operations û =
u1 − iu2 , (u1, u2)⊥ = (−u2, u1) , and the curl operator curl u = ∂1u2 − ∂2u1 . Finally, we
also introduce for any vector x = (x1, x2) the complex notation x = x1 + ix2 .

We will consider two different approach to compute the free-surface evolution. The first
one is based on a so-called ‘vortex method’ the discontinuity of the tangential velocity at
the air-water interface is modeled at a vortex sheet (with vorticity distribution γ). The
vorticity evolution stems from expressing the Euler equation in both fluids (and takes the
form given in (3.13)), whereas the interface is transported by the resulting normal flow
(as expressed in (3.3)). The second approach is referred to as the ‘dipole layer’, where
the velocity is now described by the jump in potential between the two fluids (measured
by the dipole distribution µ, related to γ via γ = ∂eµ). The dipole layer evolution stems
from the Bernouilli equation (and takes the form given in (3.10)), whereas the interface is
again transported by the normal flow (as expressed in (3.4)).

In the next section, we introduce the singular integral representation, thus rigorously
introducing γ and µ by solving the correspond elliptic equations. In Section 3, we express
the water-waves equations using this formalism. Section 4 presents our discretization
strategy. Numerical results as well as convergence tests are presented in Section 5. The
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comparison with previously used regularization strategies (filtering and offsetting) is per-
formed in Section 6. Finally in Section 7 we discuss potential applications and further
development.

2. Singular integrals representation at fixed time

2.1. Stream and potential functions. To deal with inviscid fluids, we first need to
introduce a few mathematical tools. The first of these tools is the reconstruction of the
velocity in terms of the vorticity and the circulation. Even if we assume that the fluid is
curl-free in DF , the non-trivial boundary condition on ΓS will be interpreted as a vortex
sheet in D . For this reason, we introduce the Green kernel in D

G(x) =
1

4π
ln
(

cosh
2πx2

L
− cos

2πx1

L

)
, G(x,y) = G(x− y) , (2.1)

and we recall the following result proved in [10]:

Proposition 2.1. For any f ∈ L∞c (D) , every solution Ψ of the following elliptic problem

∆Ψ = f , lim
x2→+∞

∂2Ψ = − lim
x2→−∞

∂2Ψ , |Ψ| 6 C(|x2|+ 1)

can be written as

Ψ(x) = Ψ[f ](x) =

ˆ
D
G(x,y)f(y) dy + C where C is constant. (2.2)

The relation between the Green kernel (2.1) in TL×R and the usual kernel 1
2π ln |x−y|

in R2 is formally derived in Appendix A.
From the explicit formula, it is easy to observe using Taylor expansions thatˆ
D
G(x,y)f(y) dy =

( x2

2L
− ln 2

4π

)ˆ
D
f(y) dy − 1

2L

ˆ
D
y2f(y) dy +O(e−|x2|) at +∞ ,

ˆ
D
G(x,y)f(y) dy =

(
− x2

2L
− ln 2

4π

)ˆ
D
f(y) dy +

1

2L

ˆ
D
y2f(y) dy +O(e−|x2|) at −∞ .

(2.3)
Thus limx2→+∞ ∂2Ψ = − limx2→−∞ ∂2Ψ is a necessary and sufficient condition to use the
representation formula (2.2).

Next, let us consider the following elliptic problem on DF : for any functions g with
zero mean and ω , we want to analyze a vector field u such that

div u = 0 in DF , curl u = ω in DF , u · n = 0 on ΓB , u · n = g on ΓS , (2.4)

which we want to extend in D , in order to be able to use the above proposition.
In (2.4), the divergence free assumption stems from the incompressibility property and

the third condition corresponds to the impermeability of the boundary at the bottom. By
the Stokes formula, the fact g has a zero mean is a necessary condition coming from these
two assumptions.

Unfortunately, (2.4) has infinitely many solutions because of the harmonic vector field,
also called the constant background current in [27], H:

div H = curl H = 0 in DF , H · n = 0 on ΓB ∪ ΓS
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for instance when ΓB = TL × {−1} and ΓS = TL × {0} , we have H = e11DF .
In order to uniquely determine u from ω , we need to prescribe the circulation either on

the bottom or below the free surface, knowing that we have the following compatibility
condition from the Stokes formulaˆ

ΓB

u · τ dσ −
ˆ

ΓS

u · τ dσ =

ˆ
DF

ω (2.5)

where the integral are taken from left to right.
We therefore state that, for ω ∈ L∞(DF ) , g ∈ C0(ΓS) and γ ∈ R given, there exists a

unique u ∈ H1(DF ) such that

div u = 0 in DF , curl u = ω in DF , u · n = 0 on ΓB ,

u · n = g on ΓS ,

ˆ
ΓB

u · τ dσ = γ .
(2.6)

We should note that the conservation laws for the 2D Euler equations (including the
circulation and the total vorticity) imply that

´
ΓB

u · τ and
´

ΓS
u · τ are both conserved

quantities.
In order to establish a vortex formulation, we can always write u = ∇⊥ψF , because

div u = 0 and
´

ΓS
u · n =

´
ΓB

u · n = 0 imply that
´

Γ u⊥ · τ = 0 for any closed loop Γ ,

which allows us to construct ψF , uniquely up to a constant.
For the dipole formulation, we need to write u as a gradient, which is possible only by

subtracting the curl and the circulation parts. Of course, we could take advantage of the
fact u − ∇⊥Ψ[ω] − γ

Le1 is curl free with zero circulation, and can thus be written as a
gradient in DF . Nevertheless this approach introduces additional difficulties.

For example, if we take into account the density of air, it will be crucial to properly define
the air velocity field. However, for the single-fluid water-waves equations (in which the
density of air is neglected), we are left with several possible choices, in particular stationary
vector-fields could be used, thus simplifying the computation below. To underline where
the properties of the vector fields are important, we stay general for now and we will
introduce constraints as they become necessary.

Let us consider any uω,γ such that

div uω,γ = 0 in DF , curl uω,γ = ω in DF ,
ˆ

ΓB

uω,γ ·n ds = 0 ,

ˆ
ΓB

uω,γ · τ ds = γ . (2.7)

Therefore, uR := u− uω,γ is div and curl free, without circulation and flux, and can thus
be written as

uR = ∇φF = ∇⊥ψ̃F
where φF and ψ̃F are uniquely determined, up to a constant. Even if it may not seem
natural to study ψ̃F instead of ψF , we will see below that ψ̃F is an interesting quantity
to consider for the dipole formulation.

To apply Proposition 2.1, in order to obtain a representation formula, we first need
to extend continuously the potential φF or the stream functions ψF or ψ̃F . Extending
the potential is related to the fluid charge method developed in [4]. This method is
unfortunately not relevant for a free surface problem, see Remark 3.3.
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We, therefore, prefer to extend the stream functions continuously. This is equivalent to
assuming the continuity of the normal part of the velocity across the boundary. Such an
extended vector field is divergence free in the whole domain D , hence can be written using
a stream function, and the boundaries can be interpreted as vortex sheets, corresponding
to the jump in the tangential velocity.

At the bottom, of course, we extend u in the simplest possible way, i.e. such that

div u = curl u = 0 in DB, u · n = 0 on ΓB ,

ˆ
ΓB

u · τ ds = 0 ,

which implies u|DB = 0 .
This is equivalent to extending ψ by the constant ψF |∂ΓB (and indeed, u ·n = 0 implies

that ψF is constant on ΓB). In order to use Proposition 2.1, we have to extend the stream
function in the air such that u2 → 0 as x2 → +∞ . Hence we extend it in the air with the
unique solution of

div u = curl u = 0 in DA, u · n = g on ΓA,

|u| → 0 when x2 →∞,
ˆ

ΓA

u · τ ds = 0 .

Note that this equation is the physically relevant formulation if we are interested in the
bi-fluid water-wave model, for which the continuity of normal velocity simply reflects that
the two fluids are not mixing.

Note also that it could, in principle, be possible to add some vortices in the air. We
should stress however that the circulation has to vanish at infinity in order to use Propo-
sition 2.1, if not, we would have to change the extension below the bottom.

This extended vector field can be expressed as

u = ∇⊥ψ , (2.8)

where ψ is continuous in D and determined up to an arbitrary constant. This extension
will be sufficient for the vortex formulation.

Regarding the derivation of the dipole formulation, we now have to extend uR , it will
be convenient for the bottom condition to extend uR by zero in DB (see further down
Remark 3.1). In order to achieve this, we must add the following assumption on uω,γ :

uω,γ · n = 0 on ΓB . (2.9)

This assumption allows us to extend uR in DB by zero and ψ̃ by the constant ψ̃F |∂ΓB .
Again, for a compatibility at infinity, and in order to write uR as a potential, we must

extend uR in the air by a vector field satisfying

div uR = curl uR = 0 in DA , uR · n = g − uω,γ · n on ΓA ,

|uR| → 0 when x2 →∞ ,

ˆ
ΓS

uR · τ ds = 0 .

From the above equations, we can write uR = ∇⊥ψ̃ = ∇φ , where ψ̃ is continuous and
uniquely defined up to an arbitrary constant. The potential φ jumps across ΓS and ΓB , and
we have complete freedom to choose independently the constants in each of the connected
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components: DB , DF and DA . These four constants will be determined below in order to
be able to write ψ , ψ̃ and φ in the form of a singular integral by applying Proposition 2.1.

Using the uniqueness of the solution to the elliptic problem (2.6), it follows that

u = uω,γ +∇⊥ψ̃ = uω,γ +∇φ in DF . (2.10)

Even if we have already properly defined the extension of ψ̃ in order to be able to use a
Biot-Savart representation formula (2.2), we still need to discuss the expression of uω,γ in
DA .

There are essentially two natural options:

• either to have an explicit formula for uω,γ , or at least assume it is independent of
time;
• or to extend by zero.

The choice depends on whether we are interested by the bi-fluid water-wave equation, in
which the air is assumed to be an incompressible fluid with a non-zero density, or the
single-fluid water-waves equations, where we neglect the density of the air in DA .

In the later case (single-fluid), we do not need to know the velocity in the air, and we
can simply set

uω,γ =
γ

L
e11DF if the bottom if flat and ω = 0 .

Then we cannot say that uω,γ +∇⊥ψ̃ defines the velocity in the air, because the normal
part of the velocity is not continuous. A natural idea would then be to set

uω,γ =
γ

L
e1χ(x2) if the bottom if flat and ω = 0 .

If we choose χ(x2) = 1 for all x2 , this implies that a non-physical circulation is present in
the air, which is equal to the circulation in the water. Alternatively if χ(x2) is chosen to
decay smoothly from 1 near the interface to 0 at infinity, this implies a strange, also non-
physical, vorticity in the air curl u = − γ

Lχ
′(x2) . Both cases do not correspond to the actual

air velocity. Hence, in the limiting case of vanishing air density, we can use this simpler
expression for the velocity uω,γ . The air velocity can, however, not be reconstructed in
that case (as it does not influence the interface evolution).

In the first case (bi-fluid formulation), if we want to extend u in such a way that the
normal component of the velocity is continuous and div u = curl u = 0 in DA , we then
have to solve at any time an elliptic problem in DA to extend the flow uω,γ in the correct
way.

Alternatively, we could prefer to extend uω,γ by zero. In this case, we would need to
add the following condition

uω,γ · n = 0 on ΓS . (2.11)

and solve at any time the elliptic problem (2.7) in DF with (2.9) and (2.11).
We will observe later (see Section 3.3) that this approach is unpractical. In the case of

a bi-fluid formulation with circulation, or with internal vorticity, the vortex method will
be preferred. The dipole formulation can however be considered in two cases: the case of
a bi-fluid formulation in the absence of both internal vorticity and circulation or the case
of a single fluid formulation in the absence of internal vorticity.
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In the later case, we can obtain H solving

div H = curl H = 0 in DF ∪ ΓS ∪ DA , H · n = 0 on ΓB ,

ˆ
ΓB

H · τ = γ

and setting uω,γ = H .
In the sequel, we will derive both the vortex and dipole formulations for the single-fluid

and bi-fluid water-waves equations in the presence and absence of circulation and vorticity.

Remark 2.2. We can apply the whole analysis of this paper to treat cases involving several
submerged solids Sk b DS , simply constructing the harmonic vector such that

div H = curl H = 0 in DF , H · n = 0 on ΓB ∪k ∂Sk,
ˆ

ΓB

H · τ = γ0,

ˆ
∂Sk

H · τ = γk

where γk is initially given. In the same way, if we are only interested by the single-fluid
water-waves equations, we can simply construct H initially in DF ∪ ΓS ∪ DA and this
problem can be solved in the dipole formulation. If ω = γ0 = γ1 = γk = 0 for all k, the
dipole formulation is possible for both the single-fluid and bi-fluid water-waves equations.
Otherwise, we will need to use the vortex formulation where the inclusion of such solids
is a minor modification of the numerical code. In the vortex formulation, we can even
include the case where the solids are moving with a prescribed velocity and rotation by
setting H · n = (`i + rix

⊥) · n .
The case of immerged solids moving under the influence of the flow involves the com-

putation of pressure forces at the boundary of the solid (see e.g. equation (5.4) in [3]).
The case of a floating (partially immerged) solid would be even more challenging (see the
recent developments in [9, 11, 22]).

2.2. Potential and dipole formula. In the previous subsection, we have constructed
continuous ψ or ψ̃ on D , where the perpendicular gradient is continuous on DB∪DF ∪DA ,
and his normal part is continuous across the interfaces ΓB and ΓS . Extended u or uR in
this way ensure that div u = 0 in D , whereas the jump of the tangential part can be seen
as a vortex sheet, namely

curl u = ∆ψ = ω + |zS,e|−1γSδΓS + |zB,e|−1γBδΓB in D

where
γS(e) := |zS,e(e)|[ lim

z∈DF→zS(e)
u− lim

z∈DA→zS(e)
u] · τ(e)

γB(e) := −|zB,e(e)|[ lim
z∈DF→zB(e)

u] · τ(e)
(2.12)

are such that the mean value isˆ
(ω + |zS,e|−1γSδΓS + |zB,e|−1γBδΓB ) = 0 , (2.13)

see (2.5). These formulas and the following ones also hold replacing u, ω , γS , γB by
uR , 0 , γ̃S , γ̃B .
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Proposition 2.1 implies that, ψ is determined up to a constant, which is fixed when we
choose to represent1 it as follows

ψ(x) =

ˆ
ΓS

G(x,y)|zS,e|−1γS dσ(y) +

ˆ
ΓB

G(x,y)|zB,e|−1γB dσ(y) +

ˆ
DF

G(x,y)ω(y) dy

=

ˆ LS

0
G(x, zS(e))γS(e) de+

ˆ LB

0
G(x, zB(e))γB(e) de+

ˆ
DF

G(x,y)ω(y) dy .

By the explicit formula of the Green kernel, we deduce from the previous formula the
Biot-Savart law which yields the velocity u = ∇⊥ψ for all x in DF ∪ DA ∪ DS :

û(x) =

ˆ LS

0
γS(e)∇̂⊥G(x− zS(e)) de+

ˆ LB

0
γB(e)∇̂⊥G(x− zB(e)) de

+

ˆ
DF
∇̂⊥G(x,y)ω(y) dy

=

ˆ LS

0
γS(e)

1

2Li
cot
(x− zS(e)

L/π

)
de+

ˆ LB

0
γB(e)

1

2Li
cot
(x− zB(e)

L/π

)
de, (2.14)

+

ˆ
DF

1

2Li
cot
(x− y
L/π

)
ω(y) dy

because

∇̂⊥xG(x) =
− sinh x2

L/(2π) − i sin x1
L/(2π)

2L
(

cosh x2
L/(2π) − cos x1

L/(2π)

) =
1

2Li
cot
(x1 + ix2

L/π

)
, (2.15)

where we have used that − sinh b − i sin a = −i(sin a − sin(ib)) = −2i sin a−ib
2 cos a+ib

2 and

cosh b − cos a = cos ib − cos a = 2 sin a−ib
2 sin a+ib

2 . This formula with cotangent kernel is
singular when x goes to the boundary ΓS∪ΓB . This is natural because it encodes the jump
of the tangential part of the velocity. The limit formula, the so called Plemelj formula,
will play a crucial role in the sequel and are recalled in Appendix A. Another key tool
presented in this Appendix is the following desingularization rule

pv

ˆ
cot
(z(e)− z(e′)

L/π

)
f(e′) de′ =

ˆ
cot
(z(e)− z(e′)

L/π

)f(e′)ze(e)− f(e)ze(e
′)

ze(e)
de′ ,

(2.16)
because it transforms a principal value integral into a classical integral of a smooth func-
tion. This exact relation will be systematically used in order to handle regular terms,
which can be integrated with greater accuracy, resulting is improved stability. It is worth
stressing that this desingularization does not alter the accuracy of the scheme, as opposed
to regularization technics. We would like to stress again that this periodic Biot-Savart law
is formally related to the usual Biot-Savart law in R2: see Appendix A.

We further consider that the vorticity f is composed on a constant part ω01DF and

a part that we approximate by a sum of Dirac masses
∑Nv

j=1 γv,jδzv,j(t) , see [19]. The

1Even if δΓ is not a bounded function, it belongs in H−1(D) where the well-posedness of elliptic problem
is usually proven, and the formula can be rigorously established for C1 curve, see [28, 24, 17].
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velocity generated by the Dirac masses is simply 1
2Li

∑Nv
j=1 γv,j cot

(
x−zv,j
L/π

)
. The velocity

associated to the constant part can be simplified thanks to an integration by parts
ˆ
DF
∇⊥G(x− y)ω0 dy =ω0

(
−
´
DF (∇G)(x− y) · e2(y) dy´
DF (∇G)(x− y) · e1(y) dy

)
=ω0

( ´
DF ∇y(G(x− y)) · e2(y) dy

−
´
DF ∇y(G(x− y)) · e1(y) dy

)
=ω0

( ´
∂DF G(x− y)e2(y) · ñF (y) dσ(y)

−
´
∂DF G(x− y)e1(y) · ñF (y) dσ(y)

)
=− ω0

4π

ˆ
∂DF

ln
(

cosh
x2 − y2

L/(2π)
− cos

x1 − y1

L/(2π)

)
ñ⊥F (y) dσ(y)

where ñF is the unit normal vector outward to DF . This implies that
ˆ
DF

1

2Li
cot
(x− y
L/π

)
ω0 dy =

ω0

4π

ˆ LS

0
ln
(

cosh Im
x− zS(e)

L/(2π)
− cos Re

x− zS(e)

L/(2π)

)
zS,e(e) de

− ω0

4π

ˆ LB

0
ln
(

cosh Im
x− zB(e)

L/(2π)
− cos Re

x− zB(e)

L/(2π)

)
zB,e(e) de ,

which is well defined and continuous in D .
Let us note that we can compute uω,γ for ω = ω0 +

∑
γv,jδzv,j in the same way.

Therefore, we have a complete formula (2.14) which gives u = ∇⊥ψ in terms of ω , γS
and γB , which will be used for the vortex formulation.

For the dipole formulation, we have, exactly in the same way,

ûR(x) =

ˆ LS

0
γ̃S(e)

1

2Li
cot
(x− zS(e)

L/π

)
de+

ˆ LB

0
γ̃B(e)

1

2Li
cot
(x− zB(e)

L/π

)
de , (2.17)

where

γ̃S(e) := |zS,e(e)|[ lim
z∈DF→zS(e)

uR − lim
z∈DA→zS(e)

uR] · τ(e)

γ̃B(e) := −|zB,e(e)|[ lim
z∈DF→zB(e)

uR] · τ(e) .

In the previous subsection, we have defined uR and the extension such that uR = ∇φ in
DB ∪DF ∩DA where we have the choice to fix one constant by connected component. As
the mean values of γ̃S and γ̃B are zero, we know from the behavior at infinity (2.3) that

∇φ = uR = ∇⊥ψ̃ goes to zero exponentially fast when x2 → ∞ . In order to control the
boundary term in the following computation, we thus set the constant in DA such that φ
goes to zero at infinity. In the same way, we set the constant in DB such that φB → 0
when x2 → −∞ . As φ is not continuous across the interfaces and we need the value from
both side, we denote the restriction of φ in DF (resp. in DA and in DB) by φF (resp. by
φA and φB). For any x ∈ DF , we compute

φ(x) =〈φF ,∆G(· − x)〉
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=−
ˆ
DF
∇φF (y) · ∇G(y − x) dy +

ˆ
ΓS

φF (y)∂nG(y − x) dσ(y)

−
ˆ

ΓB

φF (y)∂nG(y − x) dσ(y)

=

ˆ
ΓS

(
φF (y)∂nG(y − x)− ∂nφF (y)G(y − x)

)
dσ(y)

−
ˆ

ΓB

(
φF (y)∂nG(y − x)− ∂nφF (y)G(y − x)

)
dσ(y) ,

where we keep in mind that n = τ⊥ is pointing outward on ΓS whereas is pointing inward
on ΓB . As uR ·n is continuous, we now use the fact that G(x) = O(x2) and ∇G(x) = O(1)
at infinity to integrate by parts in the air and in the bottom domain

φF (x) =

ˆ
ΓS

(φF (y)− φA(y))∂nG(y − x) dσ(y)−
ˆ

ΓB

(φF (y)− φB(y))∂nG(y − x) dσ(y)

because ∆yG(y − x) ≡ 0 in DA ∪ DB (for x ∈ DF ). Doing a similar computation for
x ∈ DA:

φ(x) =〈φA,∆G(· − x)〉 = −
ˆ
DA
∇φA(y) · ∇G(y − x) dy −

ˆ
ΓS

φA(y)∂nG(y − x) dσ(y)

=

ˆ
ΓS

∂nφA(y)G(y − x) dσ(y)−
ˆ

ΓS

φA(y)∂nG(y − x) dσ(y)

=

ˆ
ΓS

∂nφF (y)G(y − x) dσ(y)−
ˆ

ΓS

φA(y)∂nG(y − x) dσ(y)

=

ˆ
ΓS

φF (y)∂nG(y − x) dσ(y)−
ˆ

ΓS

φA(y)∂nG(y − x) dσ(y)

−
ˆ

ΓB

(
φF (y)∂nG(y − x)− ∂nφF (y)G(y − x)

)
dσ(y)

=

ˆ
ΓS

(
φF (y)− φA(y)

)
∂nG(y − x) dσ(y)

−
ˆ

ΓB

(
φF (y)∂nG(y − x)− ∂nφB(y)G(y − x)

)
dσ(y)

=

ˆ
ΓS

(φF (y)− φA(y))∂nG(y − x) dσ(y)−
ˆ

ΓB

(φF (y)− φB(y))∂nG(y − x) dσ(y) ,

we notice that this formula holds true in DB ∪ DF ∪ DA . So, we are computing now
∂nG(y − x)

∇G(y − x) · n(y) dσ(y) =
1

2L
(

cosh z2(e)−x2

L/(2π) − cos z1(e)−x1

L/(2π)

) ( sin z1(e)−x1

L/(2π)

sinh z2(e)−x2

L/(2π)

)
·
(
−z2,e(e)
z1,e(e)

)
de
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=− Re

[
− sinh z2(e)−x2

L/(2π) − i sin z1(e)−x1

L/(2π)

2L
(

cosh z2(e)−x2

L/(2π) − cos z1(e)−x1

L/(2π)

)ze(e)] de

=− Re

[
1

2Li
cot
(z(e)− x

L/π

)
ze(e)

]
de

so, setting

µS(e) = (φF − φA)(zS(e)) , µB(e) = (φB − φF )(zB(e)) ,

we finally get for any x ∈ DF ∪ DA ∪ DB

φ(x) =−
ˆ LS

0
µS(e) Re

[
1

2Li
cot
(zS(e)− x

L/π

)
zS,e(e)

]
de

−
ˆ LB

0
µB(e) Re

[
1

2Li
cot
(zB(e)− x

L/π

)
zB,e(e)

]
de

=

ˆ LS

0
µS(e) Re

[
1

2Li
cot
(x− zS(e)

L/π

)
zS,e(e)

]
de (2.18)

+

ˆ LB

0
µB(e) Re

[
1

2Li
cot
(x− zB(e)

L/π

)
zB,e(e)

]
de .

We note here that we did not provide any restriction on the constant for φF so the previous
formula holds true if we change φF (so µS and µB) by a constant. It is therefore possible
to fix initially this constant in such a way that

ˆ LS

0
µS,0(e) de = 0 . (2.19)

This condition is not conserved in time.
Let us also note that with our extension and Assumption (2.9), we have φB = 0 in DB .

It is also possible to derive the stream function ψ̃ from µS and µB . To do this, we first
remark that

uR · τ = ∇φ · τ = |ze|−1∂e(φ(z)) ,

hence

γ̃S(e) = ∂e

[
φF (zS(e))− φA(zS(e′))

]
= ∂eµS(e) and γ̃B(e) = −∂eφF (zB(e)) = ∂eµB(e) ,

and then for any constants CS , CB ∈ R

ψ̃(x) =

ˆ LS

0
∂e(µS(e) + CS)G(zS(e)− x) de+

ˆ LB

0
∂e(µB(e) + CB)G(zB(e)− x) de

= −
ˆ LS

0
(µS(e) + CS)∂e

(
G(zS(e)− x)

)
de−

ˆ LB

0
(µB(e) + CB)∂e

(
G(zB(e)− x)

)
de .
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So we need to compute

∇G(z(e)− x) ·
(
ze,1
ze,2

)
=

1

2L
(

cosh z2(e)−x2

L/(2π) − cos z1(e)−x1

L/(2π)

) ( sin z1(e)−x1

L/(2π)

sinh z2(e)−x2

L/(2π)

)
·
(
ze,1(e)
ze,2(e)

)

=− Im

[
− sinh z2(e)−x2

L/(2π) − i sin z1(e)−x1

L/(2π)

2L
(

cosh z2(e)−x2

L/(2π) − cos z1(e)−x1

L/(2π)

)ze(e)]

=− Im

[
1

2Li
cot
(z(e)− x

L/π

)
ze(e)

]
and we finally get

ψ̃(x) =

ˆ LS

0
(µS(e) + CS) Im

[
1

2Li
cot
(zS(e)− x

L/π

)
zS,e(e)

]
de

+

ˆ LB

0
(µB(e) + CB) Im

[
1

2Li
cot
(zB(e)− x

L/π

)
zB,e(e)

]
de

=−
ˆ LS

0
(µS(e) + CS) Im

[
1

2Li
cot
(x− zS(e)

L/π

)
zS,e(e)

]
de (2.20)

−
ˆ LB

0
(µB(e) + CB) Im

[
1

2Li
cot
(x− zB(e)

L/π

)
zB,e(e)

]
de .

As this formula is valid for any values of CB and CS , it holds true for CS = CB = 0
and besidesˆ LS

0
Im

[
1

2Li
cot
(x− zS(e)

L/π

)
zS,e(e)

]
de =

ˆ LB

0
Im

[
1

2Li
cot
(x− zB(e)

L/π

)
zB,e(e)

]
de = 0 .

For Section 3.3, it will be convenient to introduce the quantity

ΦS(e) = (φF + φA)(zS(e)) ,

which is complementary to µS , and which can be expressed thanks to the formula giving
φ and the limit formula (see Appendix A)

ΦS(e) =

ˆ LS

0
µS(e′) Re

[
1

Li
cot
(zS(e)− zS(e′)

L/π

)
zS,e(e

′)

]
de′

+

ˆ LB

0
µB(e′) Re

[
1

Li
cot
(zS(e)− zB(e′)

L/π

)
zB,e(e

′)

]
de′ .

Computing the limit for e′ → e , we note that the first integral is a classical integral of a
continuous function, where the extension for e′ = e is

−µS(e) Re
[ zS,ee(e)
πizS,e(e)

]
.
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Even if this integral could be well approximated by Riemann sum for smooth fluid surface,
it occurs that the following formula will be convenient to get non singular integrals, taking
advantage of the desingularization (2.16)

ΦS(e) =

ˆ LS

0
(µS(e′)− µS(e)) Re

[
1

Li
cot
(zS(e)− zS(e′)

L/π

)
zS,e(e

′)

]
de′

+

ˆ LB

0
µB(e′) Re

[
1

Li
cot
(zS(e)− zB(e′)

L/π

)
zB,e(e

′)

]
de′ (2.21)

which is then extended for e = e′ by zero.
We conclude this section with one last compatibility condition, which is not used in this

article but will be used in a forthcoming article.

Remark 2.3. The function z → φ − iψ̃ is harmonic in DB ∪ DF ∪ DA , then the integrals
along two curves going from left to right are the same if both curves are included in the
same connected component. With the limit at infinity, it is clear that

ˆ LS

0

(
φA(zS(e))− iψ̃(zS(e))

)
zS,e(e) de = −iL lim

x2→+∞
ψ̃ .

whereas ˆ LB

0

(
φB(zB(e))− iψ̃(zB(e))

)
zB,e(e) de = −iL lim

x2→−∞
ψ̃ = iL lim

x2→+∞
ψ̃ .

Inside the fluid we haveˆ LS

0

(
φF (zS(e))− iψ̃(zS(e))

)
zS,e(e) de =

ˆ LB

0

(
φF (zB(e))− iψ̃(zB(e))

)
zB,e(e) de .

By continuity of the stream function, we get
ˆ LS

0
µS(e)zS,e(e) de =

ˆ LS

0
(φF − φA)(zS(e))zS,e(e) de

=

ˆ LS

0

(
φF (zS(e))− iψ̃(zS(e))

)
zS,e(e) de

−
ˆ LS

0

(
φA(zS(e))− iψ̃(zS(e))

)
zS,e(e) de

=

ˆ LB

0

(
φF (zB(e))− iψ̃(zB(e))

)
zB,e(e) de+ iL lim

x2→+∞
ψ̃

=

ˆ LB

0
(φF − φB)(zB(e))zB,e(e) de+ 2iL lim

x2→+∞
ψ̃

=−
ˆ LB

0
µB(e)zB,e(e) de+ 2iL lim

x2→∞
ψ̃
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we thus have for all timeˆ LS

0
µS(e) Re

[
zS,e(e)

]
de = −

ˆ LB

0
µB(e) Re

[
zB,e(e)

]
de . (2.22)

Remark 2.4. The celebrated Dirichlet to Neumann operator in the Zakharov-Craig-Sulem
formulation [36, 15] is very close to the dipole derivation. For ϕ ∈ H1/2(ΓS) given, the

principle is indeed to find uR = ∇φF = ∇⊥ψ̃ such that

∆φF = 0 in DF , ∂nφF = 0 on ΓB , φF = ϕ on ΓS .

Extending as we did ψ̃ by continuity and defining φ, we can represent φ through the
singular representation formulation (2.18). Therefore, we should first find uniquely µS and
µB such that φB = 0 on ΓB and φF = ϕ on ΓS thanks to the limit formulas of Appendix A
(see (3.2) for this kind of application). With (µS , µB) found, we differentiate in order to
get (γ̃S , γ̃B) which allow us to construct uR (2.17), hence ∂nφF |ΓS again with the limit
formulas. This ends the definition of the Dirichlet to Neumann operator ϕ 7→ ∂nφF |ΓS .

3. Evolution of water-waves

The bottom zB and the constant part of the vorticity ω0 are initially given. At any
time, for a given (zv,j)j=1,...,Nv and zS , we have stablished in Section 2.1 the existence
of (γS , γB) or (µS , µB) from g . Conversely, from γS or µS , we will first show that there
is a unique γB or µB satisfying the boundary conditions at the bottom. We will thus
use Section 2.2 to get the velocity everywhere, and then deduce the displacements of the
point vortex and the free surface: ∂tzv,j and ∂tzS . The last step is to use the Euler or the
Bernoulli equations to determine ∂tγS or ∂tµS .

Therefore, if we know g initially, we can construct (γS,0, γB,0) or (γ̃S,0, γ̃B,0) such that
the corresponding velocity (2.14) or (2.17) verifies the correct boundary conditions. From
γ̃S,0 we will construct µS,0 as the primitive of γ̃S,0 with zero mean. For t > 0 , the main
numerical strategy can be summarized as

• for the vortex method:(
zS , (zv,j)j , γS

)
7→
(
zS , (zv,j)j , γS , γB

)
7→
(
∂tzS , (∂tzv,j)j , ∂tγS

)
;

• for the dipole method:(
zS , (zv,j)j , µS

)
7→
(
zS , (zv,j)j , µS , µB

)
7→
(
∂tzS , (∂tzv,j)j , ∂tµS

)
.

3.1. Determination of γ or µ from the boundary condition. The quantities zB , γ ,
ω0 , (γv,j)j are given by the initial conditions, and we want to solve

• (zS,0 , (zv,j,0)j , g0) 7→ γS,0 for the initial setting in the vortex formulation;
• (zS , (zv,j)j , γS) 7→ γB for every time step in the vortex formulation;
• (zS,0 , uω,γ,0 , g0) 7→ γ̃S,0 7→ µS,0 for the initial setting in the dipole formulation;
• (zS , uω,γ , µS) 7→ µB for every time step in the dipole formulation.
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3.1.1. Initial γS,0 for the vortex formulation. In many situation, such as solitary waves,
zB , zS , g = uF · n|ΓS , γ , ω0 and (γv,j , zv,j)j=1,...,Nv are known initially. By uniqueness
of the elliptic problem (see (2.6) with our extension (2.8)), we know that there exists a
unique pair (γS , γB) such that the normal velocity u ·n = − Im(û

zS,e
|zS,e|) verifies the proper

boundary condition on the free surface, i.e.

pv

ˆ LS

0
γS(e′) Im

[
zS,e(e)

2Li
cot
(zS(e)− zS(e′)

L/π

)]
de′

+

ˆ LB

0
γB(e′) Im

[
zS,e(e)

2Li
cot
(zS(e)− zB(e′)

L/π

)]
de′ = RHSV 0,S(e) ,

where

RHSV 0,S(e) =− g|zS(e)| −
ˆ
DF

Im

[
zS,e(e)

2Li
cot
(zS(e)− y

L/π

)]
ω0 dy

=− g|zS(e)| −
Nv∑
j=1

γv,j Im

[
zS,e(e)

2Li
cot
(zS(e)− zv,j

L/π

)]

− ω0

4π

ˆ LS

0
ln
(

cosh Im
zS(e)− zS(e′)

L/(2π)
− cos Re

zS(e)− zS(e′)

L/(2π)

)
Im

[
zS,e(e)zS,e(e′)

]
de′

+
ω0

4π

ˆ LB

0
ln
(

cosh Im
zS(e)− zB(e′)

L/(2π)
− cos Re

zS(e)− zB(e′)

L/(2π)

)
Im

[
zS,e(e)zB,e(e′)

]
de′ ;

on the bottom:
ˆ LS

0
γS(e′) Im

[
zB,e(e)

2Li
cot
(zB(e)− zS(e′)

L/π

)]
de′

+ pv

ˆ LB

0
γB(e′) Im

[
zB,e(e)

2Li
cot
(zB(e)− zB(e′)

L/π

)]
de′ = RHSV 0,B(e)

where

RHSV 0,B(e) =−
ˆ
DF

Im

[
zB,e(e)

2Li
cot
(zB(e)− y

L/π

)]
ω0 dy

=−
Nv∑
j=1

γv,j Im

[
zB,e(e)

2Li
cot
(zB(e)− zv,j

L/π

)]

− ω0

4π

ˆ LS

0
ln
(

cosh Im
zB(e)− zS(e′)

L/(2π)
− cos Re

zB(e)− zS(e′)

L/(2π)

)
Im

[
zB,e(e)zS,e(e′)

]
de′

+
ω0

4π

ˆ LB

0
ln
(

cosh Im
zB(e)− zB(e′)

L/(2π)
− cos Re

zB(e)− zB(e′)

L/(2π)

)
Im

[
zB,e(e)zB,e(e′)

]
de′ ,
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together with the circulation assumptions:ˆ LS

0
γS(e′) de′ = γ − ω0|DF | −

∑
j

γv,j

ˆ LB

0
γB(e′) de′ = −γ .

The existence and uniqueness of a solution is related to the operator B in [4], and
Section 4.3 will detail how these integrals can be discretized, ensuring that the resulting
matrices are invertible.

3.1.2. Time dependent γB for the vortex formulation. For any given time, knowing zB ,γ ,
ω0 , (γv,j)j=1,...,Nv from the initial conditions, we need to construct γB from zS , γS ,
(zv,j)j=1,...,Nv such that the normal velocity u ·n = − Im(û

zS,e
|zS,e|) satisfies the impermeabil-

ity boundary condition on the bottom. This problem is then simpler than the previous
one:

pv

ˆ LB

0
γB(e′) Im

[
zB,e(e)

2Li
cot
(zB(e)− zB(e′)

L/π

)]
de′ = RHSV B(e) (3.1)

where

RHSV B(e) =−
ˆ LS

0
γS(e′) Im

[
zB,e(e)

2Li
cot
(zB(e)− zS(e′)

L/π

)]
de′

−
ˆ
DF

Im

[
zB,e(e)

2Li
cot
(zB(e)− y

L/π

)]
ω0 dy

=−
ˆ LS

0
γS(e′) Im

[
zB,e(e)

2Li
cot
(zB(e)− zS(e′)

L/π

)]
de′

−
Nv∑
j=1

γv,j Im

[
zB,e(e)

2Li
cot
(zB(e)− zv,j

L/π

)]

− ω0

4π

ˆ LS

0
ln
(

cosh Im
zB(e)− zS(e′)

L/(2π)
− cos Re

zB(e)− zS(e′)

L/(2π)

)
Im

[
zB,e(e)zS,e(e′)

]
de′

+
ω0

4π

ˆ LB

0
ln
(

cosh Im
zB(e)− zB(e′)

L/(2π)
− cos Re

zB(e)− zB(e′)

L/(2π)

)
Im

[
zB,e(e)zB,e(e′)

]
de′ ,

together with the circulation assumptions:ˆ LB

0
γB(e′) de′ = −γ .

This problem is related to the vortex method in the case of an impermeable boundary.
The invertibility of this problem was studied in details in [4], and the discretization will
be described in Section 4.3.
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3.1.3. Initial µS,0 for the dipole formulation. Regarding the dipole formulation, we will of-
ten have to construct µS,0 knowing g = uF ·n|ΓS . As usual, zB , zS , γ , ω0 and (γv,j , zv,j)j=1,...,Nv

are initially given.
The first step is to construct uω,γ if (ω , γ) 6= (0 , 0) . As discussed in Section 2.1, we

choose

• in the case of the single-fluid water-waves equations with a flat bottom ΓB =
TL × {−h0} , to set

ûω,γ(x) =
γ

L
+

ˆ
D

1

2Li
cot
(x− y
L/π

)
(ω1DF + ω̃1DB )(y) dy

where ω̃(x1, x2) := −ω(x1,−x2 − 2h0) , hence, after two integrations by parts

ûω,γ(x) =
γ

L
+

1

2Li

Nv∑
j=1

γv,j

(
cot
(x− zv,j

L/π

)
− cot

(x− zv,j + 2ih0

L/π

))

+
ω0

4π

ˆ LS

0
ln
(

cosh Im
x− zS(e)

L/(2π)
− cos Re

x− zS(e)

L/(2π)

)
zS,e(e) de

− ω0

2π

ˆ LB

0
ln
(

cosh Im
x− zB(e)

L/(2π)
− cos Re

x− zB(e)

L/(2π)

)
zB,e(e) de

+
ω0

4π

ˆ LS

0
ln
(

cosh Im
x− zS(e) + 2ih0

L/(2π)
− cos Re

x− zS(e) + 2ih0

L/(2π)

)
zS,e(e) de .

• in the case of the single-fluid water-waves equations without vorticity, to set

ûω,γ(x) = Ĥ(x) =

ˆ LB

0
γB,H(e)

1

2Li
cot
(x− zB(e)

L/π

)
de

where γB,H is the unique solution of

pv

ˆ LB

0
γB,H(e′) Im

[
zB,e(e)

2Li
cot
(zB(e)− zB(e′)

L/π

)]
de′ = 0 ,

with ˆ LB

0
γB,H(e′) de′ = −2γ .

Indeed, ûω,γ constructed in this way has a circulation γ in DF ∪ ΓS ∪DA and −γ
in DB , which is compatible of the limit behavior of the stream function associated
to a vorticity which has no zero mean value (see Proposition 2.1).
• for all the other cases, to set

ûω,γ(x) =

ˆ LS

0
γS,ω,γ(e)

1

2Li
cot
(x− zS(e)

L/π

)
de+

ˆ LB

0
γB,ω,γ(e)

1

2Li
cot
(x− zB(e)

L/π

)
de

+

ˆ
DF

1

2Li
cot
(x− y
L/π

)
ω(y) dy
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where (γS,ω,γ , γB,ω,γ) is the unique solution of the system of Section 3.1.1 with
g = 0 , and where the last integral needs to be replaced with the formula when
ω = ω0 +

∑
γv,jδzv,j as we did in the previous paragraph.

In any case, given an expression of ûω,γ , we are looking first for γ̃S , γ̃B such that the
associated uR (2.17) solves the elliptic problem coming from (2.6), (2.7) and (2.9), i.e. we
consider the unique solution of

pv

ˆ LS

0
γ̃S(e′) Im

[
zS,e(e)

2Li
cot
(zS(e)− zS(e′)

L/π

)]
de′

+

ˆ LB

0
γ̃B(e′) ˜Im

[
zS,e(e)

2Li
cot
(zS(e)− zB(e′)

L/π

)]
de′ = −g|zS(e)|−Im

[
zS,e(e)ûω,γ(zS(e))

]
and

ˆ LS

0
γ̃S(e′) Im

[
zB,e(e)

2Li
cot
(zB(e)− zS(e′)

L/π

)]
de′

+ pv

ˆ LB

0
γ̃B(e′) Im

[
zB,e(e)

2Li
cot
(zB(e)− zB(e′)

L/π

)]
de′ = 0

together with the circulation assumptions

ˆ LS

0
γ̃S(e′) de′ =

ˆ LB

0
γ̃B(e′) de′ = 0 .

Of course, if we have chosen the third construction of ûω,γ , then we can replace

Im
[
zS,e(e)ûω,γ(zS(e))

]
by zero.

Finally, we set the initial value of µS as the anti-derivative of γ̃S with zero mean value

µS,0(e) =

ˆ e

0
γ̃S(e′) de′ − 1

LS

ˆ LS

0

ˆ e

0
γ̃S(e′) de′ de .

3.1.4. Time dependent µB for the dipole formulation. When the time evolves, we need,
for the dipole formulation, to construct µB from zS , µS , again knowing from the initial
data zB . This problem is very simple, as we know that the potential obtained from µB
and µS (see (2.18)) satisfies φB = 0 in DB. In particular, the limit of the potential (see
Appendix A) by below ΓB vanishes, which reads

1

2
µB(e) +

ˆ LB

0
µB(e′) Re

[
1

2Li
cot
(zB(e)− zB(e′)

L/π

)
zB,e(e

′)

]
de′

= −
ˆ LS

0
µS(e′) Re

[
1

2Li
cot
(zB(e)− zS(e′)

L/π

)
zS,e(e

′)

]
de′ (3.2)
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where the function in the left hand side integral is extended for e = e′ by

−µB(e) Re

[
1

2πi

zB,ee(e)

zB,e(e)

]
.

By uniqueness of µB satisfying such an equation, we state that it is enough to solve
it for µS given. This operator is different than the one in (3.1) and corresponds to the
operator A∗ in [4]. We will highlight in Section 4.3 that it is possible to interpret this
problem as a small perturbation of the identity, and its inverse will be obtained in the
form of a Neumann series.

Remark 3.1. This problem is easily stated as we are looking for µB such that φB = 0 below
the bottom, which is possible only if we have constructed uω,γ tangent to the bottom (2.9).

3.2. Displacement of the free surface. For the vortex formulation, we already have
γS and γB , whereas for the dipole formulation we simply construct them from µS and µB:
γ̃B = ∂eµB(e) and γ̃S = ∂eµS(e) .

With γS and γB , it is now possible from (2.14) to compute the velocity anywhere.
We recall that the tangential velocity is discontinuous at the water-air interface (see the
discussion below (2.8)). We can thus assume that the free surface is moving as

∂tzS(t, e) = αuF (t, zF (e)) + (1− α)uA(t, zF (e))

with a parameter α ∈ [0, 1] . Of course, by continuity of the normal component, the
evolution of the free surface does not depend on the choice of α . It is however an interesting
parameter from a numerical point of view. The choice of α can, for example, allow us to
vary the resolution at the tip of a breaking wave.

The limit formulas of Appendix A give

∂tzS(t, e) =

ˆ LS

0

γS(e′)zS,e(e)− γS(e)zS,e(e
′)

zS,e(e)

1

2Li
cot
(zS(e)− zS(e′)

L/π

)
de′

+

ˆ LB

0
γB(e′)

1

2Li
cot
(zS(e)− zB(e′)

L/π

)
de′

+
2α− 1

2

γS(e)

zS,e(e)
+

Nv∑
j=1

γv,j
2Li

cot
(zS(e)− zv,j

L/π

)
+
ω0

4π

ˆ LS

0
ln
(

cosh Im
zS(e)− zS(e′)

L/(2π)
− cos Re

zS(e)− zS(e′)

L/(2π)

)
zS,e(e′) de′

− ω0

4π

ˆ LB

0
ln
(

cosh Im
zS(e)− zB(e′)

L/(2π)
− cos Re

zS(e)− zB(e′)

L/(2π)

)
zB,e(e′) de′ .

(3.3)
This formula highlights that the dependence on α appears only through a tangent vector

field γS(e)
|zS,e(e)|zS,e(e) .
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The displacement of the point vortices is an obvious application of this formula. For all
i = 1, . . . , Nv ,

∂tzv,i(t) =

ˆ LS

0
γS(e′)

1

2Li
cot
(zv,i − zS(e′)

L/π

)
de′ +

ˆ LB

0
γB(e′)

1

2Li
cot
(zv,i − zB(e′)

L/π

)
de′

+

Nv∑
j=1, j 6=i

γv,j
2Li

cot
(zv,i − zv,j

L/π

)
+
ω0

4π

ˆ LS

0
ln
(

cosh Im
zv,i − zS(e′)

L/(2π)
− cos Re

zv,i − zS(e′)

L/(2π)

)
zS,e(e′) de′

− ω0

4π

ˆ LB

0
ln
(

cosh Im
zv,i − zB(e′)

L/(2π)
− cos Re

zv,i − zB(e′)

L/(2π)

)
zB,e(e′) de′ .

In the case of the dipole formulation, we simply use (2.17) to get uR everywhere. We
thus need the expression of uω,γ , see Section 3.1.3 for these formula depending on the
physical setting. In particular, we notice that often, we do not have the velocity in the
air, hence we should only consider the case

∂tzS(t, e) = uF (t, zF (e))

which makes sense for the single-fluid water-waves equations. We thus write

∂tzS(t, e) =

ˆ LS

0

γ̃S(e′)zS,e(e)− γ̃S(e)zS,e(e
′)

zS,e(e)

1

2Li
cot
(zS(e)− zS(e′)

L/π

)
de′

+

ˆ LB

0
γ̃B(e′)

1

2Li
cot
(zS(e)− zB(e′)

L/π

)
de′ +

1

2

γ̃S(e)

zS,e(e)
+ ûω,γ(zS(e)) ,

where the last formula of ûω,γ in Section 3.1.3 has to be desingularized when x = zS(e) as
we did in the previous formula (3.3).

It is worth stressing that some freedom is left on the choice of α , which will not affect
the shape of the solution, but only the tangential distribution of points on the interface.

In the case of the bi-fluid problem, we have constructed uω,γ tangent to free surface, it
is thus more natural to include the parameter α

∂tzS(t, e) =

ˆ LS

0

γ̃S(e′)zS,e(e)− γ̃S(e)zS,e(e
′)

zS,e(e)

1

2Li
cot
(zS(e)− zS(e′)

L/π

)
de′

+

ˆ LB

0
γ̃B(e′)

1

2Li
cot
(zS(e)− zB(e′)

L/π

)
de′ +

2α− 1

2

γ̃S(e)

zS,e(e)
+ αûω,γ(zS(e)) .

(3.4)

3.3. Bernoulli equation and dipole formulation. Writing u = uω,γ+∇φF , the Euler
equations takes the form

∇
[
∂tφF +

1

2
|u|2

]
+ ∂tuω,γ + (curl u)u⊥ = −∇

[pF
ρF

+ gx2

]
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where ρF is the density of the fluid and g is the gravity acceleration. Hence in the
neighborhood of the free surface where the vorticity is contant, the Euler equations can
be reduced to the modified Bernoulli equation

∂tφF +
1

2
|∇φF + uω,γ |2 + φt,ω,γ − ω0(ψω,γ + ψ̃F ) = −pF

ρF
− gx2 ,

with ψω,γ the stream function of uω,γ and φt,ω,γ the potential of ∂tuω,γ
2.

Remark 3.2. For all the examples given above, the difficult component to express is the
stream function associated to the constant part. This is because it is not obvious how to
express

´
DF G(x− y) dy as an integral over the boundaries. Hence, it is easier to assume

ω0 = 0 which remove the presence of ψω,γ .
We should also observe that the potential φt,ω,γ is even more complicated to obtain.

Therefore, in the sequel, we only consider stationary uω,γ where we can forget ∂tuω,γ and
φt,ω,γ . Of course, this implies that we also assume γv,j = 0 , hence ω = 0 and we can
replace uω,γ with uγ .

From now on, we will restrict our attention to the following two situations for the dipole
formulation:

• the bi-fluid and the single fluid water-waves equations without circulation and
vorticity, (i.e. uγ = 0);
• the single fluid water-waves equations with circulation and without vorticity, (i.e.

uγ = γe1/L for the flat bottom and uγ = H , initially constructed for other
bottom).

For the bi-fluid water-waves equations, we also consider the Bernoulli equation in the
air

∂tφA +
1

2
|∇φA|2 = −pA

ρA
− gx2 .

For the single-fluid water-waves equations, the density of the air is neglected and the
pressure in the air is constant.

It is useful to count here boundary conditions for the fluid domain DF . At the bottom
boundary ΓB the normal component of the flow vanishes, which provides the needed
boundary condition. At the top boundary ΓS , in the bi-fluid problem both the normal
component of velocity and the pressure are continuous with that is the air domain DA
above, across the boundary ΓS . These two continuity relations are thus enough to close
the fluid system in DF (morally the number of jump conditions needed at the boundary
between two domains is n1 + n2, where n1 and n2 are the numbers of outer conditions
required for the PDE solution in domains 1 and 2 respectively). The single-fluid water-
waves problem, corresponds to the limit of a vanishing density for the air. The two jump
conditions on ΓS are then replaced by a single boundary condition on pressure p = 0,
which again is enough to close the Euler system in DF .

2Such a potential exits in the neighborhood of the free surface, because curl ∂tuω,γ = ∂tω0 = 0 and by
the conservation of circulation.
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In any case, we need to relate pA and pF . In the presence of surface tension, the pressure
is not continuous and a pressure jump is achieved, which is directly related to the surface
curvature κ

[pn] = (pA − pF )n = −σκn . (3.5)

The surface tension coefficient σ is here related to capillary effects (e.g., [26, §9.1.2]).
Setting the atmospheric pressure to 0 for the single-fluid equations, we consider the

limit of the Bernoulli equation at the interface

∂t

(
φF (zS(e))

)
− ∂tzS(e) · (∇φF )(zS(e)) +

1

2
|∇φF + uγ |2(zS(e))

= − σ

ρF
κ(zS(e))− gzS,2(e) ,

hence we get

1

2
∂tµS(e) =

1

2
∂t

(
φF (zS(e))

)
− 1

2
∂t

(
φA(zS(e))

)
= ∂t

(
φF (zS(e))

)
− 1

2
∂tΦS(e)

=− 1

2
∂tΦS(e) + ∂tzS(e) · (∇φF )(zS(e))− 1

2
|∇φF + uγ |2(zS(e)) (3.6)

− σ

ρF
κ(zS(e))− gzS,2(e) .

For the bi-fluid water-waves equation without circulation, we need to consider the
Bernoulli equation in the air, hence performing the difference we get

∂tµS(e) + ∂tzS(e) · (∇φA −∇φF )(zS(e)) +
1

2

(
|∇φF |2 − |∇φA|2

)
(zS(e))

=
ρF − ρA
ρFρA

pF (zS(e))− σ

ρA
κ(zS(e)) ,

whereas the sum gives

∂tΦS(e)− ∂tzS(e) · (∇φA +∇φF )(zS(e)) +
1

2

(
|∇φF |2 + |∇φA|2

)
(zS(e))

= −ρF + ρA
ρFρA

pF (zS(e)) +
σ

ρA
κ(zS(e))− 2gzS,2(e) .

We remove the pressure by multiplying the second equation by the Atwood number

Atw =
ρF − ρA
ρF + ρA

(3.7)

and finally obtain

1

2
∂tµS(e) =− Atw

2
∂tΦS(e) +

1

2
∂tzS(e) · ((Atw + 1)∇φF + (Atw − 1)∇φA)(zS(e))

− 1

4

(
(Atw + 1)|∇φF |2 + (Atw − 1)|∇φA|2

)
(zS(e))

− (Atw + 1)σ

2ρF
κ(zS(e))− gAtwzS,2(e) (3.8)
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because Atw−1
ρA

= −2
ρF+ρA

= −Atw+1
ρF

. Even if the derivation differs, it is worth stressing

that the single-fluid water-waves equations without circulation are recovered when setting
Atw = 1 in the above equation.

We have already derived the expression for ∂tzS(e) and in the similar way for ∇̂φF (zS(e))

and ∇̂φA(zS(e)) , our next step is to compute ∂tΦS(e) . From (2.21)

∂tΦS(e)

2
=

ˆ LS

0
(∂tµS(e′)− ∂tµS(e)) Re

[
1

2Li
cot
(zS(e)− zS(e′)

L/π

)
zS,e(e

′)

]
de′

+

ˆ LB

0
∂tµB(e′) Re

[
1

2Li
cot
(zS(e)− zB(e′)

L/π

)
zB,e(e

′)

]
de′

+

ˆ LS

0
(µS(e)− µS(e′)) Re

[
π

2L2i
sin−2

(zS(e)− zS(e′)

L/π

)
(∂tzS(e)− ∂tzS(e′))zS,e(e

′)

]
de′

+

ˆ LS

0
(µS(e′)− µS(e)) Re

[
1

2Li
cot
(zS(e)− zS(e′)

L/π

)
∂tzS,e(e

′)

]
de′

−
ˆ LB

0
µB(e′) Re

[
π

2L2i
sin−2

(zS(e)− zB(e′)

L/π

)
∂tzS(e)zB,e(e

′)

]
de′ (3.9)

where the third right hand side integral concerns a continuous function whose value for
e′ = e is

µS,e(e) Re

[
1

2πi

∂tzS,e(e)

zS,e(e)

]
whereas in the fourth integral the extension is

−µS,e(e) Re

[
1

2πi

∂tzS,e(e)

zS,e(e)

]
which is exactly opposite to the first one, and then can be omitted.

Finally, substituting (3.9) into (3.6) or (3.8), yields an equation of the form

A∗S [∂tµS ](e) + CD[∂tµB](e) = GD,1(e) ,

where the operator AS is the same kind of operator as in (3.2) (see Section 4.3 for an
explanation on how to discretize such an operator, the discrete expressions of AS , CD and
GD,1 are given in Appendix B).

As the above equation involves ∂tµB , we derive another equation differentiating (3.2)
with respect to time:
ˆ LS

0
∂tµS(e′) Re

[
zS,e(e

′)

2Li
cot
(zB(e)− zS(e′)

L/π

)]
de′

+
1

2
∂tµB(e) +

ˆ LB

0
∂tµB(e′) Re

[
zB,e(e

′)

2Li
cot
(zB(e)− zB(e′)

L/π

)]
de′
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= −
ˆ LS

0
µS(e′) Re

[
∂tzS,e(e

′)

2Li
cot
(zB(e)− zS(e′)

L/π

)]
de′

−
ˆ LS

0
µS(e′) Re

[
πzS,e(e

′)∂tzS(e′)

2L2i
sin−2

(zB(e)− zS(e′)

L/π

)]
de′

which gives an equation of the form

DD[∂tµS ](e) +A∗B[∂tµB](e) = GD,2(e)

where A∗B is precisely the same operator as on the left hand side of (3.2), which was
already inverted. From this equation, we have

∂tµB = A∗−1
B

[
GD,2 −DD[∂tµS ]

]
which means that ∂tµS will be obtain by solving(

A∗S − CDA∗−1
B DD

)
[∂tµS ] = GD,1 − CDA∗−1

B GD,2 . (3.10)

We will discuss in Section 4.3 that A∗S − CDA
∗−1
B DD can be seen as a perturbation of a

simple matrix, though not the identity. The discrete version is also given in Appendix B.

3.4. Euler equation and vortex formulation. In [6], the authors differentiate the
equation for ∂tµ (3.8) to get the equation for ∂tγ . This is difficult to justify because the
kernels in the integrals are singular. Let us also stress that such a derivation yields a
vortex formation which should only be used without circulation, i.e. with zero mean value
for γS,0 .

Alternatively, we write the Euler equations in DF

∂tuF + (uF · ∇)uF =
−∇pF
ρF

− ge2 .

For the single-fluid water-waves equation, we have ∇pA = 0 , whereas for the bi-fluid
water-waves equations we also write the Euler equations in DA

∂tuA + (uA · ∇)uA =
−∇pA
ρA

− ge2 .

As for the dipole formulation, we need to relate the pressures on both sides of the
interface using the continuity of the normal component of the stress tensor at the interface
(3.5). This implies by differentiating with respect to e

zS,e(e) · (∇pA −∇pF )(zS(e)) = −σ d

de

(
κ(zS(e))

)
.

So we need to consider the limit of the tangential part of the Euler equations at the
interface.

For the single-fluid water-waves equations, one can simply replace zS,e(e) · ∇pF (zS(e))

by σ d
de

(
κ(zS(e))

)
and obtain

∂t

(
uF (zS(e)) · zS,e(e)

)
+
[(

(uF (zS(e))− ∂tzS(e)) · ∇
)
uF (zS(e))

]
· zS,e(e)
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− uF (zS(e)) · ∂tzS,e(e) = − σ

ρF

d

de

(
κ(zS(e))

)
− gzS,e,2 .

In order to introduce ∂tγS , we use

ΨS(e) :=(uF + uA)(zS(e)) · zS,e(e)

=pv

ˆ LS

0
γS(e′) Re

[
zS,e(e)

Li
cot
(zS(e)− zS(e′)

L/π

)]
de′

+

ˆ LB

0
γB(e′) Re

[
zS,e(e)

Li
cot
(zS(e)− zB(e′)

L/π

)]
de′

+

Nv∑
j=1

γv,j Re

[
zS,e(e)

Li
cot
(zS(e)− zv,j

L/π

)]

+
ω0

2π

ˆ LS

0
ln
(

cosh Im
zS(e)− zS(e′)

L/(2π)
− cos Re

zS(e)− zS(e′)

L/(2π)

)
Re
[
zS,e(e)zS,e(e′)

]
de′

− ω0

2π

ˆ LB

0
ln
(

cosh Im
zS(e)− zB(e′)

L/(2π)
− cos Re

zS(e)− zB(e′)

L/(2π)

)
Re
[
zS,e(e)zB,e(e′)

]
de′

so by the definition of γS (2.12), we write

1

2
∂tγS(e) =∂t

(
uF (zS(e)) · zS,e(e)

)
− 1

2
∂tΨS(e)

=− 1

2
∂tΨS(e)−

[(
(uF (zS(e))− ∂tzS(e)) · ∇

)
uF (zS(e))

]
· zS,e(e) (3.11)

+ uF (zS(e)) · ∂tzS,e(e)−
σ

ρF

d

de

(
κ(zS(e))

)
− gzS,e,2 .

For the bi-fluid formulation, we proceed as for the dipole formulation, i.e.

• we compute from both Euler equations

∂tγS(e) = ∂t

(
uF (zS(e)) · zS,e(e)

)
− ∂t

(
uA(zS(e)) · zS,e(e)

)
;

• we express in the same way

∂tΨS(e) = ∂t

(
uF (zS(e)) · zS,e(e)

)
+ ∂t

(
uA(zS(e)) · zS,e(e)

)
;

• we replace zS,e(e) · ∇pA(zS(e)) by zS,e(e) · ∇pF (zS(e))− σ d
de

(
κ(zS(e))

)
;

• we remove the pressure term by multiplying the second equation by the Atwood
number (3.7), and by adding the two equations, and we use Atw−1

ρA
= −2

ρF+ρA
=

−Atw+1
ρF

.

In the end, we get a slightly modified equation for ∂tγS(e):

1

2
∂tγS(e) =− Atw

2
∂tΨS(e)− 1 +Atw

2

[(
(uF (zS(e))− ∂tzS(e)) · ∇

)
uF (zS(e))

]
· zS,e(e)
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+
1−Atw

2

[(
(uA(zS(e))− ∂tzS(e)) · ∇

)
uA(zS(e))

]
· zS,e(e)− gAtwzS,e,2

(3.12)

+
(1 +Atw

2
uF −

1−Atw
2

uA

)
(zS(e)) · ∂tzS,e(e)−

(1 +Atw)σ

2ρF

d

de

(
κ(zS(e))

)
which coincides with the first one when we set Atw = 1 .

We may simplify the second and third right hand side terms by(
(uF (zS)− ∂tzS) · ∇

)
uF (zS) = (1− α)

γS
|zS,e|2

(
zS,e · ∇

)
uF (zS)

= (1− α)
γS
|zS,e|2

∂e

(
uF (zS)

)
,(

(uA(zS)− ∂tzS) · ∇
)
uA(zS) = −α γS

|zS,e|2
(
zS,e · ∇

)
uA(zS) = −α γS

|zS,e|2
∂e

(
uA(zS)

)
.

We then substitute the computation of ∂tΨS (see Appendix C) into (3.11) or (3.12) to
get an equation of the form

AS [∂tγS ](e) + CV [∂tγB](e) = GV,1(e)

where AS is the adjoint operator of A∗S in the dipole formulation, see Section 4.3 for
properties of these operators.

Finally, we differentiate with respect to time (3.1) to get an equation of the form

DV [∂tγS ](e) +BB[∂tγB](e) = GV,2(e)

where the conservation of circulation
´
∂tγB = 0 is included in the last line of the dis-

cretization. This allows to obtain ∂tγS by solving(
AS − CVB−1

B DV

)
[∂tγS ] = GV,1 − CVB−1

B GV,2 . (3.13)

Again, the discrete forms are given in Appendix C.

Remark 3.3. In [4], we have developed a method referred to as the “fluid charge method”.
In this method, after retrieving uω,γ we have written uR = ∇φF and solved the Laplace
problem with homogeneous Neumann boundary condition on ΓB. This method relies on
an extension of φ in DB by continuity. We can establish that

∇̂φ(x) =

ˆ LS

0
σS(e)

1

2L
cot
(x− zS(e)

L/π

)
de+

ˆ LB

0
σB(e)

1

2L
cot
(x− zB(e)

L/π

)
de ,

where

σS(e) := |zS,e(e)|[ lim
z∈DA→zS(e)

∂nφ− lim
z∈DF→zS(e)

∂nφ]

σB(e) := |zB,e(e)|[ lim
z∈DF→zB(e)

∂nφ− lim
z∈DB→zB(e)

∂nφ] = −|zB,e(e)|[ lim
z∈DB→zB(e)

∂nφ] .

Indeed, in this formulation, the tangential part is continuous whereas the normal part
has a jump. Therefore, we can adapt Section 3.1 to find σB such that uR satisfies the
impermeability condition on ΓB. Note that this problem is related to the inversion of the
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operator A in [4]. Next, we can use the previous formula to get the displacement of the
free surface in terms of σS .

Unfortunately, in the case of Water waves, we do not have an equation for ∂tσS . In
Sections 3.3 and 3.4, we have used the continuity of the normal component of the stress
tensor (3.5). For the dipole formulation, this equation on pF − pA provides the con-
nexion between the two Bernoulli equations and allows to get an equation on ∂tµS =
1
2∂t

(
φF (zS(e))

)
− 1

2∂t

(
φA(zS(e))

)
. For the vortex formulation, a differentiation along the

free surface of this relation on pF − pA yields an equation on zS,e(e) · (∇pA−∇pF )(zS(e)).
This establishes a connexion between the tangential part of the two Euler equations. Here,
it is important that γS corresponds to the jump of the tangential velocities. In the fluid
charge method, σS corresponds to the jump of the normal velocities. To get an equation
for ∂tσS , we would thus need a relation for zS,e(e)

⊥ · (∇pA − ∇pF )(zS(e)), i.e. a sort of
continuity of the normal derivative of the normal component of the stress tensor, which
has no physical meaning. Note that, defining the velocity above the free surface such that
the normal component has a jump implies that it does not corresponds to the air velocity.

Let us note that Baker in [6, Equation (4.4)] considered either the vortex or dipole
formulation for the free surface combined with the fluid charge method at the bottom.
Because of the extension of ψ above the fluid and φ below the fluid domain, Proposition 2.1
cannot be applied to such a formulation. For this reason, we have chosen in the previous
sections to consider the same formulation for the free surface and for the bottom.

3.5. The deep-water case. It is easy to derive a deep-water formulation removing contri-
butions from the bottom. Following line by line the previous sections without the presence
of DB and ΓB, i.e. assuming that the fluid domain is infinite in the vertical direction, we
can get the following model

• the dipole formulation for the bi-fluid water-waves equations without vorticity and
circulation, where the velocity is given by γS = ∂eµS . The equation verifyed by
∂tµS stays exactly (3.8), but dropping all terms involving µB in the expression
(3.9) for ∂tΦS . This yields

A∗S [∂tµS ](e) = GD,1(e) ,

where GD,1 is giving in (B.1) where we remove uγ and µB;
• the dipole formulation for the single-fluid water-waves equations with circulation

and without vorticity, where uγ = γ
Le1 and γ̃S = ∂eµS . The equation verified

by ∂tµS stays exactly (3.6), but again dropping all terms involving µB in the
expression (3.9) for ∂tΦS . This yields

A∗S [∂tµS ](e) = GD,1(e) ,

where GD,1 is giving in (B.1) where we remove µB and replace Atw by 1 and uγ
by γ

Le1 ;
• the vortex formulation with circulation and where the vorticity is composed of

point vortices (no constant part). The velocity is given by γS and the equation
verified by ∂tγS stays exactly (3.12), but dropping all terms involving γB in the
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expression for ∂tΨS , see Appendix C. This yields

AS [∂tγS ](e) = GV,1(e) .

Let us note that the equations obtained in this case are very close to [6, Equations (2.14)-
(2.17)], but where we have used the desingularization (2.21), which allows us to justify
the derivatives and to handle only classical integrals. In this earlier article, principal value
integrals with x sin−2 x singularities may be a cause of numerical instabilities.

4. Numerical discretization

4.1. Time integration. Whereas most earlier numerical studies on water waves breaking
used high-order Runge-Kutta integrators [3, 7, 32], we preferred to restrict our study to
a second order in time, but symplectic integrator for harmonic oscillators. We use the
so-called Verlet integrator, which amounts to using a staggered grid in time, and preserves
the hamiltonian structure of harmonic oscillators.

The governing equations take the form

∂tX = G(Z,X) , ∂tZ = F (Z,X) ,

where X ≡ γ in the vortex formulation and X ≡ µ in the dipole formulation. F and G
denote here non-linear differential operators. These are discretized in the form

Xn+1/2 −Xn−1/2 = ∆tG(Zn, Xn) , Zn+1 − Zn = ∆t F (Zn+1/2, Xn+1/2) .

The right-hand-side of the first equation involves Xn which is not known and that of the
second equation similarly involves the unknown Zn+1/2 . These are respectively constructed
as 2Xn ' Xn+1/2 +Xn−1/2 and 2Zn+1/2 ' Zn+1 +Zn and calculated using a fixed point
relaxation.

We observed numerically that this symplectic integrator offers better stability properties
than standard Runge-Kutta integrator and yields remarkable conservation properties on
test cases (see Section 5).

4.2. Shifted grids in space. Besides the use of a staggered mesh in time, a staggered
mesh is space can also be used. This approach was for example used and fully justified
(via a mathematical demonstration) in [4] to enforce impermeability boundary conditions.

Shifted grids are also used here for the free surface. Our aim is to avoid regularization
techniques and yet desingularize the integrals involved in the computation. We reformu-
lated all singular integrals as regular ones using relation (2.16) (see also Appendix A). The
resulting integral is now non-singular, but can only be defined at the former singularity
as a continuous prolongation. This extension necessarily involves higher order derivatives,
which can induce some numerical errors when the curvature becomes large (i.e. in a situ-
ation relevant to wave breaking). Evaluating the integrals on a shifted dual grid resolves
this problem as the function is at worse evaluated half a grid point away from the former
singularity. The integral eventually needs to be interpolated on the original grid for time
stepping. This introduces some numerical smoothing, which is however entirely controlled
by the grid size and thus vanishes in the limit of a large number of points. Finally, all
derivatives in space, with respect to e, in the discrete expressions are evaluated thanks to
second order finite difference formula.
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4.3. Discretization and inversion of singular operator by Neumann series. One
of the main numerical difficulties lies in the resolution of linear systems with matrices
related to singular kernel operators. If it is well known that continuous operators are
invertible [16], the relevant discretization, the invertibility and the convergence of the
discret operators are recently studied in [4]. The notation A , B and their adjoints A∗ , B∗

come from Equation (3.1) in this article, where the relation and the inversion is based on
Poincaré-Bertrand formula concerning the inversion of Cauchy integrals, see [4, Section 3]
for the full details.

Given an arc-length parametrization : [0, LB]→ ΓB , if

0 = eB,1 < eB,2 < · · · < eB,N < LB

are close to the uniform distribution θi = (i− 1)LB/NB, then the matrix A∗B,N appearing
to compute µB, see Section 3.1.4, defined as

A∗B,N (i, j) =
LB
NB

Re

[
1

2Li
cot
(zB(eB,i)− zB(eB,j)

L/π

)
zB,e(eB,j)

]
∀i 6= j ∈ [1, NB]× [1, NB] ,

A∗B,N (i, i) =
1

2
− LB
NB

Re

[
1

2πi

zB,ee(eB,i)

zB,e(eB,i)

]
∀i ∈ [1, NB] ,

is invertible and can be seen as a perturbation of 1
2 I2. It is thus a well conditioned matrix,

see for instance [4, Section 8.3]. It can be inverted very efficiently by a Neumann series.
We refer to [4, Section 8], in particular Theorem 8.1 therein where the convergence rate
is given.

Namely, we write

A∗B,N =
1

2
(IN −RB,N ), ‖RB,N‖ < 1 ,

which implies that

A∗−1
B,N = 2(IN −RB,N )−1 = 2

+∞∑
k=0

RkB,N .

In view of a fixed point procedure, we denote RB,N := −2A∗B,N + IN , and

Un+1 = 2
n+1∑
k=0

RkB,N = RB,N

(
2

n∑
k=0

RkB,N

)
+ 2IN = RB,NUn + 2IN , U0 = 2IN .

Indeed, the distance between Un+1 and Un controls the error

‖A∗−1
B,N − Un‖ = 2‖

+∞∑
k=n+1

RkB,N‖ 6 2‖Rn+1
B,N‖

1

1− ‖RB,N‖
=
‖Un+1 − Un‖
1− ‖RB,N‖

.

Concerning the computation of ∂tµS , we have noticed in Section 3.3, see (3.10), that
we should invert

AD,N := A∗S,N − CD,NA∗−1
B,NDD,N ,

where CD,N and DD,N account for the interactions between the bottom and the free

surface. If it was established that A∗B,N is a perturbation of 1
2 INS , it is not the case of
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AD,N because of the asymptotic behavior of CD,N and DD,N when the free surface is far
away the bottom. Indeed, studying the behavior when zS − zB = iX + o(X) for large
X ∈ R+, we get from the definition of CD,N and DD,N that

(CD,N )i,j = Atw
LB
NB

Re

[
1

2Li
cot
(zS(i)− zB(j)

L/π

)
zB,e(j)

]
= Atw

LB
NB

Re

[
1

2Li
− izB,e(j)

]
+ o(1)

= −AtwdeB
Re zB,e(j)

2L
+ o(1).

and

(DD,N )i,j =
LS
NS

Re

[
1

2Li
cot
(zB(i)− zS(j)

L/π

)
zS,e(j)

]
= deS

Re zS,e(j)

2L
+ o(1).

Using the decomposition of A∗S,N = 1
2(INS−RS,N ) and A∗−1

B,N = 2(INB +R̃B,N ) we conclude
that

AD,N =
1

2
INS +

AtwdeBdeS
2L2

(
Re zB,e(j)

)
i,j

(
Re zS,e(j)

)
i,j

+ R̂B,N + o(1)

=
1

2
INS +

AtwdeBdeS
2L2

( NB∑
k=0

Re zB,e(k) Re zS,e(j)
)
i,j

+ R̂B,N + o(1)

=
1

2
INS +

AtwdeS
2L2

(
Re zS,e(j) Re

ˆ LB

0
zB,e(e) de

)
i,j

+ R̂B,N + o(1)

=
1

2
INS +

AtwdeS
2L

(
Re zS,e(j)

)
i,j

+ R̂B,N + o(1) =
1

2
ÃN + R̂B,N + o(1).

We are then first interested in inverting such matrices

Ã = INS + (aj)i,j .

Lemma 4.1. If 1 +
∑

k ak 6= 0, then Ã is invertible and we have

Ã−1 = INS −
1

1 +
∑
ak

(aj)i,j .

Proof. It is enough to check that the right hand side matrix is the right inverse to Ã,
namely

Ã
(

INS −
1

1 +
∑
ak

(aj)i,j

)
= INS + (aj)i,j −

1

1 +
∑
ak

(aj)i,j −
1

1 +
∑
ak

(aj)
2
i,j

= INS +

(
aj(1 +

∑
ak)

1 +
∑
ak

− aj
1 +

∑
ak
− aj

∑
ak

1 +
∑
ak

)
i,j

= INS .

�
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In our case, we have

1 +
∑

aj = 1 +
AtwdeS
L

∑
j

Re zS,e(j)

= 1 +
Atw
L

Re

ˆ LS

0
zS,e(e) de+ o(1) = 1 +Atw + o(1)

(4.1)

which is non zero for the single-fluid formulation where Atw = 1 , but also for for the
bi-fluid water-waves equations where Atw > −1 if ρF > 0.

By the previous lemma and (4.1), we naturally set

Ã := INS +
AtwdeS
L

(
Re zS,e(j)

)
i,j
, Ã−1 := INS −

AtwdeS
L(1 +Atw)

(
Re zS,e(j)

)
i,j

and

R := INS − 2Ã−1AD,N ,
so that

AD,N =
1

2
Ã(INS −R) ,

where we have neglected the error made in (4.1).

We then have for ‖R‖ < 1 (because AD,N = 1
2Ã+ o(1))

∂tµS = A−1
D,NRHS = 2(INB −R)−1Ã−1RHS = 2

+∞∑
k=0

RkÃ−1RHS.

which can be written as a fixed point procedure

un+1 = 2
n+1∑
k=0

RkÃ−1RHS = R
(

2
n∑
k=0

RkÃ−1RHS
)

+ 2Ã−1RHS

= Run + u0, u0 = 2Ã−1RHS .

Concerning the vortex method, we need to inverse BB,N which appears in the determi-
nation of γB in the vortex formulation, see Sections 3.1.1, 3.1.2, 3.1.3. Such an operator
is related to the classical vortex method in domains with boundaries, see the operator B
in [4, Section 3]. The discrete version

BB,N (i, j) =
LB
NB

Im

[
zB,e(ẽB,i)

2Li
cot
(zB(ẽB,i)− zB(eB,j)

L/π

)]
∀(i, j) ∈ [1, NB − 1]× [1, NB] ,

BB,N (NB, j) =
LB
NB
∀j ∈ [1, NB] ,

is invertible if ẽB,i ∈ (eB,i, eB,i+1) are close to a uniform distribution θ̃i = (θi + θi+1)/2 .

Moreover [4, Theorem 2.1] states that γB,N = B−1
B,NRHSV B,N is a good approximation of

γB . Even though it is invertible, the matrix is not well-conditioned and cannot be seen
as a Neumann series, except relating B−1 to A−1 through [4, Equations (3.19) & (3.22)].
However, this step only needs to be performed once at the beginning of the numerical
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integration (since this matrix does not evolve with time). It is thus worth inverting it
accurately.

The last matrix to inverse is

AV,N := AS,N − CV,NB−1
B,NDV,N

to compute ∂tγS , see (3.13), which can be also inverted by Neumann series as we did for
AD,N .

5. Numerical results and convergence

In order to compare and validate the various numerical approaches, we have considered
three different initial conditions and test cases when the bottom is flat ΓB = TL×{−h0}.
In all test cases, we used NS = NB = N . While simulations were performed using different
values of the Atwood number, we report here simulations with Atw = 1 , which can be
compared with existing solutions. The parameter α was set to α = 1, implying that
the point are advected tangentially at the velocity of the lower fluid. Also all test cases
presented here include a flat bottom (though the cases of infinite depth or variable bottom
can also be handle using the same code). The simulations are made non-dimensional, with
a length-scale based on the water depth, such that h0 = 1, and a time-scale based on
gravity, such that g = 1 .

We will numerically investigate the stability of our scheme in a few test cases. We
will then validate the numerically obtained solutions against analytical solutions, when
available. When not available, we will simply check convergence to an N independent
solution in the limit of large N . Another useful validation concerns conserved quantities.
The first thing to be checked is the conservation of mass

M(t) :=ρFVolDF (t) = ρF

¨
DF (t)

div

(
0
x2

)
dx = ρF

ˆ
∂DF (t)

(
0
x2

)
· ñ dσ(x)

=ρF

ˆ LS

0
zS,2(e)zS,e,1(e) de− ρF

ˆ LB

0
zB,2(e)zB,e,1(e) de

and the total energy

E(t) :=
1

2

¨
DF (t)

ρF |u|2 +

¨
DF (t)

ρF gx2 =
ρF
2

¨
DF (t)

∇φF · ∇⊥ψ +
ρF g

2

¨
DF (t)

div

(
0
x2

2

)
dx

=− ρF
2

ˆ LS

0
Re
[
ûF (zS(e))zS,e(e)

]
ψ(zS(e)) de+

ρF
2

ˆ LB

0
Re
[
ûF (zB(e))zB,e(e)

]
ψ(zB(e)) de

+
ρF g

2

ˆ LS

0
z2
S,2(e)zS,e,1(e) de− ρF g

2

ˆ LB

0
z2
B,2(e)zB,e,1(e) de

where the expression of ûF and ψ, given in (2.14) and (2.20), has to be considered with
the limit formulas of Appendix A.

We also successfully checked conserved integrals for domains with horizontal symmetries
[1] (not detailed here).
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5.1. Case 1: linear water waves. The first test case we consider is that of simple waves
of small amplitude, it takes the form provided by Stokes at first order

η(t, x) = A cos(kx− ωt) , Φ(t, x, y) = A
ω

k

cosh k(y + h0)

sinh kh0
sin(kx− ωt) , (5.1)

with ω =
√
gk tanh kh0 , and ux = ∂xΦ , uy = ∂yΦ .

Our initial condition is thus

η0(x) = A cos(kx) , u · n = A sin kx
√
gk tanh kh0 . (5.2)

We also consider Stokes waves at second order, where the initial data is slightly modified:

η0(x) = A cos(kx) + kA2 3− tanh2 kh0

4 tanh3 kh0

cos(2kx) ,

u · n =
A sin kx

√
gk tanh kh0√

1 + k2A2 sin2(kx)

(
1 +

kA

tanh kh0
cos(kx)

)
.

In our simulations, we used u · n as boundary condition to numerically find γ0 and µ0

(see § 3.1.1 and § 3.1.3). This contrasts with [6] whom provides the analytical expression
for both γ and µ in the limit of a vanishing amplitude. This distinction is small at this
stage, but turns out to be important at later stage (see our third test case below).

We consider numerically a wave number k = 1, and a domain of horizontal extend
L = 2π . We integrate our simulations for a time tf = 10 k/ω . We introduce a CFL-
number

CFL = min(|żS |∆t/(|zS,e| de)) ,

based on the lagrangian velocity of the points sampling the interface. We have checked that
our numerical code is stable for a CFL-number CFL 6 CFL∗, we observed numerically
that CFL∗ ∈ [0.25, 0.5) . We can then test the convergence of our numerical solution by
varying the spatial resolution N . In order to keep temporal truncation error, we then
used CFL 6 1/10 . Convergence is then assessed by comparing the final state to the
initial condition ‖z(tf )− z(0)‖∞. The resulting errors for waves of amplitudes A = 10−2

and A = 10−3 respectively are represented in Figure 2(a,b). The error, defined in L∞-
norm, decreases with increasing resolution to a value which decreases with the amplitude
of the wave. This can be interpreted as the signature of weak non-linear corrections.
Interestingly, the vortex and the dipole methods are indistingishible in these graphs.

5.2. Case 2: solitary waves. Our second test case concerns solitary waves. We consider
here an extension of solitary waves to a periodic domain. This involves the cnoidal wave
solution for the Green-Naghdi equation.

To present this solution, first we define the Jacobi elliptic functions cn(u,m) := cosϕ(u,m)
as the inverse of the elliptic integral

u(ϕ,m) :=

ˆ ϕ

0

dθ√
1−m sin2 θ
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(a) (b)

Figure 2. Convergence of the numerical integration after 10 revolution
periods, for simple waves with amplitude (a) 0.01 and (b) 0.001. The black
dashed curve corresponds to the first order simple wave, whereas the solid
red curve corresponds to the second order Stokes solution. The vortex and
the dipole methods are indistinguishable in these graphs.

where m ∈ (0, 1). We also need the complete elliptic integral of the first and second kind:

K(m) :=

ˆ π
2

0

dθ√
1−m sin2 θ

and E(m) :=

ˆ π
2

0

√
1−m sin2 θ dθ .

For a given period L, amplitudeA and depth h0 , we determine the nonlinearity parameter
m ∈ (0, 1) verifying the following dispersion relation

AL2 =
16

3
mK2(m)

h2
0

g
c2(m),

where the velocity c is given by

c(m) :=

√
gh0

(
1 +

η1(m)

h0

)(
1 +

η2(m)

h0

)(
1 +

η3(m)

h0

)
with

η1(m) := −A
m

E(m)

K(m)
, η2(m) :=

A

m

(
1−m− E(m)

K(m)

)
, η3(m) :=

A

m

(
1− E(m)

K(m)

)
.

Once m is obtained, the Green-Naghdi soliton is then defined by the surface elevation

η(t, x) = η2 +A cn2
(2K(m)

L
(x− ct),m

)
.

As it translates to the right with velocity c, we write

u · n|(0,x,η(0,x)) = −c ∂xη(0, x)√
1 + |∂xη(0, x)|2

,

which uniquely defines γ0 and µ0, see § 3.1.1 and § 3.1.3.
For more details on cnoidal waves, we refer to [12, 23], and references therein.
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We consider numerically a domain of large extend to allow for a localized solitary wave,
and choose L = 40π . For an amplitude A = 0.1 , we computed a circulation γ = 3 10−3 .
We checked numerically that setting γ = 0 did not alter the solution in this case (i.e. the
circulation is weak enough not to affect the solution). The results are presented in figure 3.
Figure 3(a) highlights the modification induced on the above initial condition after one
full period, i.e. t∗ = L/c ' 124.23. The difference (represented in dashed blue) appears
dominated by an correction on the velocity c, presumably due to higher order correction
terms. We performed simulations up to t = 10 t∗ which confirmed that no change of shape
is observed, but the phase lag with the analytical solution increases with time.

Both methods appear stable in time and no significant change on the numerical solution
was observed when the time-step was reduced by a factor of 2 .

The numerical convergence of both methods is demonstrated on figure 3(b). Here the
solitons are localized and a small difference of phase velocity yields a large L∞-norm, not
reflecting the actual distance between the two curves. We thus use a discrete Hausdorff
distance between two solutions to measure the error (see Fig. 3.b):

E = dH(z1, z2) ≡ max

(
max
i

(min
j

(|z1(i)− z2(j)|)),max
j

(min
i

(|z1(i)− z2(j)|))
)
, (5.3)

where both curves were interpolated using 217 ' 130.000 points in order to identify accu-
rately enough the closer points on both curves.

Both methods exhibit an approximately second order convergence in space (as high-
lighted by the black dotted line). Both the vortex and the dipole methods yield very good
results on this test case as well.

For this rather long integration (up to t = t∗ ' 124.23), we observe that the volume
is conserved up to fluctuations of the order of 10−8 and the total energy (kinetic and
potential) is very weakly dissipated (or the order of 10−4 over the full period).

5.3. Case 3: wave breaking. Finally we turned to a strongly non-linear problem, that
of a wave breaking. We consider a flat bottom and a mean water depth h = 1. We consider
an initial interface of the form

η0(x) = A cos(kx) with A =
1

2
and k = 1 . (5.4)

Our initial velocity stems from (5.2) but is now used with large amplitude. In doing so
it is important to relax the approximation n ' ey . We start with (5.1) which yields the
initial condition on velocity

ux = ∂xΦ = A

√
gk

tanh kh
cos kx , uy = ∂yΦ = A

√
gk tanh kh sin kx .

Using expression of the normal

n =
1√

1 + (∂xη)2

(
−∂xη

1

)
=

1√
1 + k2A2 sin2 kx

(
kA sin kx

1

)
,
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(a)

 

(b)

Figure 3. (a) The initial solitary wave (dashed black) and the numerical
integration with N = 2048 using the dipole formulation up to t = 124.23,
i.e. after one revolution of the analytical solution. (b) Convergence of the
dipole method (blue) and vortex method (red). The error, measured using
the Hausdorff distance, for a given resolution N is computed relative to
N = 2048 for the same method at time t = 124.23. The black dotted
line illustrates second order convergence. The full computational domain
extends to L = 40π .

we get

u · n =
A sin kx

√
gk tanh kh√

1 + k2A2 sin2 kx

(
1 + k A

1

tanh kh
cos kx

)
(5.5)

which resumes to (5.2) in the limit of vanishing amplitudes. It is interesting to note that
this differs from [6], whom used the γ0 and µ0 constructed from the small amplitude
approximation.

It should also be stress that the construction of a sensible initial condition at large am-
plitude (wave breaking) from the simple wave analytics is necessarily based on simplifying
assumption as there is no analytical solution in this strongly non-linear limit.

This situation is in a fully non-linear regime and more challenging numerically than the
two previous test cases.

We observed here, as reported by [6], that for fully-nonlinear configuration the vortex
method is unstable to a high wave number instability. As the resolution is increased
and higher wave number are resolved, the integration time before an instability occures
decreases (see first column in table 1).

Such is not the case (again as stressed by [6]) for the dipole method, for which the
integration time is fairly independent of the resolution (see second column in table 1).

As we have shown in the first two cases, both the vortex method and the dipole method
are stable and can be used in situations involving a small to moderate curvature. In the
case of huge curvature (such as wave-breaking), the vortex method becomes impractical
and does not converge (as the stability decreases with increasing resolution).
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Vortex Dipole OEC−dipole F−vortex
256 2.40 3.02 3.06 2.81
512 2.03 3.04 3.37 2.80
1024 1.73 3.13 3.39 2.86
2048 1.15 3.10 3.60 2.93

Table 1. Final integration time before the occurence of a numerical insta-
bility for various numerical schemes (the F-vortex method is introduced in
§ 6.1). We also integrated the OEC-dipole formulation with 4096 points and
obtained a stable solution (nearly undistinguishable from the 2048 points
simulation) until t = 3.61.

For both methods, we observed that the Volume and total energy are conserved up to
less than 1% .

The case of the dipole method is not quite as severe, but we observe a numerical in-
stability at a time independent of N , well before the splash occurs. The instability of
the dipole method appears to develop first in the form of points approaching each other
in the direction tangent to the interface, in a manner similar to the so called ‘phan-
tom traffic jam’ instability. In order to delay the formation of this instability, we in-
troduced an ‘odd-even coupling’ (OEC) at the end of each time-step in the form of an
arbitrary regularization on µ by replacing at the end of each time step, ∂tµS(ek) with
(∂tµS(ek−1) + 2∂tµS(ek) + ∂tµS(ek+1)) /4 . Using this approach we could extend the inte-
gration time by nearly 10% (see table 1).

For large grids, this coupling procedure does not alter the simulations on the first
two test-cases such as simple waves or solitary waves, but does stabilise the numerical
integration of wave breaking

The OEC approach introduces a stabilisation, which however does not affect the overall
convergence of the scheme (see figure 4) and which vanishes continuously in the limit of
large grids.

It is worth stressing that contrary to other regularization techniques previously used on
this problem (and discussed in the following section), the above OEC does not involve any
arbitrary small parameter ε other than the grid space. This approach is thus free of the risk
to present results with vanishing distance between points and yet a finite regularization.

The curves marking the interface between water and air, are generally not graphs for
this test-case. We thus stick to the discrete Hausdorff distance between two curves, see
(5.3), to measure the error (see Figs. 4 and 5).

It is worth stressing that the very same test case has been recently investigated using
the Navier-Stokes equations and a Finite Element discretization, and that convergence
has been achieved to the solution portrayed on Fig. 5.a as the Reynolds number is in-
creased [31].
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(a) (b)

Figure 4. Convergence of the dipole method (a) and of the OEC-dipole
(b). In both cases the reference solution is that obtained with the dipole
method for N = 2048 . The error, measured by the Hausdorff distance, is
represented at time t = 1.00 (solid blue), t = 2.00 (dashed red) and time
t = 3.00 (dot dashed green). The dotted black curve indicates second order
decrease.

6. Comparison with regularization strategies

6.1. Fourier filtering for the vortex method. Since the Vortex methods appears
unstable (see Barker 1982 and table 1), some Fourier filtering can be introduced. The
strategy of a filtered Vortex method is for example followed by [3].

The filtering corresponds to a product in Fourier space of both zS and γS with a filter
function. We used here the filter function introduced in [7] (see eq. (2.14) in this reference)

F̂ =
1

2
− 1

2
tanh

(
2 |k|π/NS − ξ0

d

)
.

Two parameters are introduced in the above. ξ0 locates the centre of the transition zone
(usually some fraction of π) and d controls the width of the transition zone. Following [7],
we used ξ0 = π/4 and d = π/40.

The Fourier filtered method (referred to as ‘F-vortex’ in the text) yields a increased
stability and thus longer integration. Remarkably the final time of integration for the F-
vortex method is independent of N (see table 1 and the method does converge see Fig. 6(a).
Despite the simulation has been extended in time far beyond the unfiltered vortex method,
the solution does converge (to first order) to that of the dipole method, see Fig. 6(b). The
final integration time however remains shorter than for the dipole method (let alone the
OEC-dipole method).

The use of ξ0 = π/4 in the above tests (guided by [7]) yields an ‘effective’ resolution
of approximately N/4 , (though with a larger stability than the pure vortex method with
N/4). Increasing the cut-off frequency, say to ξ0 = π/2 instead of ξ0 = π/4 yields a less
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(a)

(b)

(c) (d)

Figure 5. (a) Times evolution of the breaking wave with N = 4096 and
the OEC-dipole discretization from the 1

2 cos(x) profile at t = 0 (see (5.4)–
(5.5)) to the splash at t ' 3.6. (b) Plots at time t = 1, t = 2, t = 3, t = 3.6.
(c) Solutions using the OEC-dipole discretization with 256 points (dashed
blue) and 4096 points (solid red) at time t=3.0. (d) Convergence of the
OEC-dipole toward the OEC-dipole N = 4096 curve used as reference at
time t = 1.0 (solid blue), t = 2.0 (dashed red) and time t = 3.0 (dot dashed
green). The dotted line indicates the exact second order convergence slope.
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(a) (b)

Figure 6. Convergence of the F-vortex method at time t = 2.75 ; (a)
compared to N = 2048 with the same method. (b) compared to the dipole
method with N = 2048 . The dotted black line indicates second order
convergence.

stable scheme. The observed time for instability with ξ0 = π/2 was t = 2.64 for N = 512
and t = 2.24 for N = 1024 .

We should also stress that [7] introduced, in the case of a very stiff initial data, a
filtering on the dipole method. This interesting approach stabilizes the dipole method,
thus allowing for longer time integration.

6.2. Curve-offset method. Another approach to regularise the boundary integral con-
sists in considering that the vortices are located at a finite distance above the free surface
(e.g. [13, 33, 34, 32]). This finite offset prevents any singularity in the integration as the
vortices are fictiously located at

(Xj , Yj) = (xj , yj) + Ld n with Ld = δL/N .

While no singularity can occur with this technics, the kernel in the vortex formulation takes
the form cot(π(xs,i − xv,j)/L) where (xs,i) are located on the free surface whereas (xv,i)
are located a finite distance above the free surface. It is finite but of order cot(πLd/L) ,
which becomes large when Ld is small.

This method is largely discussed in [32, p. 928] where the author introduces Ld , but
also a second regularization which consists in replacing the Green kernel G(xs,i, xv,j),
behaving as ln |xs,i − xv,j | (see (2.1)), with ln |xs,i − xv,j | + b where b is not necessarily
small (b ∈ [0; 10 000]). The above b term is difficult to justify from a mathematical point
of view, and not quite a small perturbation.

Instead of the above procedure, we consider a regularization inspired from the vortex-
blob method. We thus introduce a second regularizing parameter εN > 0 replacing the
previous kernel functions by cot(π(xs,i − xv,j)/L+ εN n).

In practice, when testing this approach, we have considered the Ld regularization (finite
distance of the vortices from the interface) and a parameter εN on the form of the blob
method (i.e. regularizing the kernel). Following [32], we explicitely relate Ld to 1/N . Also
εN is taken to vanish as 1/N to try to assess the convergence properties of this approach.
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We present in Fig. 7 the numerical simulations performed with the curve-offset method
applied to the vortex formulation. We used (5.2) as initial condition. This configuration
corresponds to the wave breaking and the results should be compared with those of Fig. 5.

We considered four different regularizations weights, namely Ld = L/N εN = 1/2N ,
Ld = 2L/N εN = 1/2N , Ld = L/2N εN = 1/2N , Ld = L/N εN = 1/4N . We report
the various numerical solutions at t = 3.68 in Fig. 7(a,b). We first note that all curves
are significantly different from the results presented in Fig. 5. The wave is much slower
with the regularization. The unregularized method, for which we observed convergence
toward the Euler solution on various test cases, has already reached splashing at that
time. The shape of the obtained numerical solution also strongly depends on Ld , but
only weakly on εN (the green and black curves being extremely close to another). We
performed further tests, which confirmed the weak influence of the εN regularization on
the numerical solution.

A puzzling property of this approach is that, for a given choice of regularization, say
Ld = L/N εN = 1/2N , some convergence is achieved as N is increased (see Fig. 7c).
Yet the numerical curve then converges toward a curve which could seem plausible, but
significantly differs from the unregularized solution. A final concern with this approach
is that the total energy of the wave is not conserved (and varies by ∼ 30% through the
simulation).

7. Discussion

We derived a numerical strategy to discretize inviscid water waves in the case of over-
turning interfaces (i.e. when the water-air interface is not a graph). We showed that this
discretisation can be used up to the splash (i.e. when the interface self intersects). No
filtering or regularisation were introduced other than numerical discretisation. In the most
severe case of a splashing wave, an odd-even coupling was introduced, as the numerical
truncation, it vanishes in the limit of a large number of points.

This formulation opens the way for further studies. In particular, we want to study
the possibility of a finite-time singularity formation at the tip of a breaking wave. No
singularity was observed with the initial condition considered here. We also want to
investigate the effect of an abrupt jump in water height. Finally, the triple interface of
water, air and land (i.e. the sloping beach problem) still needs to be addressed.
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(a)

(b) (c)

Figure 7. Simulations of wave breaking with initial condition (5.2) using
the curve-offset method. In graphs (a) and (b), profiles of the interface
obtained with N = 512 at time t = 3.68 with Ld = L/N , εN = 1/2N
(black), with Ld = 2L/N εN = 1/2N (blue), with Ld = L/2N εN = 1/2N
(red), and with Ld = L/N εN = 1/4N (green). (c) Evolution of the
Hausdorff error, between N=2048 and N=256, 512, 1024, at time t = 1.0
(solid blue), t = 2.0 (dashed red) and time t = 3.0 (dot dashed green). The
dotted line indicates an ideal N−2 scaling.

Appendix A. Cotangent kernel

We begin this appendix by relating the cotangent kernel and the usual kernel in R2 .
Let f a L-periodic real function and z a curve verifying z(e+ L) = z + L , then

K̂R2 [|ze|−1f ](x) =
1

2πi

ˆ ∞
−∞

1

x− z(e′)
f(e′) de′ =

1

2πi

ˆ L

0

+∞∑
k=−∞

1

x− z(e′)− Lk
f(e′) de′

=
1

2πLi

ˆ L

0

+∞∑
k=−∞

1
1
L(x− z(e′))− k

f(e′) de′

=
1

2Li

ˆ L

0
cot
(x− z(e′)

L/π

)
f(e′) de′
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because it is well known for x ∈ (0, 1) that

π cot(πx) = lim
N→∞

N∑
k=−N

1

x+ n
=

1

x
+ lim
N→∞

N∑
k=1

2x

x2 − n2

which can be extended to C \ Z by unicity of the analytic extension. This computation
can be found in several formal derivation to get the Biot-Savart formula without using the
Green kernel in TL × R , see for instance [3].

The limit of Cauchy integrals from above provides

lim
s→0+

1

2Li

ˆ L

0
cot
(x− z(e′)

L/π

)
f(e′) de′

∣∣∣
x=z(e)+sn

=
1

2Li
pv

ˆ L

0
cot
(z(e)− z(e′)

L/π

)
f(e′) de′ − 1

2

f(e)

ze(e)

and from below we have

lim
s→0−

1

2Li

ˆ L

0
cot
(x− z(e′)

L/π

)
f(e′) de′

∣∣∣
x=z(e)+sn

=
1

2Li
pv

ˆ L

0
cot
(z(e)− z(e′)

L/π

)
f(e′) de′ +

1

2

f(e)

ze(e)
.

From this formula, we recover that the tangential component u · τ = Re(ûτ) has a jump,
whereas the normal component u · n = − Im(ûτ) is continuous.

We can also note that
´ L

0 Re
[
ze(e)
2Li cot

(
z(e)−z(e′)

L/π

)]
f(e′) de′ is actually a classical integral

whereas pv
´ L

0 Im
[
ze(e)
2Li cot

(
z(e)−z(e′)

L/π

)]
f(e′) de′ only makes sense in terms of principal

value.
As usual concerning desingularization of the principal value, we first note that

pv

ˆ L

0
ze(e

′) cot
(z(e)− z(e′)

L/π

)
de′ =

L

π
pv

ˆ ∞
−∞

ze(e
′)

z(e)− z(e′)
de′ (A.1)

=− L

π
lim
ε→0+

([
ln
(
z(e)− z(e′)

)]e−ε
−∞

+

[
ln
(
z(e)− z(e′)

)]+∞

e+ε

)

=− L

π
lim
ε→0+

lim
S→∞

((
(ln(ερ) + iθ)− lnS

)
+
(

lnS + iπ − (ln(ερ) + iθ + iπ)
))

= 0

where z(e)− z(e± ε) = −± εze(e) = −± ερeiθ , hence we can always write

pv

ˆ
cot
(z(e)− z(e′)

L/π

)
f(e′)de′ =

ˆ
cot
(z(e)− z(e′)

L/π

)f(e′)ze(e)− f(e)ze(e
′)

ze(e)
de′

which is now a classical integral of a continuous function.
For more details on singular integral, we refer to [28, 24, 17], see [4, Sect. 3] for a brief

summary.
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Appendix B. Discrete operators for the dipole formulation

For zB(i) := zB(eB,i) , zS(i) := zS(eS,i) and µS(i) := µS(eS,i) given, we construct the
matrix A∗B,N

A∗B,N (i, j) =
LB
NB

Re

[
1

2Li
cot
(zB(i)− zB(j)

L/π

)
zB,e(j)

]
∀i 6= j ∈ [1, NB]× [1, NB] ,

A∗B,N (i, i) =
1

2
− LB
NB

Re

[
1

2πi

zB,ee(i)

zB,e(i)

]
∀i ∈ [1, NS ] ,

and FD,N

FD,N (i) = −
NS∑
j=1

LS
NS

µS(j) Re

[
zS,e(j)

2Li
cot
(zB(i)− zS(j)

L/π

)]
∀i ∈ [1, NB] .

We set µB = (A∗B,N )−1FD,N . This operation corresponds to (3.2).

Next, we compute γB = ∂eµB(e) , γS = ∂eµS(e) , next ∂tzS , ∇̂φF (zS(e)) and ∇̂φA(zS(e))

where we could extend in the integral on ΓS for e′ = e by
γS(e)zS,ee(e)− γS,e(e)zS,e(e)

2πiz2
S,e(e)

.

We compute A∗S,N as

A∗S,N (i, j) = Atw
LS
NS

Re

[
1

2Li
cot
(zS(i)− zS(j)

L/π

)
zS,e(j)

]
∀i 6= j ∈ [1, NS ]× [1, NS ] ,

A∗S,N (i, i) =
1

2
−Atw

LS
NS

∑
j 6=i

Re

[
1

2Li
cot
(zS(i)− zS(j)

L/π

)
zS,e(j)

]
∀i ∈ [1, NS ] ,

next

CD,N (i, j) = Atw
LB
NB

Re

[
1

2Li
cot
(zS(i)− zB(j)

L/π

)
zB,e(j)

]
∀(i, j) ∈ [1, NS ]× [1, NB] .

and finally

DD,N (i, j) =
LS
NS

Re

[
1

2Li
cot
(zB(i)− zS(j)

L/π

)
zS,e(j)

]
∀(i, j) ∈ [1, NB]× [1, NS ] .

Concerning the right hand side term, we compute

GD,1,N (i) =

−Atw
∑
j 6=i

LS
NS

(µS(i)− µS(j)) Re

[
π

2L2i
sin−2

(zS(i)− zS(j)

L/π

)
(∂tzS(i)− ∂tzS(j))zS,e(j)

]

−Atw
∑
j 6=i

LS
NS

(µS(j)− µS(i)) Re

[
1

2Li
cot
(zS(i)− zS(j)

L/π

)
∂tzS,e(j)

]
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+Atw

NB∑
j=1

LB
NB

µB(j) Re

[
π

2L2i
sin−2

(zS(i)− zB(j)

L/π

)
∂tzS(i)zB,e(j)

]
(B.1)

+
1

2
Re

[
∂tzS(i)

(
(Atw + 1)∇̂φF (zS(i)) + (Atw − 1)∇̂φA(zS(i))

)]

− 1

4

(
(Atw + 1)|(∇̂φF + ûγ)(zS(i))|2 + (Atw − 1)|∇̂φA(zS(i))|2

)
− (Atw + 1)σ

2ρF
κ(zS(i))− gAtw Im zS(i) ,

for all i ∈ [1, NS ] , whereas

GD,2,N (i) =−
NS∑
j=1

LS
NS

µS(j) Re

[
1

2Li
cot
(zB(i)− zS(j)

L/π

)
∂tzS,e(j)

]

−
NS∑
j=1

LS
NS

µS(j) Re

[
π

2L2i
sin−2

(zB(i)− zS(j)

L/π

)
∂tzS(j)zS,e(j)

]

for all i ∈ [1, NB] .

Remark B.1. It could seem strange that the diagonal terms in A∗S,N are of a different
nature than those in A∗B,N . It is in fact the same, because we can make use of Appendix A

to rewrite (3.2) in the form

1

2
µB(e) +

ˆ LB

0
(µB(e′)− µB(e)) Re

[
1

2Li
cot
(zB(e)− zB(e′)

L/π

)
zB,e(e

′)

]
de′

= −
ˆ LS

0
µS(e′) Re

[
1

2Li
cot
(zB(e)− zS(e′)

L/π

)
zS,e(e

′)

]
de′ ,

for which we would defined

A∗B,N (i, i) =
1

2
− LB
NB

∑
j 6=i

Re

[
1

2Li
cot
(zB(i)− zB(j)

L/π

)
zB,e(j)

]
∀i ∈ [1, NS ]

and we recover the same expression by the discretization of desingularization rule (A.1)

LB
NB

∑
j 6=i

Re

[
1

2Li
cot
(zB(i)− zB(j)

L/π

)
zB,e(j)

]
− LB
NB

Re

[
1

2πi

zB,ee(i)

zB,e(i)

]
= 0 .

We can therefore use either of these formulations, but it is more interesting to avoid the
second derivative zS,ee , which tends to destabilize the numerical code when the curvature
of the interface becomes large. As the bottom boundary does not depend on time, we can
retain the expression in terms of zB,ee .
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This relation could be also used in the extension for ∂tzS mentioned above replacing
LS
NS

γS(i)zS,ee(i)− γS,e(i)zS,e(i)
2πiz2

S,e(i)
with

LS
NS

γS(i)

zS,e(i)

∑
j 6=i

1

2Li
cot
(zS(i)− zS(j)

L/π

)
zS,e(j)−

LS
NS

γS,e(i)

2πizS,e(i)
.

Unfortunately, this does not improve the stability of the code. The method explained in
§ 4.2 with the shifted grids in space allows us to avoid γS,e , which would appear by the
extension by continuity.

Appendix C. Discrete operators for the vortex formulation

First, we give the precise equation for the vortex formulation, then we give the discret
version of the operators.

We compute

1

2
∂tΨS(e) =

ˆ LS

0
Re

[
∂tγS(e′)zS,e(e)− ∂tγS(e)zS,e(e

′)

2Li
cot
(zS(e)− zS(e′)

L/π

)]
de′

+

ˆ LB

0
∂tγB(e′) Re

[
1

2Li
cot
(zS(e)− zB(e′)

L/π

)
zS,e(e)

]
de′

−
ˆ LS

0
Re

[
π
γS(e′)zS,e(e)− γS(e)zS,e(e

′)

2L2i
sin−2

(zS(e)− zS(e′)

L/π

)
(∂tzS(e)− ∂tzS(e′))

]
de′

+

ˆ LS

0
Re

[
γS(e′)∂tzS,e(e)− γS(e)∂tzS,e(e

′)

2Li
cot
(zS(e)− zS(e′)

L/π

)]
de′

+

ˆ LB

0
γB(e′) Re

[
1

2Li
cot
(zS(e)− zB(e′)

L/π

)
∂tzS,e(e)

]
de′

−
ˆ LB

0
γB(e′) Re

[
π

2L2i
sin−2

(zS(e)− zB(e′)

L/π

)
∂tzS(e)zS,e(e)

]
de′

+

Nv∑
j=1

γv,j Re

[
∂tzS,e(e)

2Li
cot
(zS(e)− zv,j

L/π

)
−
πzS,e(e)∂tzS,e(e)

2L2i
sin−2

(zS(e)− zv,j
L/π

)]

+
ω0

4π

ˆ LS

0
ln
(

cosh Im
zS(e)− zS(e′)

L/(2π)
− cos Re

zS(e)− zS(e′)

L/(2π)

)
× Re

[
∂tzS,e(e)zS,e(e′) + zS,e(e)∂tzS,e(e′)

]
de′

− ω0

ˆ LS

0
Im

[
∂tzS(e)− ∂tzS(e′)

2Li
cot
(zS(e)− zS(e′)

L/π

)]
Re
[
zS,e(e)zS,e(e′)

]
de′
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− ω0

4π

ˆ LB

0
ln
(

cosh Im
zS(e)− zB(e′)

L/(2π)
− cos Re

zS(e)− zB(e′)

L/(2π)

)
Re
[
∂tzS,e(e)zB,e(e′)

]
de′

+ ω0

ˆ LB

0
Im

[
∂tzS(e)

2Li
cot
(zS(e)− zB(e′)

L/π

)]
Re
[
zS,e(e)zB,e(e′)

]
de′

where we have used the relation on the cotangent (2.15).
Every integrals are classically defined, in particular the functions can be extended by

continuity for e = e′ in the third integral by

Re

[
γS(e)zS,ee(e)− γS,e(e)zS,e(e)

2πiz2
S,e(e)

∂tzS,e(e)

]
and in the fourth one by

Re

[
γS(e)∂tzS,ee(e)− γS,e(e)∂tzS,e(e)

2πizS,e(e)

]
,

which can be simplified by a part in the extension of the third integral. We can replace the

term zS,ee in the extension of the second integral by replacing LS
NS

Re

[
γS(i)zS,ee(i)

2πiz2
S,i(e)

∂tzS,e(i)

]
by

LS
NS

∑
j 6=i

Re

[
γS(i)

z2
S,i

∂tzS,e(i)
1

2Li
cot
(zS(i)− zS(j)

L/π

)
zS,e(j)

]
.

Unfortunately, it is more complicated to replace ∂tzS,e and ∂tzS,ee because differentiating
the previous relation would introduce an additional sin−2 term. The first integral has to
be replaced by ˆ LS

0
Re

[
∂tγS(e′)zS,e(e)

2Li
cot
(zS(e)− zS(e′)

L/π

)]
de′ ,

where the continuous function is extended for e = e′ by zero.
These computations provide the explicit expression for GV,1 . We can note that the

many terms disappear when considering the single-fluids formulation, i.e. the α = 1 and
Atw = 1 case.

For the expression of GV,2 , we get

GV,2(e) =−
ˆ LS

0
γS(e′) Im

[
πzB,e(e)∂tzS(e′)

2L2i
sin−2

(zB(e)− zS(e′)

L/π

)]
de′

−
Nv∑
j=1

γv,j Im

[
π
zB,e(e)∂tzv,j

2L2i
sin−2

(zB(e)− zv,j
L/π

)]

− ω0

4π

ˆ LS

0
ln
(

cosh Im
zB(e)− zS(e′)

L/(2π)
− cos Re

zB(e)− zS(e′)

L/(2π)

)
Im

[
zB,e(e)∂tzS,e(e′)

]
de′
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− ω0

ˆ LS

0
Im

[
∂tzS(e′)

2Li
cot
(zB(e)− zS(e′)

L/π

)]
Im

[
zB,e(e)∂tzS,e(e′)

]
de′ .

Concerning the numerical approximation, for zB(i) := zB(eB,i) , zS(i) := zS(eS,i) and
γS(i) := γS(eS,i) given, we set z̃B(i) := (zB(eB,i) + zB(eB,i+1))/2 for i = 1, . . . , NB − 1 to
construct the matrix BB,N

BB,N (i, j) =
LB
NB

Im

[
z̃B,e(i)

2Li
cot
( z̃B(i)− zB(j)

L/π

)]
∀(i, j) ∈ [1, NB − 1]× [1, NB] ,

BB,N (NB, j) =
LB
NB
∀j ∈ [1, NB] ,

The discretization of RHSV 0,B,N and RHSV B,N are clear, replacing every zB(e) by z̃B(i) ,

and where the last component is −γ . We deduce γB = B−1
B,NRHSV B,N .

Next, we compute ∂tzS , ûF (zS(e)) and ûA(zS(e)) where we could extend in the integral

on ΓS for e′ = e by
γS(e)zS,ee(e)− γS,e(e)zS,e(e)

2πiz2
S,e(e)

, and we compute the derivative with

respect to e .
We compute AS,N as

AS,N (i, j) =Atw
LS
NS

Re

[
1

2Li
cot
(zS(i)− zS(j)

L/π

)
zS,e(i)

]
∀i 6= j ∈ [1, NS ]× [1, NS ] ,

AS,N (i, i) =
1

2
∀i ∈ [1, NS ] ,

next

CV,N (i, j) = Atw
LB
NB

Re

[
1

2Li
cot
(zS(i)− zB(j)

L/π

)
zS,e(i)

]
∀(i, j) ∈ [1, NS ]× [1, NB] .

and finally

DV,N (i, j) =
LS
NS

Im

[
1

2Li
cot
( z̃B(i)− zS(j)

L/π

)
z̃B,e(i)

]
∀(i, j) ∈ [1, NB − 1]× [1, NS ] ,

DV,N (NB, j) = 0 ∀j ∈ [1, NS ] .
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Linéaire, 35(3):751–779, 2018.

[2] T. Alazard, N. Burq, and C. Zuily. On the Cauchy problem for gravity water waves. Invent. Math.,
198(1):71–163, 2014.

[3] D. M. Ambrose, R. Camassa, J. L. Marzuola, R. M. McLaughlin, Q. Robinson, and J. Wilkening.
Numerical algorithms for water waves with background flow over obstacles and topography. Adv
Comput Math, 48, 2022.

[4] D. Arsénio, E. Dormy, and C. Lacave. The Vortex Method for Two-Dimensional Ideal Flows in
Exterior Domains. SIAM J. Math. Anal., 52(4):3881–3961, 2020.



INVISCID WATER-WAVES 51

[5] G. Baker. Generalized vortex methods for free-surface flows. In R. E. MEYER, editor, Waves on Fluid
Interfaces, pages 53–81. Academic Press, 1983.

[6] G. R. Baker, D. I. Meiron, and S. A. Orszag. Generalized vortex methods for free-surface flow problems.
J. Fluid Mech., 123:477–501, 1982.

[7] G. R. Baker and C. Xie. Singularities in the complex physical plane for deep water waves. J. Fluid
Mech., 685:83–116, 2011.

[8] J. T. Beale, T. Y. Hou, and J. Lowengrub. Convergence of a boundary integral method for water
waves. SIAM J. Numer. Anal., 33(5):1797–1843, 1996.

[9] G. Beck and D. Lannes. Freely floating objects on a fluid governed by the Boussinesq equations. Ann.
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