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Abstract 9 

The building sector consumes more than one third of the total final energy in the world. In order to tackle this is-10 

sue, new UBEMs (Urban Building Energy Modeller) are developed to simulate, analyse or optimise the energy 11 

consumption at building and district scale. Such tools are useful for decision makers and urban planners, for the 12 

design, retrofit or energy management of districts and their energy systems. This paper describes DIMOSIM 13 

(District Modeller and SIMulator), a modular UBEM to design and optimize district energy concepts. Based on 14 

an object structure, this tool creates a district from a GIS-file, completes missing data, simulates the buildings, 15 

systems and occupancy under a given weather to finally assess the simulation outputs. Thanks to the modular 16 

structure, it can be coupled to other tools to broaden the applications, as the simulation of microclimate or the 17 

use of model predictive controllers to optimize the control of districts. Several case studies are proposed, illus-18 

trating various applications of DIMOSIM. 19 
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1 Introduction 22 

The building sector is one of the most energy consuming sectors in the world, consuming over one third of the 23 

final energy [1]. Continuous urbanization and climate change will lead to an estimated 68% of the world’s popu-24 

lation residing in cities in 2050 [2]. To mitigate the impact of these trends, new ambitious energy and urban de-25 

velopment objectives are set by authorities to improve buildings efficiency, reduce their consumption and im-26 

prove users’ energy awareness. In order to translate these objectives into concrete action plans, the simulation 27 

and analysis of district energy consumption and production are crucial. These approaches require both a detailed 28 

level of building-scale modelling and a representation of the interactions that arise at the district-scale. Indeed, 29 

various objectives coming from the political sphere, distribution system operators, energy producers or energy 30 

planners require numerous simulations models and their optimisation. However, analysis and optimisation at the 31 

district level in terms of energy, environmental, economic or social performances are very complex. This com-32 

plexity lies in the fact that it is a multi-scale problem with multi-energy systems, various usages and multiple 33 

criteria to satisfy. The purposes of such simulations can range from buildings retrofit potential ([3]) to design 34 

and sizing of thermal and/or electrical network ([4], [5]), to the assessment of renewable potential ([6]) or to the 35 

solar and thermo-radiative calculation ([7], [8]). Other simulations focus on the thermal comfort [9], the design 36 

and management of multi-energy systems or the development of optimised control algorithms (mainly predic-37 

tive) to increase energy flexibility ([10]–[12]) and/or energy savings [13]. Moreover, at a district and city level, 38 

other phenomena can be taken into account, such as the microclimate ([14], [15]) or in case of district energy 39 

networks fluid dynamic aspects ([4], [5]). These aspects can strongly influence energy consumption at several 40 

levels.  41 

The variety and complexity of modelling combined with the scale, the various aims of the simulation and the 42 

limited availability of data suggests the need to develop a new integrated approach as classic dynamic thermal 43 

simulation programs cannot adequately respond to these challenges. The growing interest in this type of simula-44 

tion leads to the development of new tools based on different approaches to assess the building demand or the 45 

systems energy consumption. Allegrini et al. [16] proposed a review of several district-scale energy simulation 46 

tools, separating them into 3 main fields of application: district energy systems, renewable energy generation or 47 

urban microclimate assessment. For example, Fonseca et al. [17] developed CityEnergyAnalyst, an integrated 48 

framework that focuses on optimizing building energy systems at district scale in with various models for sys-49 

tems, a resource availability procedure and multi-criteria assessment but lacking detailed models for heating and 50 

electrical networks and multizone simulations. Berthou et al. [18] built another UBEM tool, SMART-E, that al-51 
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lows to simulate a high number of buildings but with no aspect of thermal network or electric grid. Robinson et 52 

al. [19] created CitySIM allowing to calculate the heating and cooling loads and energy consumption, including 53 

a detailed solar mask calculation but with simpler systems and networks models. Chen et al. [20] developed 54 

CityBES, an open web-based tool using EnergyPlus and city datasets to simulate urban area for building retrofit 55 

analysis. As they respond to different objectives, every simulation platform has his own specific features.  56 

Following the analysis of such simulation tools and their responses to the variety of objectives in a district simu-57 

lation, the bottom-up tool DIMOSIM (DIstrict MOdeller and SIMulator) was developed by the CSTB (Centre 58 

Scientifique et Technique du Bâtiment) and is presented in this paper. The main objective is to be able to simu-59 

late any possible combination of systems, models and buildings at different scale (building, district or city), at a 60 

high speed and in a modular and flexible way in order to respond to a broad spectrum of applications. DIMOSIM 61 

allows the analysis of feasibility, conception and operation of district energy systems by considering and imple-62 

menting a wide range of phenomena for the transient analysis. It was partially validated with the ASHRAE 63 

BESTEST and is part of the IBPSA Project One for creation of DESTEST validation [21]. 64 

DIMOSIM was previously presented by Riederer et al. [22]. It was originally developed in the context of the Eu-65 

ropean Resilient [23] and Smart Med park projects and is now used in various European and French collabora-66 

tive research projects. It was for example used in the E2District project [24] for the modelling of various district 67 

heating systems and their management, but also in Sinfonia [25] for the retrofit analysis of districts. In the Resil-68 

ient project [23], DIMOSIM allowed to simulate and evaluate solutions combining renewables, storage and ICTs 69 

for intelligent energy management at district level. In the framework of the Thermoss project [26], innovative 70 

control optimization modules have been tested and related performances have been analysed. In the ADEME-71 

funded SHAPE project [27], DIMOSIM was deployed to train a simplified energy model that is then integrated 72 

in a municipality-level refurbishing optimization algorithm. Some specific uses of DIMOSIM are presented in 73 

papers ([28]–[31]).  74 

This paper is structured as follows: a first section introduces the general approach implemented in DIMOSIM, its 75 

structure and the simulation procedure. The next sections are divided into the different steps that compose a typ-76 

ical study procedure: section 3 presents the object creator functions, section 4 the sizing function, section 5 the 77 

simulation part, section 6 the assessment of the simulation outputs. Finally, section 7 shows some applications 78 

on real case studies. 79 
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2 Methodology 80 

2.1 DIMOSIM object-oriented structure 81 

DIMOSIM is object-oriented, based on the concepts of objects and inheritance, where the objects contain data 82 

and procedures that will pass to the connected sub-objects like a parent to children connection. This program-83 

ming paradigm allows to create an object-oriented structure from the parameters stored in input files and to easi-84 

ly produce the outputs for each component. 85 

All classes in DIMOSIM are derived from a common generic object class, which contains methods to create the 86 

object tree structure, to schedule the simulations and to access the results. Although the DIMOSIM objects are 87 

all children of the generic object classes, they are also related to geographical area, systems, occupation or ther-88 

mal components. A “linked” relationship is created to connect several classes to each other, allowing a flexible 89 

object structure. For example, a district heating network is linked to a district generator but is not a children or 90 

parent of it. 91 

 92 

Figure 1: Part of the object structure of DIMOSIM 93 

As shown in the layout, the simulated domain can be composed of different climate zones (ClimateZone) allow-94 

ing to simulate projects broad enough to consider variation in weather or climate. Each ClimateZone can contain 95 

different districts (District) including several buildings (Building). Different global or local energy solutions can 96 

exist on any level, district, building or zone level. The Building is composed of thermal zones (ThermalZone) 97 

where it is possible to find parameters and data about the thermal properties (ThermalBoundary and InnerMass) 98 

and the occupancy (Occupant, Equipment and Vehicle in the UsageZone class). 99 

The distinction between district-level, building-level or zone-level systems is done in order to connect automati-100 

cally the hydronic loops with the substations or the thermal zones according to the correct operation mode and 101 

their balance. 102 

Domain ClimateZone District

Building

ThermalZone

ThermalBoundary

UsageZone

Emitter

EnergySystem

HydroDistribution

EnergySystem

HydroDistributionEnergySystem

Thermal network
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In each procedure step, dependencies are defined to automatically launch the functions and methods in the nec-103 

essary order, depending on the step. 104 

2.2 Model template 105 

The object structure presented before is the foundation of the simulation procedure and the modelling procedure 106 

implemented in DIMOSIM. When defining a new generic class, several characteristics are set as the global pa-107 

rameters, the linked objects, the dependencies with other models or the states calculated in the functions of the 108 

model. The resulting sub-objects, depending from the generic class, include the characteristics of their linked 109 

parents. Additionally, object creator, sizer, simulator and assessment procedures are defined for each class.  110 

By providing dependency management mechanisms as well as generic utilities (support for several input file 111 

formats, result aggregation and plotting, object-tree data queries), DIMOSIM allows a fast prototyping of new 112 

models and their integration in an inter-dependent simulation chain. Indeed, for each model an attribute defining 113 

its dependencies on other models is created, automatically allowing the definition of the right execution order. 114 

This modularity gives the ability to couple different generators at several levels, linking them automatically with 115 

hydronic connexions to cover usages such as heating, cooling and domestic hot water. The related electricity 116 

production (in case of CHP), energy storage and energy consumptions can be then calculated. It is possible to re-117 

trieve the outputs at all levels of the district for analysis and optimisation of each component. 118 

2.3 Modelling and simulation procedure 119 

2.3.1 Input data 120 

A complete configuration is considered as ready to launch when all the needed input data (from the intrinsic pa-121 

rameters like the building geometry or the thermal properties, to the time-dependent profiles such as the weather 122 

or the occupancy) are available in the appropriate data format. As in real life the gathering of all the data is very 123 

complicated for an entire district, DIMOSIM has been developed in order to be compatible with a pre-processor 124 

that is able to enrich the missing data necessary for the simulation. This pre-processor called QIRIEL [32] is 125 

built upon French national data bases and completes the data for buildings (U values, solar coefficient, infiltra-126 

tion rate…), dwellings or occupants and their respective equipment according to their geographical situation and 127 

construction year. 128 

DIMOSIM can handle several input data formats such as CityGML or user-defined files. To generate building 129 

geometries, DIMOSIM is only using the geometrical footprint and their associated heights (building height and 130 

altitude) but is currently not considering roofs shapes.  131 
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The spatial scale of the district simulation ranges from small neighbourhoods to entire cities. Theoretically the 132 

tool has been conceived to simulate very large districts, but with restrictions to the number of stored variables 133 

for the analysis. However, this restriction depends only on the chosen hardware configuration. In order to have a 134 

simulation adapted to a particular scale and objectives, DIMOSIM is flexible enough to change from rather sim-135 

ple to detailed modelling. This can reduce computational time, but the modelling level must be chosen depending 136 

on the required precision of simulation results. 137 

Once the general parameters fixed (e.g. time step, simulation period, choice of model types, activation of mod-138 

ules…) and the buildings defined (e.g. thermal parameters, occupancy, equipment and systems), the district will 139 

be set as a children of a climate zone. If existing, district energy systems (thermal network, district generators, 140 

electricity network) can be implemented with their location and their layout for the networks (details can be 141 

found in the section on energy networks). 142 

2.3.2 Time and environment 143 

As district energy simulation can cover various simulation objectives over different time horizons , from several 144 

days for control studies to several years for energy planning, the simulation tool proposes different levels of de-145 

tail in the model. The time step can be set by the user and has typical values in a range of minutes up to hours. 146 

Even if the time step can be chosen in the order of seconds, DIMOSIM is not supposed to be applied for the 147 

study of stability of electricity networks. Also, the use of very small time steps will lead the modeller to wrong 148 

conclusions since the used transient models have not been developed for such small time steps. 149 

The main principle of solving the global system problem is based on successive calculation of all objects while 150 

the order of execution is automatically managed by the tool, based on the dependencies of the objects. For sever-151 

al objects where the accuracy is critical, iteration functions are implemented in order to ensure correct calcula-152 

tion. A global iteration loop has been recently added which allows the convergence at each time step using a 153 

successive substitution method. 154 

2.3.3 Object creator procedure 155 

When all the known parameters are loaded, the object creator procedure is launched to create the DIMOSIM ob-156 

jects from the input data. This procedure generates the buildings (in a grid shape district if none are indicated in 157 

the input file), the geometry of the thermal boundaries, the thermal zones and their systems, and calculates the 158 

adjacency between zones and buildings. It creates and optimizes also network layout (connections and distanc-159 

es). 160 
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2.3.4 Sizing procedure 161 

The aim of the sizing procedure is, starting from all objects created, to set parameters related to the physical size 162 

of the object (e.g. nominal power of a boiler etc.). It imports all available parameters and allows to define appro-163 

priate parameters of all models of objects. It generates the electrical and thermal loads coming from the occupant 164 

activities in buildings, and calculates the thermal heating, cooling and DHW nominal demand for each zone and 165 

building based on the relevant set-points (e.g. temperatures). From these nominal demands, the parameters of all 166 

components are sized starting from the emitters, hydronic networks up to the generators (at zone, building and 167 

district level). 168 

2.3.5 Simulation procedure 169 

This procedure is based on the concept of dependencies where the objects are used to hold information in a 170 

structured way (district parameters, simulation parameters and current results). Before launching a simulation, it 171 

is necessary to check whether an object has a simulator attribute and whether all its dependencies have finished 172 

their simulation (the simulation of occupants for example has no dependency from other models and is thus run 173 

without the need of waiting any other simulators). If this is the case the simulation for this object can be 174 

launched, otherwise it passes and collects again the method in the call back list till all the dependencies are fin-175 

ished. Once the last dependency finished, the simulation of the current object is authorised to run. This concept 176 

is actually applied in each procedure (object creator, sizer, simulator and assessment), but is the most complex 177 

for the simulator part, where many function and dependencies are used. 178 

Before simulating any thermal model, the radiations are computed with the solar mask providing solar gains for 179 

each thermal zone (separated in diffuse and direct parts) on the envelope and on the windows. 180 

During the simulation, the models are called at each time step, in sequence or in a global matrix equation system 181 

(if the components require it) based on the results of the previous time step. To avoid parameter setting of con-182 

trollers, iteration methods on ideal control signals has been implemented. The relevant outputs are saved for the 183 

current time step in a data output structure. They can be accessed at the end of the simulation for the evaluation 184 

of system performances in terms of energy efficiency, emissions and costs. 185 

2.3.6 Assessment procedure 186 

Once the simulation is finished and all data available, different types of outputs are generated: either the raw 187 

outputs representing key states and fluxes or post-processed outputs. With databases related to external factors 188 

(as price per energy unit) it is possible to compute new relevant key performance indicators (KPI). This proce-189 
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dure enables the automatic post-processing of outputs at different levels such as zone, building or district while 190 

applying the right assessment procedure (such as averages for temperatures, sums for fluxes etc.). 191 

2.4 Implementation 192 

DIMOSIM is implemented as an object-oriented Python 3 package with continuous integration and deployment 193 

capabilities, simplifying the implementation of new models and the delivery of applications while always guar-194 

anteeing the correct operation with unitary and functionality tests. 195 

DIMOSIM is a python package (i.e. a collection of sub packages and modules accompanied by an installer). As 196 

such, it can be used in different ways: 197 

- Interactively in a python Notebook 198 

- Imported in a user-defined script and launched by the python interpreter; this can be useful for studies, 199 

including parametric runs. 200 

- Imported in another package; this is a typical use case for implementing extensions or more complex 201 

applications based on DIMOSIM. 202 

- Via a REST API over a http connection, using the included web application; this mode of operation is 203 

used by online applications and / or services targeting end-users, such as Powerdis or Urbanprint [33] 204 

Efforts have been made to automatically translate DIMOSIM by using the Cython compiler [34], yielding a sig-205 

nificant increase in execution speed (around 30 up to 60 times faster) and an advantage in energy consumption 206 

[35]. Using a computer with an i5 core 2.5 GHz and 8 Gb RAM, the simulation (object creator, sizer, simulator 207 

and assessment) of one building for one year and a 1 H time-step takes 4 seconds. For a dense district (with 208 

many adjacent buildings) with 100 monozone buildings and local distribution (no thermal network), the simula-209 

tion takes 84 seconds. 210 

DIMOSIM is not an open-source tool and cannot be accessible through commercial license. However, Efficacity 211 

plans to offer a web application running with DIMOSIM as the computing core (but with less available features). 212 

For research projects, direct use of DIMOSIM can be done through research agreements and/or common pro-213 

jects. 214 
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3 Object creator 215 

3.1 Boundaries and adjacency 216 

The boundaries are created either from arrays of boundary surfaces and azimuths (exterior and inner boundaries) 217 

or from the footprints and heights of each zone or building. For the latter, a simple geometrical procedure allows 218 

to obtain surface, azimuth, inclination and centre of each boundary.  219 

At the same time the geometry is created, a module detects adjacent envelope elements (horizontal and vertical) 220 

which also allows to define if the current element is exposed to solar radiation. For example, in Figure 2 the pink 221 

adjacent walls are detected and defined as InnerWall objects. Thermal adjacency between buildings is dealt for 222 

now as adiabatic: the thermal mass of the inner boundaries is lumped to the internal mass of the building in order 223 

to correctly represent thermal inertia, but no heat transfer is modelled. For the next version, thermal exchanges 224 

between zones are currently being implemented. 225 

 226 

Figure 2: Adjacencies calculation 227 

These boundaries can be taken into account as separate boundaries/objects but the exterior walls can also be 228 

grouped (aggregated) into one unique object to be represented as only one boundary in the thermal model to 229 

speed up the simulation. 230 

3.2 Zone and Building configurations 231 

Depending on the input data, either thermal zones are created if the buildings have been defined, or vice-versa. 232 

Several DIMOSIM system configurations are implemented, in order to create automatically all the system loop, 233 

from the emitter to the generator with the possible linked hydraulic distribution. It prevents any duplicate sys-234 

tems. The system object creator takes a json file from a system library linked to the specified configuration, cre-235 
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ates the corresponding objects by adding them to the relevant level (zone, building or district) and connects them 236 

with the hydronic loop. 237 

If a usage zone is provided, the object creator adds a usage type to the thermal zone (housing, office, shop, pri-238 

mary school…), that will be later sized and then be used for the nominal DHW draw-off power. It is also possi-239 

ble for the user to use a function that creates equipment and occupants of a dwelling using either its surface or its 240 

number of rooms, based on a French database. 241 

4 Sizer 242 

4.1 Climate zone 243 

DIMOSIM can read several weather data file types such as epw or tmy. Weather data in these files can be based 244 

on typical meteorological data, on-site measurements, or from any other weather data generator. They must con-245 

tain the time-series of ambient temperature, relative air humidity, diffuse and direct solar radiation as well as ef-246 

fective sky temperature. If the sky temperature is not available, it can be either replaced by the exterior tempera-247 

ture or calculated as in the EnergyPlus simulator [36]. The ground temperature can be taken as constant or can be 248 

modelled by the Kasuda [37] equation as a sinusoid. 249 

4.2 Thermal zone 250 

The thermal boundary sizer uses default values for boundaries missing parameters, and converts, if not specified 251 

directly, the U-value, inertia and insulation parameters to layers with their associated thickness, density, specific 252 

heat and conductivity. The position of the insulation can be chosen between indoor, outdoor or infill in order to 253 

correctly represent thermal inertia for all exterior boundaries. Additional parameters as heating and cooling tem-254 

peratures set-points and air change due to ventilation and/or infiltration are also set in this sizer. Once all data 255 

defined, the nominal heating and cooling demands of the thermal zones are calculated based on the exterior tem-256 

perature data (����). These thermal demands (��� ��	�
��, ��� ����
�� −  Eq. 2, Eq. 3) are calculated from the building 257 

equivalent U-value (���
��
�� based on surfaces S, Eq. 1), the infiltration rate (�� 
��
�) and the set point tempera-258 

tures (���	�
�� and �����
��). For the cooling demand, the solar gains through the window surface (� ��	!) and in-259 

ternal gains ("
��) are taken into account because of its higher sensibility. 260 

 ���
��
�� = $ ������ ∗ &����� Eq. 1 

 ��� ��	�
�� = '���
��
�� + �� 
��
�
3600 +,-./0 ∗ 1���	�
�� − min (����)6 Eq. 2 
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 ��� ����
�� = '���
��
�� + �� 
��
�
3600 +,-./0 ∗ 1max (����) − �����
��6 + &9
���9 ∗ �:; (� ��	!)

3 + "
�� Eq. 3 

4.3 Generation and distribution 261 

Emitters: The nominal parameters of emitters are calculated from the zone demand for each operating mode 262 

(DHW, heating, cooling or reversible), depending on the type of emitter. In the case of hydronic emitters, nomi-263 

nal thermal output, nominal temperature difference between supply and return (∆���=), nominal flow rate 264 

(�� ��= �=
���!) and the overall heat transfer coefficient are defined. 265 

 >��= ��	�
�� = ��� ��	�
�� ∗  ?�@�! 
�
�� Eq. 4 

 �� ��= �=
���! = >��= ��	�
��
+,A-BC/∆���=

 Eq. 5 

DHW system: The DHW sizer calculates the nominal parameters such as the flow rate or the supply temperature 266 

from either the zone parameters and the occupants present in the dwellings, or from a custom profile. 267 

Hydronic distribution: Two types of distribution are implemented and automatically linked with the generators 268 

at different scales: a local hydronic distribution at the zone level connecting the emitter and the zone generator 269 

(or zone substation) and a central distribution at building-level connecting the building generator or substation to 270 

the zones. These distributions collect the parameters of the sub-objects to calculate the nominal parameters and 271 

the global generators operating mode. 272 

Heat, cold, hot water and electricity generation: When simulating a district, the thermal production of genera-273 

tors can be implemented at different scales: at the thermal zone level, as an individual local system, at the build-274 

ing level as a collective local system or at the district level as a centralised production. The generation models in 275 

DIMOSIM are the same for central or decentralised systems but their connections differ from one to another. 276 

The main parameters are set by the user (nominal performances as efficiency or COP, fuel type…) and the nomi-277 

nal powers, temperatures and flow rate are derived from the hydronic distribution that links the generator to the 278 

next, lower level. In addition, a thermal storage can be implemented as a water tank to store any thermal loads 279 

from the generators. 280 

Ventilation: The sizer for the ventilation object is rather simple. It completes the missing parameters by default 281 

values, if not specified by the user in the input file, such as the air change rate (during day and night) and the ef-282 

ficiency, depending on the type of ventilation of the thermal zone (mechanical ventilation with or without heat 283 

recovery etc.). 284 
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4.4 Thermal network 285 

A district thermal network is simulated either for a conception-study or an operation-study. To respond to these 286 

two objectives, the network can be modelled in two different manners: from user-defined data (existing network) 287 

with path coordinates and thermal insulation, or using an automatic method that generates the network paths 288 

based on the roads in the district. For this second method, an optimised network structure is calculated using a 289 

minimum spanning tree method. This method searches the optimal network (cost criteria) of the road network to 290 

connect all buildings and productions, while removing all unnecessary and/or redundant connections (Figure 3). 291 

A thermal network can also have several sub-networks that can be linked via district substations, for example to 292 

manage different supply temperatures for specific areas or to add additional generators in sub-networks. 293 

 294 

Figure 3: Automatic generation of thermal network - principle and application on the French BDTOPO® [38] 295 

After the creation of the network flow path, the second part of the sizer creates the length, nominal flow and 296 

thermal mass matrices for the network model. Again, two types of distribution network models are available in 297 

DIMOSIM in order to match with the simulation objectives: 298 

- A detailed model that considers all tube segments with their individual characteristics. To do so, the siz-299 

ing procedure uses the previously created graph and generates first the length matrix L. In this matrix, 300 

distances between the nodes are stored in an order that suits the calculation models. Then, a flow matrix 301 

of the same size as L is created, with the same order by retrieving the nominal flow rates from the sub-302 

stations. The tubes are initialized with the calculation of the sections, U-values and thermal mass, each 303 

of them stored in a separate matrix of the same size as L. A final UA matrix specifies the overall loss 304 

coefficient per unit area for the pipe segments. Internal heat transfer between fluid and internal surface 305 

of the pipe is assumed as perfect. 306 
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- A simple model consisting of an equivalent single-output tube (aggregated) created as an equivalent of 307 

all the given tubes under the nominal conditions (the simple model is calibrated to match the thermal 308 

losses calculated using the detailed model at nominal conditions). This model suits for feasibility studies 309 

where transients are not required, and fast simulation speed is needed. 310 

5 Simulator 311 

5.1 Occupation 312 

The electricity consumption in a district is related to the occupancy, notably from the use of electric equipment 313 

and lights. Two approaches are proposed in DIMOSIM for the occupancy: 314 

- Using custom usage zones with sizing coefficients, which propose custom profiles of internal gains, 315 

electric loads, DHW daw-off, and temperatures and air change rate set-points, following the zone usage 316 

and usable floor area, and based on the day of the year (week, week-end or holidays). 317 

- Using a pre-processor for residential buildings, called Croniq [39] , based on measurement data (data-318 

base from the survey “Enquête emploi du temps” from french INSEE [40]) with stochastic approach. 319 

From these measurement data, stochastic occupancy profiles are created with 10-min time step. The 320 

number of occupants can be imposed by the user, otherwise it is determined from the dwelling usable 321 

area. For each occupant and following its status (student, worker…), a schedule of activity linked to 322 

equipment and lights is created from the stochastic profiles (each activity is linked to an equipment), in-323 

volving load profiles for the electrical equipment and for the zone. The tool, directly implemented as a 324 

module in DIMOSIM, only allows to generate occupancy profiles for the residential sector. For other 325 

building sectors, the availability of data is very low and the multitude of zone usages is very complex. 326 

Once this data gathered, it could be implemented in Croniq. For residential usage zones, the equipment 327 

used by the occupant is divided into cooking (oven, cooktop, fridge…), housework (washing machine, 328 

dryer…) and electronic devices (television, laptop…). Electric cars are also implemented as their use is 329 

spreading. The module consistency was validated by Dréau et al. [41] with typical French values for 330 

mean annual consumption [42] and the daily mean demand with Vorger results [43]. 331 

The lighting is implemented following the occupation and the solar radiation received by the building. The 332 

blinds can be controlled following the operative temperature in the thermal zone during the day based on the 333 

zone air temperature. Additionally, a ratio is used to consider the transparency of the shading devices. To date, 334 

only external shading devices are implemented. 335 
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5.2 Solar radiation 336 

A solar mask calculation module has been implemented as a pre-processor. This module calculates, for each 337 

building, a 360° view of masks height around each point with an angle resolution of typically 1° (default value). 338 

To improve the ray tracing, another discretisation is done on the vertices of all surrounding buildings in a de-339 

fined radius (typically 500 m) for the calculation. The further the neighbour building is, the less discretized are 340 

the vertices. The ray tracing is calculated either at the centre of each zone (at mid-height), or at the centre of 341 

each zone boundary (walls and roof). As an example, the masks at the centre of each building are presented for a 342 

set of buildings in Figure 4. Then, for each time step of the simulation, the azimuth and altitude of the sun are 343 

calculated, and the correct shading coefficient is applied to the direct radiation. The shading coefficients are also 344 

used to compute a sky view factor for the long wave radiation. No reflexion between buildings is considered in 345 

the current version.  346 

 347 

Figure 4: Mask calculation between buildings (calculation at building center). For each building the shading 348 

masks heights in degree are plotted (0° when there is no solar mask, 90° for full solar mask) with a 360° view 349 

around the building. 350 

The solar radiation calculation was compared with TRNSYS on one building, and with DAYSIM [44] in [29] on 351 

several districts of different morphologies. 352 

5.3 Thermal district model 353 

5.3.1 Structure 354 

The role of this module is to allow the simulation of all thermal phenomena of the district. To do so, the model 355 

assembles the simulation models of all created objects. By assembling them, it creates specific data structures 356 

holding all parameters of these objects and results arrays. At the same time, function factories are built in order 357 
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to assemble the unit models of each class in loops: first among the classes inheriting from a common generic 358 

class and then considering all generic classes according to the dependencies.  359 

This module makes extensive use of introspection techniques on the content of the objects descending from the 360 

generic classes so that new classes and their associated models can be added without any modification to the 361 

model. 362 

After an initialisation phase that allows to set model parameters (e.g. matrix coefficients for the zone model 363 

etc.), the thermal district model loops through all assembled unit models until convergence is reached for each 364 

time step. Convergence is considered reached when the results from one iteration do not differ more than ε per-365 

cent from the previous iteration for all unit models. Controllers are computed only once for each time step and 366 

are thus excluded from the iteration process. In the iteration procedure, outputs from the previous iteration must 367 

be kept in memory for each object, before updating it when convergence is reached. For models maintaining 368 

states (such as wall temperatures in a thermal zone for example), states are set once convergence reached at each 369 

time step (at the last iteration).  370 

5.3.2 Zone model 371 

The thermal model is implemented as a state space approach and solved using the Exponential-Euler method: 372 

 D�(E) = F ∙ D(E) + H ∙ �(E) Eq. 6 

 D�IJ = D� ∙ KL∙�� + KL∙�� − M
F ∙ H ∙ �� Eq. 7 

Where X is the state vector (function of time), A the constant state matrix, B the constant input matrix and U the 373 

input vector and dt the time step. The thermal zone simulator creates, at each time step, the input vector U for 374 

the state space model by assembling all internal, solar and emitter gains as well as the external boundary condi-375 

tions. It runs then the thermal zone state space using the A and B matrices obtained at the initialisation and the 376 

state vector from the previous time step. The zone states are then used to define automatically the heating or 377 

cooling mode for the next time step. 378 

Based on the experience of several projects (with validation by Perez and al. [45]), a new building thermal model 379 

was implemented, called a RiCj model. The RiCj model is represented in Figure 15 in the appendix. This model 380 

adapts itself to the quality of input data and the objective of the modeler: it can either be simplified by grouping 381 

the walls into one to reduce the computational time or detailed by simulating each envelope element individual-382 

ly. The generic envelope model (walls, floors or roofs) is composed of a minimum of 4 capacitors representing 383 
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external surface node, first mass layer node, second mass layer node and internal surface node connected via 3 384 

thermal resistances. The position of the insulation (model parameter) allows to correctly model transient thermal 385 

behavior of the envelope element. The user can choose a more detailed discretization scheme if more detail on 386 

the layers is available. This model is identical for the floor envelope, with the only difference that the floor is not 387 

exposed to solar radiation and that the floor is not linked to ambient conditions but the ground temperature. The 388 

thermal window model (convection, conduction and long wave radiation) aggregates all windows of a thermal 389 

zone. The nodes are connected to both air and mean radiant temperature of the thermal zone. Radiative absorp-390 

tion and transmission at the windows are calculated for each orientation and considered as the sum over all ori-391 

entations. 392 

The ventilation module calculates heat flux from or to the zone by the ventilation system and from infiltration. 393 

Thermal bridges are estimated from the number of floors, the position of the insulation and the perimeter of the 394 

zone footprint considering a global thermal bridge coefficient. Finally, an internal mass is considered that repre-395 

sents the thermal inertia of all adjacent and internal walls or floors. As already mentioned, in the current version 396 

of DIMOSIM heat exchange between zones is neglected and only thermal inertia of adjacent walls is considered. 397 

This is currently being updated in order to dispose of a real multizone building. This is typically important if the 398 

zones have different usages such as residential, commercial, office etc. with different set points.  A more de-399 

tailed description can be found in [15]. 400 

The zone states are represented via the air and mean radiant temperature nodes where convective and radiative 401 

heat gains are injected. The control of set points is based on a zone temperature sensor considering the average 402 

of both previous temperatures. 403 

The model was validated with the BESTEST cases (ASHRAE): the Figure 5 shows DIMOSIM heating loads and 404 

average temperatures compared to the BESTEST averages and ranges. 405 

 406 
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Figure 5 : DIMOSIM building model against BESTEST cases (left : heating loads comparison, right : average temperatures 407 

with free float simulations comparison) 408 

5.3.3 Generation and distribution 409 

Emitter 410 

A generic, steady state emitter model is used to represent multiple systems as radiators, fan coil, heating floor, 411 

etc. At each time step, using a nominal heat transfer coefficient UAnom, the maximum thermal output is calculat-412 

ed based on the current state temperatures (Tin the hydronic distribution supply temperature and Tzone, op the oper-413 

ative zone temperature): 414 

 �� = �F��= ∗ (�
� − �����,�,) Eq. 8 

From the estimated zone temperatures calculated in the RiCj model, the thermal output is taken as the ideal con-415 

trol value of heat flux in order to reach the set-point temperature. If the set-point cannot be reached (maximum 416 

power too small or too high gains at emitter switched-off), the model calculates the zone states that can be phys-417 

ically reached. 418 

Distribution 419 

In case of a hydronic energy system, a hydronic distribution is used to distribute the supply water from either a 420 

zone or building generator or substation to the zone emitters. The model is composed of a supply and return loop 421 

and takes the thermal losses into account with a steady state approach. The loss coefficient is calculated from the 422 

flow rate (�� ) and the tube heat loss coefficient (�F) in Eq. 9, and is used to determine the tube outlet tempera-423 

ture (����) from the inlet temperature (�
�) and the surrounding exterior temperature (����) in Eq. 10. 424 

 ?��  = 1 − KOPL/(=� �RSTU.V)
 Eq. 9 

 ���� = (1 − ?��  ) ∗ �
� + ?��  ∗ ����  Eq. 10 

Ventilation and infiltration 425 

Infiltration and two types of ventilation are implemented: simple mechanical extract ventilation and mechanical 426 

ventilation with heat recovery. Based on a fixed heat recovery efficiency W (0 for infiltration) the ventilation 427 

simulator calculates the losses as a function of the mass flow rate of ventilation (�� ), the exterior temperature 428 

(Text) and air temperature of the zone (Tair): 429 

 �@���
�	�
��,��  � = �� ∗ +X	
! ∗ (1 − W) ∗ (���� − �	
!) Eq. 11 

In case of mechanical ventilation, auxiliary energy consumption is estimated. 430 
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Generators and thermal substations 431 

For the generators one or two sub-functions are used: 432 

- A “supply” function, if the generator is hydronic, setting the inlet temperatures depending on the operat-433 

ing mode and available temperature of the generator. For all generators a heating or cooling law can be 434 

chosen for the supply set-point temperature, linked to a heating law calculation function. Otherwise, a 435 

constant set point is applied. 436 

- A “calculation” function that is specific for each generator sub-class and that calculates states, return 437 

temperatures and flow rates as well as consumption (specified by fuel type). For each level, different 438 

generators are available (Table 1). These generators are based on physical models with data enrichment 439 

based on experimental data and expert rules. 440 

Table 1: Systems technologies in DIMOSIM 441 

Zone Building District 

Boiler Boiler Boiler 

Air-water heat pump Air-water heat pump Water-water heat pump 

Water-water heat pump Water-water heat pump Waste-water recovery system (WWRS) 

Combined heat and power unit (CHP) Combined heat and power unit (CHP) Aquifer/ambient cooling Tower 

Air-air heat pump   

Electric heater   

Like the other hydronic objects, the thermal water storage model is composed of a supply function that sets the 442 

supply temperatures before calling the calculation loop. This latter module uses a well-mixed transient model 443 

considering losses to a uniform environment with a constant heat loss coefficient and controlled with an on-off 444 

controller. 445 

5.3.4 Thermal district network 446 

In a thermal network, two linked phenomena arise: the thermal and the hydronic behaviour. Indeed, the fluid 447 

temperature has, in theory, an impact on pressure drops and flow rates. This impact can be necessary to model in 448 

some cases, but is not necessary in many others. Therefore, the network model is available in two levels of de-449 

tail: 450 

- A simple thermal network model only based on idealised flow and energy balances: this first version 451 

collects idealised flow rates from the thermal substations and calculates back, by flow balances, the ide-452 

alised flow rates in all network segments. The main flow rate from the energy centre can be variable or 453 

fixed. In the case of variable flow rate, the ΔT at the substation is fixed to its set-point and flow rate at 454 
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the substations are calculated from the energy balance. In case of a fixed flow rate, substation return 455 

temperatures are calculated from the energy balance. Once all flow rates in the network calculated, the 456 

global pressure drop at the energy centre is calculated from the pressure/flow rate relationship in the 457 

whole network, allowing to estimate circulation pump electricity consumptions for the whole network. 458 

An ideal hydronic balancing method is implemented to allow the calculation of the global pressure drop. 459 

- A detailed, model, currently being implemented (which was already available in the first version pre-460 

sented in [22]), that calculates pressures and flow rates in all network segments. This version allows es-461 

pecially the calculation of meshed networks or networks with multiple generators at different locations. 462 

In order to accelerate the simulation and avoid convergence problems with the pressure calculation, the 463 

simulation resolution is based on parameters calculated in the previous time step (pipe friction factors 464 

etc.). 465 

For both methods, the pump operating point is determined by a match between the pump characteristic curve and 466 

network pressure and flow rate. Pump consumption is then calculated from this result using a constant pump ef-467 

ficiency. 468 

At the building or district level for thermal network, different types of heat exchangers for the substations are 469 

available: 470 

- An ideal exchanger that forwards the temperature at the substation primary circuit inlet to the substation 471 

secondary circuit outlet (with the temperature being limited to the given supply set point temperature 472 

following for example a specific heating curve of this sub-network). 473 

- A more detailed heat exchanger with either parallel, counter-flow and crossflow exchanger models, 474 

based on the NUT method. The UA factor is calculated during the initialisation in order to satisfy the 475 

thermal exchange with the nominal parameters. 476 

- A substation with a thermo-refrigerating heat pump to consider the heating and cooling mode at the 477 

same time and delivering both, heating and cooling, to two separate secondary subnetworks. This heat 478 

pump model is based on a characteristic efficiency polynomial function. 479 

On the thermal side, again, three different tube models are implemented for the simulation of each network seg-480 

ment: 481 

- A steady state and dynamic models as already presented in [22]. 482 
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- A plug-flow model was added to better consider time delays and fluid inertia using Lagrangian ap-483 

proach: each elementary pipe is composed of variable-size fluid volumes. These volumes are pushed, in 484 

the next time step through the network, following the flow rates and time step. The model computes the 485 

loss of flow temperature to the ambient environment, no mixing or conduction is considered between the 486 

segments. For a volume i, the following differential equation must be solved: 487 

 YX���
�Z

[�

[E = −�F
(�
 − ���@) Eq. 12 

With M the mass of the fluid segment, UA the heat transfer coefficient of the segment and ���@  the ground ambi-488 

ent temperature. The global model is then an assembly of tube models calculating the temperature distribution 489 

throughout the thermal network and passing them to the building via the substations. 490 

The thermal district network results were compared to real data in several projects, such as Thermoss project 491 

[46], giving accurate results. 492 

5.4 Photovoltaics 493 

For a given field of photovoltaic panels on a roof, solar radiation is computed considering solar masks at the cen-494 

tre of the roof. Then, using the pvlib package, the effective irradiance on a defined module and the alternative 495 

and direct current outputs are calculated. The power production finally is dependent on the cell temperature, the 496 

area and position of the panels, the technical characteristics of the module, the effective irradiance and the ther-497 

mal losses. For now, only a unique module and inverter are implemented (but could be extended). Panel area, tilt 498 

and the orientation must be defined by the user. 499 

5.5 Electric network and storage 500 

The electrical storage model calculates the electricity consumed and produced by the storage to minimize the op-501 

eration cost considering variable electricity prices [47]. The electricity prices can be implemented by the user or 502 

default prices available for France, Germany and Switzerland can be used. 503 

The active and reactive loads in the electrical network are gathered from all the buildings in the feeders, and the 504 

transformer voltage is then retrieved for each of them. A CPP data model is created, the inputs are scaled accord-505 

ingly and a power flow calculation is launched on the CPP model to compute the global voltage, active and reac-506 

tive powers. 507 
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6 Assessment 508 

For each object and on each level (zone, building and district) the outputs are calculated based on the sub-objects 509 

they have, by aggregating the results from the lowest level to the highest. For each type of result, a dictionary is 510 

implemented to choose the type of aggregation, the unit and the weight (ex: per surface) to use.  511 

Two types of outputs are available: raw outputs and key performance indicators (KPI). The raw outputs are the 512 

states of each object (e.g. temperature, control inputs and voltages), and the energy fluxes at each level (con-513 

sumption per fuel, energy production, renewable energy production, losses…). These raw outputs are used to 514 

generate the KPIs which are divided into four modules: thermal indoor comfort, energy, power (per source and 515 

usage) and the financial cost (investment, maintenance and annual cost). 516 

As the states of every object are known, other KPI’s can be implemented and the different profiles can be visual-517 

ized at each level of the district (emitter, thermal zone, building, generator, thermal network, district) or with a 518 

specific selection of objects. 519 

7 Case studies 520 

This last section illustrates the main three use cases of DIMOSIM with existing projects as example. For each 521 

use case, the objectives and the approach are described, followed by the presentation of the main outcomes. 522 

7.1 Building Energy Modelling 523 

7.1.1 Presentation of the case study 524 

In this use case example, DIMOSIM has been used for a real case study in a city in the south of France. The city 525 

was interested in a comparison of the impact of several technological solutions of the energy systems installed in 526 

buildings on the district energy demand and the flexibility of the global energy system.  527 

The district is composed of existing buildings (residential, service, commercial and a warehouse), and new build-528 

ings that are about to be constructed (residential and “mix” buildings composed of both residential and office ar-529 

eas). The total number of buildings is 227. 530 

In order to simulate the buildings, the buildings geometry, the thermal properties of envelope and the type of oc-531 

cupancy in each of the buildings were gathered. The occupancy profiles were created as presented earlier, thanks 532 

to the CRONIQ module. The French database BDTOPO® was used for the footprint of the existing buildings. 533 

The thermal properties of the latter were taken either from French databases (PHEBUS, INSEE), or from energy 534 
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diagnosis of specific buildings. For the new buildings, the properties were chosen in accordance with the French 535 

thermal regulation and its energy labels, and the building design from a french data base of submitted building 536 

permits. 537 

Five energy supply scenarii for the new buildings were created, in which the systems are differentiated per us-538 

age: for example, a mechanical ventilation (without heat recovery) for the dwellings, or air handling units for of-539 

fices. On the other hand, the office zones are always equipped with individual heating systems (only the fuel is 540 

changing following the type of scenario). The five scenarii for the new buildings are mainly based on the choice 541 

of the heating system and are: 542 

- “Full electricity”: all dwellings and offices have their own individual electric HVAC systems (electric 543 

convectors, reversible heat pump and thermodynamic water heater). A local PV production is placed on 544 

half of the buildings. 545 

- “Full individual gas”: all dwellings and offices have their own individual gas system (boiler, heat pump, 546 

instantaneous DHW). A complementary electrical heat pump for cooling is installed for the offices. A 547 

local PV production is placed on half the buildings. 548 

- “Full collective gas”: the buildings are equipped with a central energy generator (boiler, heat pump, 549 

DHW solar collector). As in the previous scenario an electrical heat pump for cooling for the offices is 550 

used. 551 

- “Smart gas cogeneration”: the buildings are supplied with CHP combined to a storage tank., As previ-552 

ously, an individual heat pump is used for cooling. 553 

- “Smart gas hybrid”: Instead of a CHP system, a hybrid boiler (electric heat pump coupled with a gas 554 

condensing boiler) is used for a collective supply in each building. 555 

7.1.2 Results 556 

DIMOSIM simulated the multi-zone buildings with the solar masks and occupancy for all scenarii with a 10-557 

minute time step. The assessment has been carried out based on the following simulation outputs: energy de-558 

mand, split by use and fuel type as well as the needed power at each time step. 559 

Figure 6 shows the different uses of fuel in the district. Even for the full gas scenarii, the part of electricity con-560 

sumption is still important due to the existing buildings, which are mainly equipped with electrical systems. In-561 

deed, when studying the thermal sensitivity of the district, the solutions based on gas (in the new buildings) are 562 

insufficient to neutralize it. However, the “full individual/collective gas” solutions allow to reduce local electric 563 
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peaks between 40 to 57 % and the thermal sensibility from 4 to 2.3 (for the “full individual gas” scenario, Figure 564 

7) compared to the “full electricity” scenario. 565 

When calculating PV production of the building roofs, the results show that these solutions are not able to reduce 566 

the electric peak in winter, but can lower the demand in summer. Furthermore, it was possible to determinate the 567 

archetypes of buildings where the systems are the most efficient in terms of self-consumption for the relevant 568 

scenarii. Figure 8 shows the self-consumption rate for each building in the district for the “full electricity” sce-569 

nario. Here, it is better to give priority to PV systems to buildings composed of both residential and office areas, 570 

where the needs are better synchronized with the production. 571 

 572 

Figure 6 : Total final energy consumption per scenario 573 

 574 

Figure 7: Electrical power demand for the “full electricity” and “full individual gas” scenarii 575 
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 576 

Figure 8: Self-consumption rate of the PV production for the “full electricity” scenario 577 

7.2 Co-simulation or emulation of an external controller 578 

It is possible to use DIMOSIM to evaluate algorithms or products (called “external controller”) that optimise and 579 

control the energy management in buildings or districts. To allow this, at each time step a client-server relation 580 

allows to exchange measurement data (from DIMOSIM to the external controller) and control data (from the ex-581 

ternal controller to DIMOSIM) while coordinating the operation of both tools. The data exchange is based on a 582 

socket package in Python. A DIMOSIM specific API has been implemented to allow a standardised exchange 583 

protocol of data. One or several variables of the process are measured by sensors that are connected to the con-584 

troller. The latter compares the variable to be controlled with a current set point. The algorithm will then calcu-585 

late the necessary controller outputs for controlling the actuators of the process to be controlled. Figure 9 shows 586 

the two implemented layouts of simulation in DIMOSIM: (a) represents the standard control with all controllers 587 

implemented in DIMOSIM (standard) while (b) illustrates the external control mode in which one or several con-588 

trollers are externalised (via emulation or co-simulation). The control actions (in yellow) can take two forms: ei-589 

ther low-level signals such as a valve position, a command for the burner of a boiler, a pump or high-level sig-590 

nals in the form of set points (assuming a low-level controller applying them).  591 
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 592 

(a) 593 

 594 

(b) 595 

Figure 9: Typical layout of control in simulation (a: mode with integrated control, b: plugin mode with external controller) 596 

In E2District project (H2020), DIMOSIM has been connected to several external controllers. The objectives in 597 

this project were to develop a cloud-based tool to improve energy, environmental and economic performances of 598 

District Heating and Cooling (DHC) networks in districts. Three use cases were developed, connecting DI-599 

MOSIM with tools for: 600 

- Tool 1: Testing control strategies on DIMOSIM before applying them in real districts. In this case, a key 601 

feature was the ability to implement into DIMOSIM the digital twin of an existing DHN with its EMS so 602 

that the controller can be directly deployed after testings on the real installation. 603 
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- Tool 2: Optimizing the energy hub load to satisfy operational objectives, like minimizing operation 604 

costs. Scheduled set-points are sent to DIMOSIM, which provides thermal hub profiles, in order to cre-605 

ate an optimisation loop to reach the objectives. 606 

- Tool 3: Testing behaviour demand responses to evaluate the flexibility potential in district. Different 607 

thermal set point schedules are sent for various building zones in DIMOSIM to evaluate the behavioural 608 

model, controlling either the emitter valve command (real or high-level control) or the zone temperature 609 

set-point (ideal or high-level control). 610 

All these co-simulations were tested and used on three demonstration sites from different countries, after a site-611 

specific calibration process (on building properties, network insulation and production plants) to get as close as 612 

possible to reality.  613 

Figure 10 represents the district heating network of a campus in Ireland, composed of one cogeneration plant 614 

(CHP), two boilers and a storage under one operating mode: heating production from the generators. Tool 1 is 615 

here able to apply a control strategy by acting on set points, valves or signals for heat production. Figure 11 616 

shows the simulation of the site and its reponse to building demand. On the upper plot the district supply and 617 

return temperatures as well as the storage temperatures are shown. During morning, the heating demand from 618 

buidings rises and so the supply temperature. The storage is used at its maximum before turning the CHP on. The 619 

storage charge with the CHP only happens when the demand is lower around 11:00. The middle plot shows the 620 

activation of the different operating mode and generators. Finally the bottom plot presents the respecting loads.  621 

 622 

Figure 10: Ireland site operation mode: Heating with CHP and boilers 623 
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 624 

Figure 11: Evolution of states in the Ireland site under the strategy of the tool 1 625 

A collateral benefit of this emulated testing procedure (besides energy or cost optimization purposes) is the pos-626 

sibility to improve Fault Detection & Diagnosis (FDD). Simulation offers then a very convenient environment 627 

for implementing various bugs within the physical models, and then being able to improve FDD algorithms. 628 

7.3 DIMOSIM-microclimate 629 

Urban overheating is a major challenge of the built environment related to increased energy consumption and 630 

peak electricity demand for cooling. Several sources highlight the need for microclimate integration in building 631 

energy studies ([16], [48]). In parallel, the implications of the so-called Urban Heat Island effect, including the 632 

deterioration of outdoor thermal comfort conditions, lead to the development of various urban mitigation strate-633 

gies. The latter is employed either at the building level through energy conservation measures (ECMs) as in [3], 634 

to reduce energy use in buildings or to limit the anthropogenic heat emissions, or at the neighbourhood scale [49] 635 

to limit heat stress and to establish improved boundary conditions for the indoor environment. However, an 636 

UBEM that encompasses the urban building energy demand, the local microclimate conditions and the integra-637 

tion of district energy systems concurrently lacks from the literature.  638 
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7.3.1 DIMOSIM-microclimate workflow 639 

DIMOSIM-microclimate represents a special module of the tool which is based on the co-simulation approach. 640 

The developed model aims to assess the physical interactions between buildings- energy systems and local mi-641 

croclimate, considering the site-specific effects. It operates at the neighbourhood scale for annual simulations. 642 

We introduce an intermediate precision model by actively coupling a set of validated models: a solar radiation 643 

model (SOLENE [50]), a reduced-order urban dispersion code, both integrated under a zonal approach (ENVI-644 

BATE [51]) and the core thermal zone model of DIMOSIM (detailed in 5.3.2). Moreover, a further asynchronous 645 

coupling with a simplified meso-model (UWG [52]) is tested to assess the boundary layer UHI. The developed 646 

module, as shown in Figure 12 extends the simulation capabilities by: 647 

- Detailed calculations in a fine mesh of direct and diffuse solar irradiance components, enhanced with 648 

multi-reflections (radiosity method) and radiative exchanges between urban surfaces and the sky, 649 

- Flow distribution and wind speed magnitude around buildings, 650 

- Canopy air temperature magnitude, stratification and distribution. 651 

 652 
Figure 12: Schematic representation of DIMOSIM-microclimate module. 653 

Given the imported data, a first step exchange between the tools is performed to index the building footprints, as 654 

well as to expand the simulation domain of DIMOSIM from single buildings to the complete urban form (roads, 655 

sidewalks, etc.). In a further step, the required sub-meshes (solar triangular, airflow hexahedral), which are nec-656 

essary for the detailed solar calculations and the airflow distribution, are automatically generated. The core cal-657 

culation is executed by employing the co-simulation approach for a synchronous coupling scheme as given in de-658 



29 
 

tail in [15]. The control objects (Figure 9) are the thermal zones in which the microclimate module provides the 659 

average outdoor air temperature of the adjacent canopy cells along with the incident shortwave irradiance after 660 

reflection and the radiative fluxes between the urban surfaces. Simultaneously, the local generator (in split sys-661 

tems case) and the thermal zone objects calculate the heat emissions from buildings, supplying with their respec-662 

tive fluxes the energy balance for each canopy cell.  663 

7.3.2 Neighbourhood Case study 664 

An indicative case study was performed using a simplified urban archetype characterized as discontinuous row 665 

of mid-rise high-density urban canyon for the city of La Rochelle, France. The thermal and optical properties of 666 

the neighbourhood case study along with the simulation parameters can be found in [53]. Two simulation scenar-667 

ii were compared: a standalone DIMOSIM simulation and a microclimate one, designated respectively as “air-668 

port” and “city”. The first employs typical weather data as boundary conditions while the second is based on the 669 

coupling scheme between DIMOSIM and EnviBatE enhanced with modified meteorological data from UWG.  670 

Figure 13 plots the cooling demand of the neighbourhood for the standalone model (airport) and the microcli-671 

mate one (city) Overall, the comparison between them presents a rise of 19%, in terms of relative difference, 672 

when the microclimate is considered. Both the violin plot and the cumulative frequency diagrams exhibit signifi-673 

cant variations. The first shows the shift of the quartiles towards increased values of cooling demand, corre-674 

sponding to a relative increase of 51%, 28% and 20% under the microclimate model. In parallel, it indicates the 675 

distribution discrepancies especially for low values. The number of time steps where the cooling demand from 676 

zero (airport scenario) turns into a positive one (microclimate scenario) increases by 9%. The cumulative fre-677 

quency plot shows the steadily increased cooling demand in the microclimate scenario for non-null values. How-678 

ever, both figures present low discrepancies in terms of absolute values. Similar outcomes have been reported in 679 

[54] for low cooling needs of referenced buildings. 680 
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 681 
Figure 13: Violin plots (bottom), cumulative frequency distribution (mid), and correlation (top) between standalone DI-682 

MOSIM (airport) and DIMOSIM -microclimate (city). 683 

The distribution of the Cooling Degree Hours (CDH) for every canopy cell during the cooling period is depicted 684 

in Figure 14, given a base temperature of 26°C. This indicator is widely used in the building energy domain and 685 

is related to local urban climate modifications. In both canopy layers is evident the increased CDH index inside 686 

the canyons and around the buildings. The canyon orientation, situated perpendicularly to the mean wind direc-687 

tion of the meteorological data during the cooling period, acts as a barrier to the prevailing wind associating the 688 

low wind circulation with overcharged canopy cells. More in detail, the canopy cells adjacent to South oriented 689 

facades present a considerable increase in CDH index. This is correlated with higher surface temperatures and 690 

reduced air circulation in the lee-side of the thermal zones, concluding to heat trapping. The corresponding me-691 

teorological value is 350 CDH, indicating that locally the impact of the buildings can double the thermal discom-692 

fort of the studied area. 693 
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 694 
Figure 14: Distribution of CDH for the first and second canopy layers during the entire cooling period simulated with DI-695 

MOSIM -microclimate. 696 

8 Conclusion 697 

In this paper, DIMOSIM, a transient energetic simulation platform at neighbourhood, district and territory scale 698 

is presented. The structure of this platform was chosen in order to allow case studies on several geographic 699 

scales for the optimisation of energy design concepts and energy management strategies. It is modular and con-700 

siders a wide range of these energy concepts (refurbishment of buildings, district heating/cooling networks, dis-701 

trict electrical networks, choice of local energy system, optimisation of central plants production...) but also to  702 

ease implementation of models. These models can be with high or low level of detail to adapt the global model 703 

to the simulation objective and scene characteristics. It can then be used to assist several district stakeholders as 704 

city energy managers or distribution system operators in their choices and actions. Depending on the case, sim-705 

plified models can be used when few input data are available or when a compromise between simulation time  706 

and accuracy is expected. For the solar radiation computation, the level of detail must be chosen according to the 707 

district morphology to achieve an acceptable range of uncertainty. 708 

To date, the platform was only validated against the BESTEST cases for the building model and partially against 709 

real data from the different international projects in which DIMOSIM takes part. More work is needed to com-710 
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plete this validation, including the data inference procedure which can be seen as a pre-processor of the plat-711 

form. This validation is underway, with work on the uncertainty propagation of input parameters ([55], [56]) and 712 

comparison with other UBEM tools. 713 

.  714 

As a future perspective, DIMOSIM could be completed with a life cycle assessment calculation. With the devel-715 

opment of new thermal regulations and environmental certifications at district level this kind of calculation will 716 

be soon necessary. In the same way the link with BIM/DIM (Building/District Information Model) models could 717 

be of a major interest to get automatically all the materials information as more and more building projects are 718 

using it. 719 
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10 Appendices 729 

 730 

Figure 15: RiCj thermal model 731 
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